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September 2017





DISS. ETH. No. 24656

Exit sets of the continuum
Gaussian free field in two dimension

and related questions

A thesis submitted to attain the degree of

DOCTOR OF SCIENCES of ETH Zürich
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Abstract

The topic of this thesis is the study of geometric properties of the two-dimensional continuum
Gaussian free field (GFF), which is the analogue of Brownian motion when time is replaced by
a two-dimensional domain. This is part of the wider field of two-dimensional and conformally
invariant geometry, which is currently a very active area of probability theory.

More specifically, the main theme of our work is the definition and properties of what we
call exit sets of the GFF. These sets are the analogue of exit times of intervals by Brownian
motion when one replace the one-dimensional time by a two-dimensional set. Because the
GFF is not a continuous function, but only a generalised function, the definition and the
study of these sets are somewhat challenging.

We discuss the definition and characterizations of these sets, study their size, the connec-
tivity properties of their complement, some of their approximations via discrete structures,
their relations to conformal loop ensembles and Schramm-Loewner evolutions, and how they
can be used to construct some Liouville quantum gravity measures.



Résumé

Cette thèse porte sur l’étude de propriétés geométriques du champ libre Gaussien (GFF) en
dimension deux (GFF), qui est l’analogue du mouvement Brownien lorsque l’axe temporel
est remplacé par un domaine du plan. Cette thèse s’inscrit dans l’étude mathématique des
object aléatoires invariants conforme dans le plan, qui constitue un sujet actuellement très
actif en théorie des Probabilités.

Spécifiquement, le thème principal de ce travail est la définition et l’étude de ce que nous
appelons les ensembles de sorties du GFF. Ces ensembles sont l’analogue pour le GFF de ce
que sont les temps de sortie d’un intervalle pour le mouvement Brownien. Comme le GFF
n’est pas une fonction continue, mais seulement une fonction généralisée, la définition même
de ces ensembles est une question délicate.

Dans cette thèse, nous définissons, construisons, et caractérisons ces ensembles, nous étudi-
ions leurs dimensions, des propriétés de connexité (de leur complémentaire), nous abordons
la questions des approximations par des modèles discrets, nous discutons la relation entre ces
ensembles avec les processus SLE et les ensembles de boucles CLE, et nous les utilisons pour
donner une construction de mesures dites de gravité quantique de Liouville.
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Chapter 0

Introduction

The present thesis can be viewed as a tale about exit sets of the two-dimensional Gaussian
free field (GFF). Exit sets, or rather their boundary, can be thought of as what exit times
of intervals by standard Brownian motion (which is a random real-valued function) become
when one replaces the time-set by a two-dimensional domain.

In the first section of this rather narrative introduction, we present informally the GFF,
its first simple properties and the main question that will guide us throughout this work.
In the second section, we describe, informally, some of our contributions on exit sets. In
the third section, we describe some of the secondary yet important main casts in our story
and briefly indicate what their role will be. In the fourth section, we very briefly explain
the structure of the present thesis, and we then conclude with some comments on possible
natural continuations of our work.

0.1 Gaussian free field

0.1.1 The canonical random surface

One of the primary goals of probability and statistical physics is to understand the prop-
agation of randomness through different scales of a system, in other words, to answer the
question: how does microscopic randomness behave on a macroscopic scale? The answer de-
pends of course on the model and the meaning of “macroscopic”. However, in general terms,
there are only two possibilities: Randomness can either disappear at macroscopic scale or
remain present.

The simplest way to exemplify these different scenarios is via the law of large numbers and
the central limit theorem. What is the large scale behaviour of the trajectory of a random
walk? If the expected value of individual steps is non-zero, then on a large scale, the law of
large number says that the walk behaves ballistically. Its trajectory follows a deterministic
straight line. On the other hand, the central limit theorem tells us that if the individual steps
have zero expectation and bounded second moments, then the walk will converge in law to
some variant of Brownian motion, which is indeed a random curve.

Just as in this particular example, the type of macroscopic randomness does not depend
on the fine details of the microscopic scales, but only on the general type of model. This

1



0.1. Gaussian free field 2

example also shows that continuous universal objects have properties and symmetries that are
not present in the discrete models. For instance, the trace of d-dimensional Brownian motion
is rotationally invariant and scale-invariant. In two dimensions, it is in fact conformally
invariant: assume that ϕ : D ⊆ C → D′ ⊆ C is a conformal function, and B is a Brownian
motion started from x ∈ D and stopped when it exists D. Then, the image of ϕ ◦B has the
law of the trace of a Brownian motion started at ϕ(x) and stopped at the first moment it
leaves D′.

It is natural to wonder whether a similar universal object associated with the fluctuation
of random surfaces (continuous functions from D ⊆ Rd to R when d ≥ 2 instead of d = 1)
exists. As it turns out, the answer is yes: it is the continuum Gaussian free field (GFF), and
its two-dimensional version (when d = 2) is the central object of study of this thesis. The
definition of the GFF is straightforward: It is the centred Gaussian process with covariance
function given by the (zero-boundary) Green’s function in D. However, its study is delicate,
because the Green’s function blows up on the diagonal. This means that the GFF is not
well-defined at a point and only makes sense as a random generalised function (or Schwartz
distribution). One can, for instance, define its mean height on any non-empty disc and the
collection of all these mean heights characterises this generalised function. For details, see
Section 1.2.1 or [She07, Wer16].

Figure 1: Simulation of a discrete two dimensional GFF. When the meshsize goes to zero,
the spikes explode but the discrete GFF converges in law to a continuous GFF in a space of
generalized functions.

The GFF is a central object in the context of Euclidean quantum field theory [Sim74,
Gaw96]. It arises as the fluctuations of numerous models. It is the limit of the height
function in the dimer model [Ken01] or many other random surfaces, the empirical measure
of Coulomb gases [RV07, BBNY16], etc. As in the case of Brownian motion, the GFF in
two-dimension has an important property: it is conformally invariant. That is to say, if
ϕ : D ⊆ C → D′ ⊆ C is a conformal map and Γ is a GFF in D, then Γ ◦ ϕ−1 has the
law of a GFF in D′. This property explains why it has played a central role in many recent
developments on two-dimensional conformally invariant structures. As we will recall in the
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third section of this introduction, it is closely related to SLE, CLE, Brownian loop-soups or
Liouville quantum gravity.

0.1.2 Markov properties and local sets

Markov Property

One of the most important properties that allows the study of the Brownian motion is its
Markov property. It is natural to wonder whether a similar statement holds for the GFF.
Here, we find our first obstacle. On a general domain, it is not clear what “past” or “future”
means, so one needs to go back to the one-dimensional Markov property. There, we can note
that the Markov property naturally corresponds to the filtration indexed by all values in the
past, i.e., the information corresponding to the values in intervals and not in points. This
brings to light the fact that, in dimensions d ≥ 2, the right objects to work with are not
points but closed sets. We can now formulate the weak Markov property for the GFF.

Proposition 0.1 (Weak Markov property) Let Γ be a GFF in D ⊆ Rd and A ⊆ D be a
closed set. Then, there exist two independent fields ΓA and ΓA such that Γ = ΓA + ΓA, ΓA

has the law of a GFF in D\A and ΓA restricted to D\A is equal to a harmonic function hA.

To upgrade this to the strong Markov property one can use the same strategy as for the
Brownian motion. First, define (FC : C ⊆ D a closed set) to be a filtration indexed by
closed sets. In analogy with the one-dimensional case it is possible to make sense of a GFF
in this filtration, i.e., an F·-GFF. Then, we define stopping sets to be random sets A such
that for all closed set C, {A ⊆ C} ∈ FC . With all these concepts, it is possible to prove the
strong Markov property:

Proposition 0.2 (Strong Markov property) Let D ⊆ Rd be an open set, (FC : C ⊆
D closed) be a filtration indexed by closed sets, Γ be an F·-GFF and A be an F·-stopping
set. Then, the set A induces a Markovian decomposition of Γ. In other words, there exist
two fields ΓA and ΓA, such that Γ = ΓA + ΓA, and conditionally on A they are independent,
ΓA has the law of a GFF in D\A and ΓA restricted to D\A is equal to a harmonic function
hA.

The way we interpret this property is the following: ΓA is the conditional value of the
field, given the information that one can see in A. That is why “ΓA = Γ” in A. Moreover, in
D\A, we have that ΓA = hA. We think of hA as “the harmonic extension of the values of the
field on ∂A”.

Local sets

What we described in the last paragraphs is one natural setup to study Markovian fields,
which was developed in the eighties for fairly general fields [Roz82]. On the other hand, the
modern approach to the strong Markov property for the GFF is slightly different. Before
discussing it, let us state a lemma relating stopping times to times that induce a Markovian
decomposition in the case of Brownian motion:

Lemma 0.3 Let (B, τ) be a coupling such that B is a Brownian motion and τ is a random
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time. The following are equivalent:

(1) There exists a filtration (Ft)t>0 such that B is an F·-Brownian motion and τ is a F·-
stopping time.

(2) τ induces a Markovian decomposition of B. In other words, there exists two processes B̂
and B̂′ such that Bt = B̂t + B̂′t−τ1{t>τ}, and conditionally on τ , (B̂t)t>0 is independent

of (B̂′t−τ )t>0, B̂′ has the law of a Brownian motion and B̂ is constant in (τ,∞).

Thus, in a certain sense, in the case of Brownian motion, inducing a Markovian decompo-
sition is equivalent to being a stopping time.

Let us now present the approach initiated by Schramm-Sheffield [SS13] to understand the
strong Markov property of the GFF. Informally speaking, instead of starting from (1), the
idea is to build on (2). More precisely, the notion of local sets is defined as follows: let (Γ, A)
be a coupling such that Γ is a GFF and A is a random set. We say that (Γ, A) is a local set
coupling, or that A is a local set if A induces a Markovian decomposition of Γ. As in the
case of Brownian motion, it is possible to show that being a local set is, in a certain sense,
equivalent to being a stopping set.

In this thesis, we work mostly with local set techniques. There are three main reasons to
do so. The first one is that, somewhat surprisingly, in many of the cases that we are interested
in, it is much easier to prove that the set we are studying is local. The second one is that
if (Γ, A) and (Γ′, A′) are local set couplings, there exists a useful way to create a coupling
(Γ, A,A′) such that A and A′ are local for Γ and A and A′ are conditionally independent
given Γ. The final one is that this approach is better known to the community. (to our
knowledge, they are no papers where the stopping set approach is developed in full detail;
one can still read Chapter 1 of [Aru15a] to get a nice feeling about it).

0.1.3 Some questions

Despite working using the local set approach, our intuition will come mostly from the stopping
time approach. In particular, the central questions studied in this thesis arise naturally in
this setting:

Can we define “exit sets” of the GFF? And if we can, what are their properties?

By “exit sets” we mean the analogue of the exit times, i.e., the first time that a Brownian
motion hits a given set of on or two values. For a one-dimensional Brownian motion there exist
only two types of such stopping times: the two-sided one τ−a,b := inf{t > 0 : Bt ∈ {−a, b}}
and the one-sided one τ−a := inf{t > 0 : Bt = −a} corresponding to the exit time of
(−a, b) and (−a,∞). Even though they look similar they have an inherent difference, τ−a,b
is “small” while τ−a is “big”. This can be quantified by noticing, for example, that τ−a,b
has exponential moments, while E

[√
τ−a
]

= ∞. Furthermore, (Bt∧τ−a,b)t>0 is a uniformly
integrable martingale while (Bt∧τ−a)t>0 is not uniformly integrable.

The natural way to construct “exit sets” of a particular level of a continuous field would be
as follows: a point belongs to the set iff there is a path connecting it to the boundary, such
that at no point of the path, the value of the field is equal to the given level. This definition
only works in dimension 1. This is because as we have already mentioned, in dimension 2 or
higher, the GFF is not a continuous function. This technical difficulty spices up our problems
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and induces the introduction of new tools and techniques.

0.2 Definition and main properties of “exit sets”

The objective of this section is to present some of our results regarding exit sets. We define
exit sets through an axiomatic approach which allows one to define mathematical objects
which are in some sense a priori ill-defined. The heuristic goes as follows: first, assume the
object exists and study which properties it should satisfy. Collect enough properties such
that one and only one object satisfies them. Finally, define the object as the unique one
having all these properties.

0.2.1 Two-sided exit sets

Let us collect a list of properties that a two-sided “exit set” should satisfy. Let Γ be a GFF
in a simply connected domain D, and assume A is its exit set of level {−a, b}, for a, b > 0,
i.e., the analogue of τ−a,b. One expects that A should have the following properties:

(i) A is a local set of Γ.

(ii) hA is constant in each connected component of D\A taking values in {−a, b}.
(iii) A is “small”.

(iv) A ∪ ∂D has finitely many connected components.

Let us stress that the analog of A−a,b in the one-dimension Brownian motion case would
be in fact the interval [0, τ−a,b], and that conversely, the analog of τ−a,b for the GFF would be
in fact the boundary of A−a,b. But, we will often just say that A−a,b is “the analog” of τ−a,b
(and similar statements for one-sided exit sets).

Let us stop for a while at the somewhat vague condition (iii). A priori, we would like to
say that A is as small as possible, so that it is indeed the first exit set. However, as it turns
out, it will be enough to ask that the set A is “small” in some general sense (this is a little
bit like saying that the only Brownian stopping time τ with Bτ ∈ {−a, b} that has finite
expectation is τ = τ−a,b).

Understanding this general condition is the topic of the first chapter of this thesis. When
d ≥ 2, we will say that a local set A is “small” or “thin” if it carries no “mass” of the GFF
itself. More precisely, if hA = ΓA. As we will discuss, it is not so trivial to turn this
equality into a rigorous definition in a general setting, but when the harmonic function hA
is integrable (which is obviously the case when condition (ii) holds), this means that for all
smooth function f , a.s. (ΓA, f) =

∫
D
hA(x)f(x)dx.

One may at first glance think that a local set is thin if only if its Lebesgue measure is
0. This is indeed the case when the set is deterministic, but this property does not hold
for general local sets. We will construct local sets with 0 Lebesgue measure that are not
thin. Furthermore, their Minkowski (a.k.a. box-counting) dimension is max{d/2 + 1, d− 1}
(Proposition 1.8). On the other hand, it is true that small enough local sets are thin. More
precisely, we will see that if A is a local set with Minkowski dimension strictly smaller than
max{d/2 + 1, d− 2}, then A is thin (Proposition 1.11).
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Let us come back to the discussion about the two-sided “exit sets” in the case d = 2 (let
us already note that for higher dimensions, we do not have many clues as to whether or not
such exit sets exist at all). From now on in this introduction, we will assume that we are in
the two-dimensional case.

Here, an interesting phenomenon arises corresponding to the existence of a height gap, as
was first discovered in [SS09] in a slightly different setting. Let us explain how it appears in
our framework (this corresponds to results of Chapter 2). Fix Γ a two-dimensional GFF, and
define 2λ :=

√
π/2 that we call the height gap. Then, if a + b < 2λ there is no local set A

satisfying (i)-(iv). On the other hand, when a + b > 2λ, there exists a unique set such that
(i)-(iv) holds. We denote this set A−a,b and we call it the two-valued set (TVS) of levels −a
and b (this statement will be first derived in the simply connected case in Section 2.6, and
then generalised in Section 3.4.1).

It is also possible to define TVS for a GFF with non-zero boundary conditions. That is
to say, if u ∈ [−a, b] is a bounded harmonic function and Γ is a GFF we can define Au−a,b the
TVS of Γ + u of level −a and b. To do this, we just need to change condition (ii) to hA + u
being constant in each connected component of D\A and taking values in {−a, b}.

Figure 2: On the left a simulation of A−λ,λ by Brent Werness. On the right a simulation of
A−2λ,2λ by David Wilson.

The TVS satisfies properties analogous to those of the two-sided exit times. Let us list
a few. First, the TVS turns out to be much smaller than what condition (iii) required: Its
Minkowski dimension is upper bounded by 2− 2λ2/((b+ a)2) (Proposition 2.23). Also, A−a,b
is connected to the boundary (Proposition 2.4). Furthermore, these sets are monotone, in
the sense that if [a, b] ⊆ [−a′, b′], then A−a,b ⊆ A−a′,b′ . Additionally, if A is a set satisfying
(i), (iii), (iv) and |hA| 6 a, then A ⊆ A−2λ−a,a+2λ (Proposition 2.3) 1. One motivation to
study TVS is their very close relations to conformal loop ensembles (see discussion in Section
0.3.3).

It is interesting to note that contrary to the one-dimensional case, the geometry of the local
sets is interesting on its own. One can study its dimension or the dimension of the boundary
of a connected component of its complement (the dimension of A−a,b is 2 − 2λ2/((b + a)2)

1It is possible to remove the additional height gap 2λ here in many cases. Sadly, we still have not found
how to make it work in the general case
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and that of the boundary of a connected component of D\A−a,b is always 3/2). One can also
ask other types questions that have no one-dimensional counterpart. For example: can one
recover the values of hA−a,b just knowing the geometry of A−a,b?

Even though the last question is not essentially geometric its answer will come from the
study of the geometry of A−a,b. Let us define the loop graph of A−a,b as follows. The vertices
are the connected components of D\A−a,b, and the edge set is constructed using a simple
rule: there is an edge between O1 and O2 if O1 ∩ O2 6= ∅. It turns out that the connectivity
properties of these graphs, as a function of a and b, undergo a phase transition when a + b
is equal to twice the height gap (Proposition 2.27). More precisely when a + b > 4λ, it is
almost surely completely disconnected but when 2λ 6 a + b < 4λ, the graph is connected
and bipartite (because a component with label −a can only be adjacent to components with
label b and vice-versa). This property implies that in this last regime when one knows the
label of one connected component of D\A−a,b, one can recover them all.

As we shall see, the answer to the question mentioned above about the measurability of
the labels with respect to A−a,b is the following (Proposition 2.31):

• When 2λ 6 a+b < 4λ and a 6= b, it is possible to recover all the labels in a deterministic
way by just observing A−a,b . This is done by observing the Hausdorff dimension of the
intersection between the boundary of the domain with the boundary of a component
that intersects it.

• When 2λ 6 a + b < 4λ and a = b, then for obvious symmetry reasons, this is not
possible. However, as soon as one knows the label of one component, one recovers them
all, and for a given component, the conditional probability given A−a,a that its label is
−a is 1/2.

• When a+ b > 4λ then even if we know the value of hA−a,b at a finite number of points,
it is still not possible to recover deterministically the value of hA−a,b . To derive this last
fact, one needs some other properties of two-valued sets.

0.2.2 One-sided exit set

We now turn to the exit set with only one level −a. This is the analogue of the first hitting
time τ−a of −a by Brownian motion. A first way to define A−a would be as the union (or
the closure of the union) of A−a,b for all positive b. Instead, one can also follow the same
axiomatic approach; we start by listing the basic properties that a one-sided “exit set” should
satisfy. Let Γ be a GFF in D ⊆ Rd and assume A is its one-sided “exit set” of level −a. Then
we expect that:

i) A is a local set of Γ.

ii) hA is constant equal to −a.

iii) ΓA > −a, in other words, ΓA + a is a positive measure.

iv) A ∪ ∂D has finitely many connected components.

To discuss existence and uniqueness, let us break up the cases according to the dimension
of D. In dimension one there exists a unique set satisfying these properties: it is the one-sided
exit time, τ−a. The two-dimensional case is the subject of study of Chapter 3, and we discuss
it briefly in the next paragraphs. The higher-dimensional case has not yet been worked out.
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It seems possible to construct one-sided “exit sets” in dimension 3 to 5, but uniqueness still
seems out of grasp. Some heuristics suggests that in dimension 7 and higher, there are new
problems that arise when one tries to construct sets satisfying i)-iv).

Let us focus, now, on the two-dimensional case. There, we shall see that for each a > 0
there exists a unique set that we denote by A−a, satisfying i)-iv) (Propositions 3.25 and 3.26).
We call this set the first passage set (FPS) of level −a. Of course, it is also possible to define
Ab, the FPS of level b > 0. We only need to change iii) to ΓA 6 b.

Figure 3: Simulation (from darker to lighter colours) of A−λ, A−2λ, A−3λ and A−4λ for the
same GFF.

It turns out that the FPS is fairly “big” (even though it has zero Lebesgue measure). The
set A−a has Hausdorff dimension is 2 (Proposition 3.48), and it is not a thin set (Section
1.3.1). These properties are reminiscent of the non-uniform integrability of the exit time of a
level by one-dimensional Brownian motion. Additionally, A−a is connected to the boundary
of the domain (this is a consequence of Proposition 3.25). Furthermore, the collection of FPS
are also monotone in the sense that if a 6 a′, then A−a ⊆ A−a′ (Proposition 3.26).

Similarly to its two-sided counterpart, one can work out additional geometric properties
of FPS. The dimension of the boundary of a connected component of D\A−a turns out to
be 3/2. One important geometric property of the FPS is related to the idea of level set
percolation. To simplify the next statement, assume D = H. In this case, there exists a path
from 0 to ∞ in H ∩ A−a if and only if a > 2λ (Remark 3.27). Remember that we interpret
points in A−a as the points of the GFF connected to the boundary by a path whose values are
bigger or equal −a. Thus, in a certain sense this property may be read as: “the set {Γ > α}
percolates if and only if α 6 −2λ”.

In this framework, there are also interesting measurability questions. Even though it is
obvious that hA−a = −a is a measurable function of A−a, this is not clear for ΓA−a + a, i.e.,
“the values of the GFF restricted to A−a”. We shall derive the following a priori not trivial
statement: This field ΓA−a + a is in fact a measurable function of A−a (Proposition 3.33).
Our proof will make use of the connection between the GFF and Liouville measures that we
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will describe in the next section. On the other hand, we have not yet been able to describe
ΓA−a+a in terms of the Minkowski content of the set for a given gauge, even though heuristics
strongly suggest that this should be the case.

To finish this section let us come back to the natural interplay between FPSs and TVSs.
As in the one-dimensional case, we can recover the FPS from knowing certain TVSs, in fact,
A−a defined as above is indeed almost surely equal to

⋃
bA−a,b (Proposition 3.25). On the

other hand, it is also simple to recover the TVS by just knowing two FPSs. To simplify the
next statement assume that D is simply connected. Then, for all a+b > 2λ, A−a,b = A−a∩Ab
(Proposition 3.35).

All these properties are consistent with the intuition that TVS and FPS are the natural
two-dimensional analogues of exit times. This analogy will be even clearer via the met-
ric graph GFFs approximation of the GFF using continuous functions that we will briefly
describe in the next section of this introduction.

Figure 4: From left to right. Simulation of A−λ, A−λ,λ and Aλ.

0.3 Relation with other conformally invariant objects.

In this section, we present the other main actors in our story. All of them are important
enough to take the lead role in many plots, but in the current work, they will appear rather
sporadically but will be however often pivotal.

0.3.1 Liouville measures

Liouville measures are the universal object corresponding to random “two-dimensional area
measures”. They can be constructed using a GFF. More precisely, if Γ is a two-dimensional
GFF its corresponding Liouville measure with parameter γ ∈ R may be represented as
dµγ := “ exp(

√
2πγΓ)dx (the constant

√
2π appears here for normalization issues). As Γ is

not a function in the usual way, it needs to undergo a renormalization procedure to define its
exponential. As a consequence of this procedure, µγ 6= 0 only when |γ| < 2. It is interesting
to know that in this regime, not only Liouville measures are a function of the GFF, but
we can also recover the GFF just from the knowledge of one of its Liouville measures, with
0 < |γ| < 2.

As we have already mentioned, one role that Liouville measures play in our story is as a
tool to prove that ΓA−a + a is a measurable function of the FPS A−a.
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Figure 5: From left to right, simulation of Liouville measure with parameter 0.75, 1.25 and
1.75 by Jason Miller. Each square has roughly the same mass for the measure.

They will also in fact be our main focus of interest in Chapter 4: We will see that Liou-
ville measures with positive γ can be obtained as a function of the FPS sequence (Ab)b>0.
Furthermore, for each b > 0, one can construct a measure µγb depending only Ab, such that,
µbγ(Ab) = 0 and µγb → µγ as b → ∞ (Proposition 4.7). Of course this relationship does not
only hold for FPS but also for TVS; in this case the approximated measure does not only
depend on A−a,b, but also on hA−a,b (Proposition 4.10).

0.3.2 Schramm Loewner Evolution (SLE)

SLEs are the universal objects corresponding to “two-dimensional non-self-crossing paths”.
They were originally defined by Schramm [Sch00] via an axiomatic approach. He constructed
them as candidates for scaling limits of paths naturally appearing in statistical physics models.
His insight made it possible to reach a much better understanding of many statistical physics
models.

In this thesis, we will use SLEs going between two points of the boundary. To do this, we
do not distinguish the parametrization of the path. That is to say two path η1 and η2 are
equivalent if there exists an increasing function σ such that η1 = η2 ◦ σ.

As with all these models let us first characterize SLEs by their properties. Take κ > 0,
D ⊆ R2 a simply connected domain and a, b ∈ ∂D. Suppose (η(t))t>0 has the law of an SLEκ

in D going from a to b. Then, η(·) is a curve in D, such that η(0) = a and η(∞) = b, and it
satisfies:

(a) Conformal invariance: if ϕ : D 7→ D′ is a conformal transformation, then ϕ ◦ η has the
law of an SLEκ in D′ going from ϕ(a) to ϕ(b).

(b) Markov property: Conditionally on η([0, T ]), the law of (η(t + T ))t>0 is that of an
SLEκ going from η(T ) to b in the connected component of D\η([0, T ]) whose boundary
contains b.

Schramm proved in [Sch00] that it is possible to parametrize, by a non-negative number
κ, the family of non-self-crossing curves satisfying (a) and (b). There are many ways to
distinguish between them. For example for κ < 8 the Hausdorff dimension of an SLEκ is
1 + k/8 [Bef08].
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The GFF has played an important auxiliary role in the development of the theory of
SLE. This is because there is a natural way to couple SLE as a local set of the GFF, which
was developed in [SS13, She05, Dub09, MS16a, MS16b, MS16c, MS17]. This natural coupling
allowed, for example, to prove reversibility of non-simple SLEs and many SLE-types of curves.

Figure 6: Coupling between the GFF and SLE4 in a rhombus. The black curve corresponds
to Au0−λ,λ (Simulation by Scott Sheffield).

In this thesis, we will use SLE-type curves as a tool to construct and understand exit sets.
In fact, the only value of κ that will play a role here will be κ = 4. Let us briefly describe
the techniques in this case. To simplify the next statements assume that D = H, and u0 is
the bounded harmonic function with boundary values −λ in R− and λ in R+. Schramm and
Sheffield showed, in [SS13], that Au0−λ,λ exists and that it has the law of the trace of an SLE4.
Additionally, they showed it is possible to discover this set progressively. They call this set
the level line of the GFF. In fact, level lines for different boundary conditions have been
studied in many cases, see for instance [MS16a, WW16, PW15]. Those techniques, together
with the ideas of Chapter 2 enable us to show existence and uniqueness of TVS and FPS.

0.3.3 Conformal Loop Ensemble (CLE)

CLEs (here, we will only discuss the CLE carpets corresponding to CLEκ for κ ∈ (8/3, 4])
are the universal conformally invariant objects associated with the joint collection of all
simple “two-dimensional interfaces” that should correspond to the scaling limit of a number
of discrete statistical physics models with non-intersecting loops, such as the O(N)-models.
In [SW12], Sheffield and Werner constructed these CLEs using an axiomatic approach.

Let us now review some of the main properties of CLEs: Let κ ∈ (8/3, 4], and K be a
random closed set with the law of a CLEκ in D. Then, K is a subset of D, and for each
ε > 0, there are only finitely many connected components of D\K with a diameter bigger
than ε > 0. Additionally, for each O,O′ distinct connected components of D\K, ∂O is a
simple curve, and O ∩O′ = O ∩ ∂D = ∅. Finally, it satisfies:
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a) Conformal invariance: if ϕ : D → D′ is a conformal transformation, then ϕ(K) has the
law of a CLEκ in D′.

b) Restriction property: for any closed set C, define Ĉ the closed union of all the connected

components of D\K intersecting C. Then, conditioned of Ĉ, the law of K ∩ (D\Ĉ) is

that of a CLEκ in each connected component of D\Ĉ.

Sheffield and Werner proved in [SW12] that the family of laws satisfying a) and b) can be
parametrized by a real number κ ∈ [8/3, 4], each one having different Hausdorff dimension.
They gave two different constructions: one using loop soups, and the other one using a specific
SLE-type curve. In particular, the loops of a CLEκ is an SLEκ type loop.

In this thesis, the only CLE that will play a role is CLE4, which is the one that is most
naturally associated to the GFF (just as SLE4 is the SLE that is most directly connected
to the GFF). One can reformulate a result by Miller and Sheffield [MS11] by saying the law
of A−2λ,2λ is that of a CLE4 (we will also give a derivation of this result is Chapter 2 of
this thesis). As we shall see, in this coupling, the CLE4 is almost surely determined by the
corresponding GFF. This will allow us also to understand the behaviour of the geometry
of A−a,b, resp. A−a, in the regime where a + b > 4λ, resp. a > 2λ. On the other hand,
as a by-product of the existence and uniqueness of TVS, this will provide an easy way to
generalise CLE4 to non-simply connected domains of CLE4. Additionally, we provide various
new level-line constructions of CLE4 (see Remark 2.21).

Figure 7: Simulation of CLE4 by David Wilson.

0.3.4 Brownian loop-soup and Brownian excursions

A Brownian loop soup is a random collection of unrooted Brownian-loops contained in a
domain D. Lawler and Werner introduced loop soups in [LW04], where they constructed
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them as a Poisson point process with intensity c times a natural Brownian loop measure.

The connectivity property of the loop soup undergoes a phase transition at c = 1/2 (this
is sometimes also referred to c = 1 and depends on the choice of normalisation for the loop
measure). More precisely, define the following equivalence class on the elements of a loop
soup: ` ∼ `′ if there is a finite path of intersecting loops connecting them. Then, Sheffield
and Werner proved in [SW12] that there is a unique equivalence class if and only if c > 1/2.
Furthermore, when c = 1/2 the closed union of the outer boundary of the outermost clusters
has the law of a CLE4, i.e., the same law as A−2λ,2λ. Additionally, in [QW17], Qian and
Werner proved that there is a natural way to couple the GFF and the loop soup of parameter
1/2. In this coupling, the square of the GFF is equal to the occupation time of the loop soup
and A−2λ,2λ is equal to the outer boundary of the outermost cluster of the loop soup.

Boundary-to-boundary excursions are a random collection of Brownian-excursions con-
tained in a domain D. They can also be constructed as a Poisson point process of a given
measure with intensity u. In this story, they are used to describe the law of FPS. In particular,
sample a loop soup of parameter 1/2, and a boundary-to-boundary excursion of parameter
u. Then, we can define the same equivalence relationship like the one used in the loop soup
case. The FPS A−u is equal in law to the closed union of the elements of the equivalence
classes containing at least one excursion (Corollary 3.46). It is work in progress to see that
in this case we also have a coupling with the same properties as that of [QW17].

Again, just as for SLE and CLE, the loop-soup that will play a role in the present thesis
is the one that is most directly related to the GFF, i.e., the loop soup with intensity c = 1/2.

0.3.5 Metric graph GFF

The metric graph GFF is an approximation of the GFF using continuous functions. It was
introduced by Lupu in [Lup16b], to have a better understanding of Le Jan’s isomorphism
between the square of the GFF and occupation time of the loop soup. To define it let us first
describe the metric graph, or cable system, corresponding to a graph G. The metric graph
associated to G, G̃, is the metric space in which every edge of G is replaced by a copy of
[0, 1]. The most useful property of this metric space is that its continuous functions satisfy
the intermediate value property.

Before the introduction of metric graph GFF, the usual way to discretize the GFF was
using the discrete GFF. That is to say, a centred Gaussian process defined on the vertices of
a graph G with covariance given by the Green’s function of the graph. The main problem
with this approach is that functions on graphs have no way of satisfying the intermediate
value property. This explains why it is not easy to understand the relationships between
some functionals of the discrete GFF, like level lines, and their continuous counterparts.

Let us briefly describe how to sample, φ̃, a metric graph GFF in G̃. We can obtain the
values on the vertices by sampling a discrete GFF on G. Then, the values of φ̃ restricted to
an edge are given by the sum of the linear interpolation of the values on the endpoints and a
Brownian bridge independent of all the other randomness. This construction guarantees two
important properties: φ̃ is continuous and satisfies the Markov property. It is possible to see
that in this setting Le Jan’s isomorphism also holds, in fact, Lupu proved a stronger version
of it in [Lup16a].
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Figure 8: Artistic view of a metric GFF. Drawn by Titus Lupu.

The metric graph GFF is very helpful in understanding some functionals of the GFF and
has been a useful ingredient in the proof of natural properties. In our story, it will provide a
way to see why FPS are the right analogue of one-sided exit times: Let (D̃n)n∈N be a sequence

of metric graphs and φ̃n a metric graph GFF in D̃n. Define Ã−a as the set of all points of
D̃n that can be connected to ∂D̃n by a path in D̃n where the values of φ̃n are always bigger
than −a. Then, if D̃n → D ⊆ R2 in a suitable way, (φ̃n, Ã−a) converges in law to (Γ, A−a)
(Proposition 3.40). This will allow us to prove the characterization of the distribution of the
FPS given in the last section.

0.4 Structure of this thesis

This thesis is divided into four chapters. Each one corresponds to a separate paper or preprint,
except Chapter 2 that consists of the concatenation of a paper with some work in progress.
This explains some repetitions in the introductory/background parts of each chapter, and
also why notations will sometimes vary from one chapter to the other. On the other hand,
this gives to each chapter a more self-contained character. Here is a summary of each of
them:

0.4.1 Chapter 1: Thin local sets

Based on [Sep17]. In this chapter, we introduce the concept of thin sets, and we study how
small a local set of the GFF in dimension d has to be to ensure that this set is thin. We also
show that this criterion is sharp by constructing small local sets that are not thin.

Note that this chapter is the only one where we also work with the GFF in a dimension
greater than 2. In this first chapter, FPS make a first appearance as examples of non-thin
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local sets.

0.4.2 Chapter 2: Bounded-type local sets and TVS

Joint work with Juhan Aru and Wendelin Werner [ASW17] and ongoing work with Juhan
Aru. The main focus of this chapter is the study of a certain class of local sets of the two-
dimensional GFF in a simply-connected domain, and their relation to the conformal loop
ensemble CLE4. More specifically, we consider bounded-type thin local sets (BTLS), where
bounded-type means that the harmonic function describing the mean value of the field away
from the local set is bounded by some deterministic constant. We show that a local set is
a BTLS if and only if it is contained in some nested version of the CLE4 carpet, and prove
that all BTLS are necessarily connected to the boundary of the domain.

This class of BTLS includes the two-valued sets (TVS) A−a,b that correspond to the exit
times of intervals for Brownian motion. This is the chapter where we define and construct
all these sets, and we show that a BTLS is necessarily contained in some TVS. We show
that TVS (this includes the CLE4 TVS A−2λ,2λ) are in fact measurable functions of the GFF.
Furthermore, we study geometric properties the TVS.

Then (and this corresponds to the ongoing work with Juhan Aru), we study connectivity
properties of their complement, and we show that the answer depends on whether a+ b < 4λ
or not. We also obtain conditions that tell us when the harmonic function describing the
mean value of the field away from the TVS is a measurable function of the TVS.

0.4.3 Chapter 3: First passage sets

Joint work with Juhan Aru and Titus Lupu [ALS17a]. This chapter is centred on the study
of the FPS in finitely connected domains. We provide a continuum construction using level
lines and study its properties. We further prove that the metric graph FPS converges towards
the continuum FPS. This convergence allows us to show that the FPS can be represented as
clusters of Brownian excursions and Brownian loops, and to revisit convergence results for
level lines of the GFF.

0.4.4 Chapter 4: Liouville measure and local sets

Joint work with Juhan Aru and Ellen Powell [APS17]. In this chapter, we provide new
constructions of the subcritical and critical Gaussian multiplicative chaos (GMC) measures
corresponding to the 2D GFF. As a special case, we recover E. Aidekon’s construction of
random measures using nested conformally invariant loop ensembles, and thereby prove his
conjecture that certain CLE4 based limiting measures are equal in law to the GMC measures
for the GFF. The constructions are based on the theory of local sets of the GFF and build
a strong link between multiplicative cascades and GMC measures. This link allows us to
directly adapt techniques used for multiplicative cascades to the study of GMC measures of
the GFF. As a proof of principle, we do this for the so-called Seneta–Heyde rescaling of the
critical GMC measure.
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0.5 Future directions

Let us now briefly comment on current projects that we are working on or plan to work on
in the near future, in the same vein. The presented projects will be ordered according to the
likely order of completion (we end with those where we do not have many certainties on our
angle of attack).

The results of the final sections of Chapter 2 are, in fact, part of an ongoing project with
Juhan Aru. One goal of this project is to show how TVS’ techniques allow us to understand
basic conformal invariant metrics of CLE4. We will show another coupling between A−2λ,2λ−r
and a GFF Γ, in such a way that the graph distance from a loop to the boundary appears
naturally in the labels of a loop. Then, we plan to show how, when one takes r → 0, one
recovers the coupling between labelled CLE4 and the GFF first described in [WW16].

Similarly, Chapter 3 corresponds in fact to the first paper in a sequence of three, all
joint with Juhan Aru and Titus Lupu. Motivated by [LW16], the goal is to describe the
Lévy transform of the continuous GFF. That is to say to define, using to TVS and FPS,
the “absolute value” of the GFF. In particular, we are interested in understanding how the
coupling between the GFF and the loop soup looks under this transformation, and how
certain metrics related to CLE4 appear naturally. In the third paper in this series, we plan
to carefully use the construction and convergences of “exit sets” to understand properties of
CLE4. In particular, we plan to compute the laws of various observables of CLE4, such as
the extremal distance between the loop containing 0 and the boundary.

Chapter 4 also has a natural continuation. In fact, it was originally thought as a step to
prove that the derivative of the Liouville measure, when γ = 2, which is the critical Liouville
measure. It seems that techniques from multiplicative cascades may come to an aid here, as
for the case of Seneta-Heyde rescaling at critically. With Juhan Aru, Ellen Powell and Xin
Sun, we are working on this problem and its applications to the construction of the critical
measure in the mating of trees framework, introduced by Duplantier, Miller and Sheffield in
[DMS14].

One natural question that comes to mind after the study of level set percolation for the
continuum GFF is whether one can deduce analogous features for the discrete or metric GFF.
In the discrete and metric setup, one is for instance interested to know whether 0 is connected
to∞ by a path where the discrete, or metric, GFF is bigger than a certain value α. There has
been a lot of progress in the understanding of this question in transient graphs, in particular
in Zd for d > 3 [BLM87, RS13, Rod15, Szn16, AS16]. We are working with Pierre-Francois
Rodriguez and Titus Lupu, to tackle this problem in the triangular lattice restricted to the
half plane. There, the continuum GFF result suggests the following: there is percolation in
the discrete, resp. metric, GFF, if and only if α 6 −3−1/4λ, resp. α 6 −3−1/42λ. It seems
that this would be the first case where the critical value is explicitly computed.

Another question we would like to understand is: If one looks at a natural dynamic whose
invariant measure is the GFF, how do TVS, FPS and other fundamental local sets evolve
under this dynamics? This question is delicate, and until now we do not have many solid
results. To tackle this problem and its variants, we have been working on different projects
with Juhan Aru, Christophe Garban, Ellen Powell, Hugo Vanneuville and Brent Werness.
Most of the simulations done in this thesis are a by-product of trying to understand the
discrete side of this question.
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Finally, it is impossible not to mention the most obvious natural open question related
to our story: what happens in higher dimensions? We have been thinking about it with
Juhan Aru and Titus Lupu. As we have discussed in the case of the one-sided exit sets, we
do have some guesses and heuristics about what should be going on. On the other hand,
higher dimensions are more challenging because all the conformal geometry tools are lost. In
particular, we have found no way to explore the GFF with bounded (or upper bounded) local
sets. Note that there are still some available tools: for example, Le Jan’s isomorphism still
holds in dimension 3, and the metric graph does approximate the GFF in any dimension.



Chapter 1

Thin local sets

1.1 Introduction

The Gaussian Free Field (GFF) is the natural analogue of Brownian motion when the time-set
is replaced by a d-dimensional open domain D. The GFF is a fundamental object in proba-
bility and statistical physics. In two dimensions its geometry is closely related to many other
key objects such as stochastic Loewner evolutions [SS13, Dub09, MS16a], conformal loop
ensembles [MS11, ASW17], Liouville quantum gravity [Aru15b, DS11], Quantum Loewner
evolutions [MS16d, MS15] and loop soups [LJ11, Lup16a, QW15]; note that the relation to
loop-soups is in fact not restricted to the two-dimensional GFF.

Unlike Brownian motion, when d ≥ 2, the GFF is not a continuous function; it is only
defined as a random generalized function from D into R. However, the GFF shares many of
the Brownian motion’s properties and in particular its Markov property; loosely speaking, the
spatial Markov property of the GFF is that for any deterministic closed set A the distribution
of the GFF in the complement of A is equal to the sum of the harmonic extension of the
values of the GFF on ∂A with an independent GFF in D \A. Just as in the one-dimensional
case, this Markov property can be upgraded into a strong Markov property, where the above
decomposition holds also for some random sets A. Such multivariate Markov properties were
first studied in the 70s and 80s [Roz82], and recently reinterpreted and applied in the two-
dimensional imaginary geometry framework [MS16a, SS13]. These sets, called local sets in
[SS13, MS16a], play roughly the same role, in the higher-dimensional setting, as stopping
times; more precisely, the local set A is the analogue of the interval [0, τ ] when τ is a one-
dimensional stopping time. The notion of local sets makes sense and is natural for the GFF
in any dimension, even if so far it has only been used when d = 2.

One way to formally describe local sets is to say that there exists a coupling (Γ, A,ΓA)
where Γ is a GFF in D, A is a random closed set and ΓA is a random field with the following
properties:

• Conditionally on (A,ΓA), the distribution of Γ− ΓA is a GFF in D \ A.

• For every deterministic open set O, on the event where O and A are disjoint, the
restriction of ΓA to O is a harmonic function in O. More precisely, there exists a
random harmonic function hA in D\A such that for all smooth function f , (ΓA, f) =∫
D\A hA(x)f(x)dx on the event where the support of f is contained in D\A.

18
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The field ΓA can be loosely speaking understood as being equal to the field Γ “within A” and
as being equal in D \ A to the harmonic extension hA of the values of the field on ∂A.

In the present chapter, we investigate how small a local set has to be (for instance in
terms of its fractal dimension) in order to ensure that, loosely speaking, ΓA consists only of
its harmonic part hA, i.e, it carries no mass of the GFF on itself – we call such sets thin
local sets: In the very special case where the harmonic function hA is a.s. integrable on D\A
(this for instance happens for the bounded-type thin local sets studied in the next chapters,
particularly, in Chapter 2, where hA is bounded), being thin means that for any compactly
supported smooth function f , (ΓA, f) is almost surely equal to

∫
D\A hA(z)f(z)dz, even when

the support of f intersects A. In the general case, where the local set is such that the function
hA is not integrable on D \A, which should be thought of as the generic case (mind that hA
oscillates wildly when it approaches A, especially in higher dimensions – this is already the
case when A is a deterministic non-polar set), there are various possible definitions that we
will discuss, but we can sum it up in saying that thin local sets are the local sets for which
for all given reasonable procedure to make sense of the not-absolutely-converging integral∫
f(z)hA(z)dz turns out to be almost surely equal to (ΓA, f).

Thin local sets are typically small. For instance, a deterministic set is a thin local set if
and only it is of zero Lebesgue measure. But, as we shall see, when d ≥ 2 there exist many
(random) non-thin local sets that have zero Lebesgue measure. In some sense, this is due
that one can explore GFF values in such a way to capture large values of the GFF while
keeping the explored domain local and fairly small.

Let us briefly present our main results first when d ∈ {3, 4}, then d = 2 and then d ≥ 5.
For d = 3, 4, we have:

(1)d If A is a local set of the GFF with upper Minkowski dimension that is almost surely
smaller than (d/2) + 1, then it is a thin local set.

(2)d There exist local sets of the GFF with upper Minkowski dimension that is almost surely
not larger than (d/2) + 1 that are not thin local sets.

In other words, the dimensions 5/2 and 3 play an important role for the size of local sets of
the GFF in respective dimensions d = 3 and d = 4.

These statements also hold in the two-dimensional case, but the second one is rather void
because 1+(d/2) = 2, so that one can just take A to be the entire domain D, which is clearly
not thin. We derive the following more refined result when d = 2:

(1)2 If A is a local set of the two-dimensional GFF such that for some positive δ, the expected
value of the area of the ε-neighborhood of A decays almost surely like O(| log ε|−1/2−δ),
then it is a thin local set.

(2)2 There exist local sets of the two-dimensional GFF for which the expected value of the
area of their ε-neighborhood decays almost surely like O(| log ε|−1/2) and that are not
thin local sets.

When d ≥ 5, another phenomenon related to the dimension of polar sets enters into the
game. We shall prove that when d ≥ 5,

(1)d If A is a local set of a d-dimensional GFF and has upper Minkowski dimension smaller
than max{d− 2, 1 + (d/2)}, then it is thin.
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(2)d There exist local sets of the GFF with upper Minkowski dimension almost surely equal
to d− 1 that are not thin local sets

We believe that one can replace d−1 by d−2 in the statement (2)d. The threshold (d/2) + 1
would then be valid up to d = 6, and for d > 6, it should therefore be d− 2.

Our proofs of statements of the type (1)d (i.e. “when the local set is small enough, then
it is necessarily thin”) are based on rather direct moment estimates: When d 6= 2, a first
moment computation combined with a Borel-Cantelli argument suffices, and when d = 2, we
use a slightly more refined second moment computation.

It is somewhat more challenging to prove (2)d, i.e. to construct well-chosen “fairly small”
local sets and to prove that they are not thin, and this is arguably the main contribution
of the present chapter. It is worthwhile noticing that in two-dimensions, it is possible to
use the nested version of the Miller-Sheffield GFF-CLE4 coupling to construct such a small
yet non-thin local set, but when d ≥ 3 other ideas are needed. Our strategy consists in
relating a particular exploration of the GFF with a branching Brownian motion. This idea
is reminiscent of the one that was for instance used in the two-dimensional case in [BDG01]
to study the maximum of the discrete GFF. The constructed set may also be interpreted as
a local set approximation of perfect thick points (in the sense of [HMP10], Section 3.2).

The structure of the chapter is the following: we first very briefly recall some basic prop-
erties of the continuous GFF, its local sets and we give a possible definition of thin local sets.
Then, we use this definition to construct examples of local sets that prove the statements
(2)d. Thereafter, we prove the statements (1)d and conclude with some comments about the
definitions of think local sets.

1.2 Preliminaries

1.2.1 GFF and scaling

Introductions and basic results about the GFF can be found in [Aru15a, AS17a, SS13, She09,
Wer16]. While the presentations in those references is in the two-dimensional setting, they
can be extended without any difficulty to higher dimensions. Let us briefly remind some
basic facts:

Throughout this chapter, we will use the function φd defined on Rd \ {0} by φd(x) =
(1/2π)× log(1/‖x‖) when d = 2 and by φd(x) = 1/(cd‖x‖d−2) when d ≥ 3, where cd denote
the d− 1-dimensional surface of the unit sphere in Rd.

Suppose thatD is d-dimensional open domain with non-polar boundary (this boundary can
be empty if d ≥ 3), and consider the Green’s function with Dirichlet boundary condition in D
to be the unique function fromD×D\{(x, x) x ∈ D} to R+ that is harmonic in both variables,
and such that for all given x in D, GD(x, y) → 0 as y → ∂D and GD(x, y) ∼ φd(x − y) as
y → x. Recall that when D ⊂ D̃, then GD(x, y) ≤ GD̃(x, y).

We can then define the space H−1(D) of functions on D, such that

x

D×D
f(x)GD(x, y)f(y)dxdy <∞.
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The GFF in D with zero boundary conditions is defined to be the centered Gaussian process
((Γ, f), f ∈ H−1(D)) with covariance function

E [(Γ, f)(Γ, g)] =
x

D×D
f(x)GD(x, y)g(y)dxdy.

It is well-known that this process exists, and that it is possible to find a version of the GFF
such that almost surely, for all ε > 0, Γ can be viewed as an element of the space H1/2−d/4−ε,
the dual under the L2 product of the Sobolev space Hd/4−1/2+ε (see for instance Section 2.3
of [She09]).

The definition of the GFF immediately implies its scaling properties. If we define the
domain z0 + rD := {z0 + rz : z ∈ D}, then

Gz0+rD(z0 + rx, z0 + ry) = r2−dGD(x, y) (1.1)

(in two dimensions, a stronger result holds, as the Green’s function is conformally invariant),
which yields the corresponding scaling properties for the GFF.

1.2.2 Local sets

We first very briefly review the definitions of local sets and some of their properties that are
relevant for our purposes.

Denote the family of all closed subsets of D by C(D). Let Γ be a GFF in D and C ∈ C(D),
one can decompose Γ into the sum of two independent processes ΓC and ΓC where almost
surely, ΓC restricted to D \ C is a harmonic function, and where ΓC is a GFF in D\C (this
property is usually refered to as the spatial Markov property of the GFF). One can note
that ΓC and ΓC are Gaussian processes that are also generalized functions, with respective
covariance given by the Green’s functions GD −GD\C and GD\C .

Let (FC)C∈C(D) be a complete outside-continuous filtration indexed by C(D) i.e. C 7→ FC

is non-decreasing, the σ-fields FC are all complete with respect to the probability measure
that we are working with, and for any decreasing sequence (Cn), one has F (∩Cn) = ∩F (Cn).
We say that the GFF Γ is adapted with respect to this filtration if for all C, ΓC is FC

measurable while ΓC is independent of FC . We also say that a random set A is a local
set in the filtration (FC) if for all C ∈ C(D), the event {A ⊂ C} is in FC . The filtration
generated by a GFF Γ (or the “natural filtration” of Γ) is the smallest one for which each ΓC
is FC-measurable.

Let us list a couple of simple facts about local sets, whose properties are immediate
consequences of the definition (see [AS17a]):

a) If A and B are local with respect to the filtration (FC), then A ∪B is also local.

b) If (An) is a family of local sets with respect to the filtration (FC), then ∩n(∪m≥nAm) is
also a local in the same filtration.

c) If A is a local set and Γ is a GFF adapted to F·, then there exists a process ΓA, such that
it is a.s. harmonic in D\A, and that conditionally on (A,ΓA), ΓA := Γ− ΓA is a GFF in
D\A.
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In the literature, having a coupling (A,Γ) satisfying c) is usually used as a definition of local
set (see for instance [SS13]). This property is equivalent to the existence of a filtration under
which A is a local set and Γ is a GFF (see [AS17a]). The definition of local via filtration will
be handy to show that the examples that we construct are indeed local sets.

Note that we can represent the restriction of ΓA to D\A as a harmonic function hA in
D \ A, i.e., there exists a harmonic function hA in the random domain D \ A such that for
all smooth function f with compact support in D, (ΓA, f) =

∫
hA(z)f(z)dz almost surely on

the event where the support of f is contained in D \ A.

Additionally, it holds that when A and B are local sets, a.s. for all z such that the
connected component of D\A containing z is equal to the connected component of D\B
containing z we have that hA(z) = hB(z) (see [AS17a, She09, Wer16]).

Let us already point out that local sets have to be big enough in order to actually provide
any information about the GFF:

Lemma 1.1 Let Γ be a GFF on a domain D and A a local set. Then, ΓA = 0 almost surely
if only if A is almost surely polar for Brownian motion on D.

Proof. Note that A is polar if and only if GD = GD\A. Then for all smooth function f with
bounded support,

E
[
(ΓA, f)2

]
= E

[
(Γ, f)2

]
− E

[
(ΓA, f)2

]
,

Given that GD\A 6 GD, we see that A is polar if and only if the right hand side is equal to
0 for all such f .

Recall that Kakutani’s Theorem (Theorem 8.2 in [MP10]) shows that being polar or not is
in fact just a condition on the decay on the volume of small neighborhoods of A. In particular,
we see that when d ≥ 3, any local set with Minkowski dimension smaller than d− 2 is polar
for the BM, and it is therefore a local set with ΓA = 0.

1.2.3 A first possible definition of thin local sets

We will discuss in more detail various possible definitions of thin local sets and questions
related to those definitions in the last section of the chapter, but at this point, let us already
give here a definition based on dyadic approximations. We will work with this definition in
the coming sections.

Suppose that D is a fixed open domain in Rd for d ≥ 2. For simplicity, we assume that D
is a bounded set. For any n ≥ 0, say that s is an open dyadic hyper-cube of side-length 2−n

(or just 2−n dyadic hypercubes) if it is a translate of (0, 2−n)d by some element in (2−nZ)d.
We call Sn the set of all non-empty intersections of open 2−n-dyadic hypercubes with D and
Tn the set of faces of elements of Sn. If A is a closed set we define An to be the closure of the
union of elements of Sn ∪ Tn intersecting A

With this definition, we can note that if A is a local set for the GFF Γ in D, An is also
a local set. Note that An ↘ A and for each n ∈ N, An can take only finitely many possible
values. This second fact makes it possible to define, for each smooth bounded function f in
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D, random variables (ΓA, f1D\An) and (ΓA, f1D\An). Indeed, one can simultaneously define
(ΓA, f1u) for any possible value u of D\An , and then (ΓA, f1D\An) =

∑
n(ΓA, f1u)1{D\An=u}.

Definition 1.2 We now say that the local set A is thin if for any smooth bounded function
f in D, the sequence of random variables (ΓA, f1D\An) converges in probability to (ΓA, f) as
n→∞.

The intuition behind this definition is that the limit of this sequence of random variables
should be thought of as a way to make sense of (ΓA, f1D\A), which then has to be the same
as (ΓA, f).

We leave it as an exercise to check that in the particular case of local sets where hA is
integrable, then this definition indeed coincides with the one given in the introduction. To
do this, first one has to check that for all possible values of u of D\An, (ΓA, f1u) is a.s. equal
to
∫
u
hA(z)f(z)dz, we will come back to this in Section 1.5

Finally, let us note already that the choice of working with dyadic approximations is some-
what arbitrary and the question whether changing this choice would change the definition is
in fact not an easy one. Even if the examples that we will describe in the next section are
clearly tailor-made for the particular definition, it is easy to adapt it to any other analogous
choice. We will comment further on this in Section 1.5.

1.3 Examples of “small” non-thin local sets.

In the present section, we prove the statements (2)d: We construct and describe the main
features of a particular local set of the d-dimensional GFF in d ≥ 2, which is not thin, yet
rather small.

1.3.1 An example using CLE4 in two dimensions

Before we construct our actual examples, let us first very quickly describe how it is possible
to use the coupling of the two-dimensional GFF with the Conformal Loop Ensembles CLE4

to construct a local set which implies the statement (2)d when d = 2. Due to the fact that
such a relationship is only known in dimension 2, this construction can not be generalized to
higher dimensions, but it will nevertheless help understanding some features of the example
that we will provide in the next subsections. Since this CLE4-based construction is not used
in the main proofs of this Chapter, we review it in Section 2.4.

Let Γ be a GFF in a simply connected domain D. In Section 2.4, we will see that it is
possible to define deterministically from Γ a local set A1 of Minkowski dimension 15/8 such
that the harmonic function hA1 (that we denote by h1) is constant and equal to ±2λ in each
connected component of D \ A1, where here and throughout this section, 2λ is equal to the
so-called height-gap

√
π/2 of the two-dimensional GFF. This set A1 has the law of a CLE4,

and the coupling just described is usually called the natural coupling of CLE4 with the GFF.

Furthermore this local set is thin (in the present case, the definition of thin is the one
given in the introduction because h1 is integrable) and conditionally on A1, the sign of h1 is
chosen to be + or − independently in each connected component of D \ A1.
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We then define inductively, an increasing family An of local sets as follows: Suppose that
for a given n, we have defined An in such a way that hn is constant in each connected
component of D \ An and is equal to 2kλ for some integer k ≤ 1. We then define An+1 and
hn+1 as follows:

• In the connected components of D \An where hn = 2λ we do nothing: these connected
components are still in D \ An+1 and hn+1 = 2λ there.

• In the other connected components, O, of D \ An, we construct, in O, the CLE4

associated to the GFF ΓAn restricted to O. The connected components of D \An+1∩O
are defined to be the complement of this CLE4, and the values of the harmonic function
are hn+1 = hn ± 2λ.

We finally define our local set A to be the closure of ∪nAn.

It is then easy that A is a local set, that hA is equal to 2λ in each of the connected
components of the complement of A. It is also easy to see that the Lebesgue measure of A
is almost surely equal to 0, and we leave it as a simple exercise to the reader who has read
Section 2.6 to check that in fact, it satisfies (2)2.

Since hA = 2λ, the set A can not be thin. Indeed, for any smooth non-negative test
function f , the integral

∫
D\A hA(z)f(z)dz would be almost surely non-negative, and it can

therefore not be the same random variable as (Γ, f)− (ΓA, f) (unless f = 0).

1.3.2 Another example in two dimensions

The previous example relies on the CLE technology which is not available for the GFF in
higher dimensions. In the present subsection we first describe another local set A of the
two-dimensional GFF that has a simple generalization when d ≥ 3. One main feature is
reminiscent of the previous case: We discover the GFF in a self-similar fashion (but we use
the boundary of dyadic squares instead of nested CLE4), and explore the GFF until its mean
value in the dyadic square that we are currently looking at is likely to be positive, in some
sense that we will make precise

Notation. Choose the domain D to be the unit square (0, 1)2. As we are going to use nested
dyadic squares, it is useful to use the following notation. We define S∅ to be equal to D, and
when u is a finite sequence of n elements of {1, . . . , 4}, then Su1, . . . , Su4 are the four open
dyadic subsquares of side-length 2−n−1 of Su, where each one is a dyadic square of side-length
2−n.We can for instance choose to associate the four indices respectively to the NW, NE, SW,
SE subsquares. Thanks to this notation we can associate to each square a point in the tree
{1, 2, 3, 4}∗, and a genealogy.

Let us also define for each dyadic square Su, the random variable γn(Su) := (ΓTn , 1Su),
where Tn is the union of elements in Tn. This is the conditional expectation of (Γ, 1Su) in Su,
when one observes the GFF outside (i.e. on the boundary) of the ancestor of Su with height
n if n 6 |u|(the height of u), or the boundary of the childs of u with height n if n > |u| . It
can also be viewed as (Γ, µu) where µun is a well-chosen measure supported on the boundary
of the squares associated with Su with height n.

We are going to discover progressively and simultaneously the GFF along the four segments
from (1/2, 0), (1, 1/2), (1/2, 1) and (0, 1/2) to the middle point (1/2, 1/2) (see the first image
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of figure Figure 1.1). When we have finished, then the unit square is divided into the four
squares S1, . . . , S4 of side-length 1/2. During this discovery, we can choose a modification of
the conditional expectation of the random variable (Γ, 1) (which is the mean value of Γ on
S∅ given the discovered values of the GFF in the four segments we have discovered) so that
it evolves like a continuous martingale. Thus, we can parametrize time in such a way that at
time t, we have discovered four segments of length l(t) so that this conditional expectation
has the law of a Brownian motion B = B∅ at time t.

(0,0)

(0,1)

(1,0)

(1,1)

(0,0)

(0,1)

(1,0)

(1,1)

A1

(0,0)

(0,1)

(1,0)

(1,1)

(0,0)

(0,1)

(1,0)

(1,1)

A2

Figure 1.1: First two steps in the construction of A. In the left pictures we represent the
Brownian motion associated to each point. In the right figure, the grey areas represents An.

Definition of A. If B hits 1 before time T , we define A1 to be equal to the union of these
four segments at the end-time T of this exploration, so that U1 := S∅ \ A1 = S1 ∪ . . . ∪ S4.
If not we take A1 = D. Note that E[(Γ, 1)| supt≤T B ≥ 1] = 1.

If the Brownian motion has not reached 1 before time T , we continue exploring, and we
do this independently and simultaneously in all four squares S1, . . . , S4 using the GFF ΓA

1

in each of them (note that ΓA
1

consists of four independent GFFs in the four squares). In
each of these squares, we grow four boundary segments towards the center of the square,
and we study the conditional expectation of 4(ΓA

1
,1Sj) (the mean of the mass of ΓA

1
in Sj)

given what one has discovered. By self-similarity, each of these four quantities evolve like
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four independent Brownian motions B1, . . . , B4 up to time T .

Now, in order to define A2, if A1 6= D, then A2 = A1, if not we look, for each Si, at
whether the BM W i := B(t ∧ T ) + Bi(T − t)1{t>0} hits level 1 before time 2T or not. A2 is
made by the closed union of all the squares of size 2−1 where this BM did not hit the level
1 before time 2T , with the boundaries of all the squares of the same size where this event
happen (see Figure 1.1). In other words, for each n ≥ 1:

• The sets An and ∂An are local sets made out of the union of 2−n dyadic segments with
elements of Sn, and An is such that (An)n = An. We say that a square s ∈ Sn is still
active (meaning that we will continue exploring inside it) when s ∈ An. Furthermore,
active squares also come equipped with a Brownian motion W s stopped at time Tn.
We call Kn the set of active squares in Sn and Vn the set of connected components of
D\An ,i.e., the inactive components. Note that Vn ⊆

⋃n
k=1 Sn.

• In order to construct An+1 and to continue W , we proceed as follows: The components
that were not active at step n remain inactive For s ∈ Kn continuously grow the
middle lines as done in the first step and define for 0 6 t 6 n(T + 1) and s+ any
direct descendent of s, W s+(t) := W s(t ∧ nt) + Bs(t − nT )1{t>nT} , where Bs is the
BM associated to the change of the conditional expectation of 2n(ΓA

n
, 1s) given the

increasing procedure in s. We keep active those squares s+ where its associated BM
did not hit 1 before time (n+1)T , and we make s+ inactive (i.e. s+ ∈ Vm for m > n+1
) if its associated BM hit 1 before time (n + 1)T . We define An+1 as the closed union
of all the active squares at time (n+ 1) with the boundary of the inactive squares. We
can also see it as An minus the squares s+ that became inactive in this step.

Note that An is non-increasing, and that the family Vn is non-decreasing. We define A to
be the intersection of all An. The complement of A is then just the union of the squares that
stop being active at some point, more precisely, D\A is the disjoint union of the squares in
∪nVn. Thus, we have that An = An. Note that for a given dyadic square s, on the even that
s ∈ Vn, the harmonic function hA coincides with the harmonic function hD\Tn on s (where
Tn the union of all boundaries of 2−n-dyadic squares) and that (ΓA, 1s) = γn(s).

The set A is not large. The construction shows immeditaly that the probability that a
given dyadic square s of side-length 2−n is still active at step n is equal to the probability
that a one-dimensional Brownian motion did not hit 1 before time n× T , which decays like
a constant times 1/

√
n as n → ∞. From this, it follows readily that the size of A is indeed

of the type required for (2)2, i.e.:

Proposition 1.3 The expected value of the area of the ε-neighborhood of A decays almost
surely like O(| log ε|−1/2).

Indeed, if Nn = Nn(A) denotes the number of closed 2−n dyadic squares that intersect A,
then

E [Nn] =
∑
s∈Sn

E
[
1{s⊆An}

]
+ C

n−1∑
j=1

∑
s∈Sj

2n−jE
[
1{s⊆Aj\Aj+1}

]
6 4nP (BM does not hit one before Tn) + C2n

n−1∑
j=1

j−3/22j 6 C
4n√
n
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(mind that in Nn, we have to also count the squares that intersect the boundaries of squares
that have stopped being active, which explains the sum in j).

A first moment estimate. Note that in order to define the set A, we have in fact asso-
ciated a Branching Brownian motion (BBM) W to each GFF, where each BM splits into 4
independently evolving BM at each time which is a multiple of T . However, it should be
emphasized that for a given dyadic square s of side-length 2−n, the value of the correspond-
ing Brownian motion at time nT is not equal to the expected mean height of the GFF in
s given the exploration up to the n-th generation. Indeed, this mean height has clearly a
higher value when s is towards the centre of S than when it is near its boundary, which is
not mirrored by the Branching Brownian motion description. However, a key observation is
that this difference is averaged out when one sums over all squares. For instance, it is easy
to check by induction on n that∑

s∈Sn
γn(s) =

∑
s∈Sn

4−nW s(nT ),

if Bs denotes the Brownian motion that is following the branch of the BBM corresponding
to s.

The variant of this result that will be useful for us is:

Lemma 1.4

E
[
(ΓA,1D\An)

]
= E

[∑
s∈Vn

Area(s)

]
.

The left-hand side is equal to the probability that a Brownian motion started from 0 does
hit 1 before time nT , which converges to 1. This shows already that (ΓA,1D\An) can not
converge in L1 to (Γ, 1), which is a symmetric random variable with mean 0.

Proof. Note that D\An =
⋃
s∈Vn s and that at time n, Γ∂An = ΓA in all elements of Vn and

Γ∂An = ΓTn in all of those in Kn. This implies that E
[
(ΓA,1D\An)

]
= −E

[∑
s∈Kn γn(s)

]
.

Then, it is enough to prove that

E

[∑
s∈Kn

γn(s)

]
= E

[∑
s∈Kn

W s

]
= −E

[∑
s∈Vn

Area(s)

]
.

The second equality just follows from the stopping time theorem. For the first equality
we have to work harder. Let us note that for all s′ ∈ Sm and s ∈ Sn with ancestor s′,
W s((m+1)T )−W s(mT ) is equal to 4m(γm+1(s′)−γm(s′)) and that E

[
1{s∈Kn} | ΓTm+1

]
does

not depend on s. Now, let us show that the increment of the harmonic function for s ∈ Kn

at level m can be computed using the Brownian motion,∑
s∈Sn:s′6s

E
[
(γm+1 − γm)(s)1{s∈Kn}

]
=

∑
s∈Sn:s′6s

E
[
(γm+1 − γm)(s)E

[
1{s∈Kn} | ΓTm+1

]]
=

∑
s∈Sn:s′6s

4m−nE
[
(γm+1 − γm)(s′)E

[
1{s∈Kn} | ΓTm+1

]]
= 4−n

∑
s∈Sn:s′6s

E
[
(W s((m+ 1)T )−W s(mT ))1{s∈Kn}

]
.
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We conclude by writing a
∑

s∈Kn γn(s) as a telescopic sum.

This set A is not thin. Our goal is now to derive the following fact, which combined with
Proposition 1.3 proves the statement (2)2:

Proposition 1.5 This local set A is not thin.

This is a direct consequence of the following claim:

Claim 1.6 The sequence of random variables (ΓA,1D\An) is bounded in L2.

Indeed, if (ΓA,1D\An) would converge in probability towards (Γ, 1), then it would converge
also in L1, and we have seen in the previous paragraph that this can not be the case.

Deriving Claim 1.6 requires some care. We have to bound covariances of the increments
of the integral of the harmonic function in two squares, s and s′, at each step of the process.
In order to do that, we separate the increments according to whether or not they come from
the conditional expected value of Tm with m bigger or equal, p, the height of s ∧ s′, the last
common ancestor of s and s′. We realize that if we condition according to the values of the
GFF in Tp there are many terms that become constant and allow us to go the increments of
level p, instead of n.

In our proof, we use the following basic bound for centred Gaussian random variables
X, Y : For any event E with positive probability,

E [XY 1E] 6 C max{Var(X),Var(Y )}P(E) log(1/P(E)) (1.2)

(to prove it, note first that due to the fact that 2ab 6 a2 + b2, we can restrict ourselves to
the case where X = Y , and by scaling it suffices to consider the case where X is a standard
normal variable. The quantity E[X21A] is maximal among all sets A with P (A) = a for the
set A = {X2 > x} where P (X2 > x) = a, and the estimate then follows).

Proof of the claim. As in the beginning of Lemma 1.4, let us remember that (ΓA,1D\An) =
(ΓA, 1) +

∑
s∈Kn γn(s). Given that Var(ΓA, 1) 6 Var(Γ, 1) it is just enough to bound

E

[ ∑
s,s′∈Kn

γn(s)γ(s′)

]
.

We will do this by writing γn(s) and γn(s′) as the sum of the increments at each iteration
step. Things are a little bit messier than for the first moment, because one has more terms
to evaluate. For s, s′ ∈ Sn, we will have to consider the common ancestor w = s ∧ s′. In the
following lines, we first fix p ≥ 2 and w a 2−p-daydic square.

For any m, o > p conditionally on ΓTp , (γm+1 − γm)(s)1{s∈Kn} and (γo+1 − γo)(s′)1{s∈Kn}
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are independent. Hence,∑
p6m,o<n

∑
s,s′∈Sn
s∧s′=w

E
[
(γm+1 − γm)(s)(γo+1 − γo)(s′)1{s,s′∈Kn}

]
=

∑
p6m,o<n

∑
s,s′∈Sn
s∧s′=w

E
[
E
[
(γm+1 − γm)(s)1{s∈Kn} | ΓTp

]
E
[
(γo+1 − γo)(s′)1{s′∈Kn} | ΓTp

]]
=
∑
s,s′∈Sn
s∧s′=w

8−nE
[
E
[
(W s(nT )−W s(pT ))1{s∈Kn} | ΓTp

]
E
[
(W s′(nt)−W s′(pt))1{s′∈Kn} | ΓTp

]]
6
∑
s,s′∈Sn
s∧s′=w

8−nE
[
(W s(pT ) + 1)21{w∈Kp}

]
6 C8−p

√
p,

where for the third equality we used the same technique as in Lemma 1.4 and for the fourth
and fifth we just use stopping time theorem for the BM B and for B2

t − t.
It is also true that P(u ∈ Kn | Tp) is constant for all u with ancestor w and that condition-

ally on ΓTp , {s ∈ Kn} is independent of {s′ ∈ Kn}. This allows us to compute the following
second term∑

06m,o<p

∑
s,s′∈Sn
s∧s=w

E
[
(γm+1 − γm)(s)(γo+1 − γo)(s′)1{s,s′∈Kn}

]
=

∑
06m,o<p

∑
s,s′∈Sn
s∧s=w

E
[
(γm+1 − γm)(s)P

[
1{s∈Kn} | ΓTp

]
(γo+1 − γo)(s′)P

[
1{s′∈Kn} | ΓTp

]]
=E

[
γp(w)21{w∈Kp}

]
6 C8−p

√
p log(p),

where in the last step we have used (1.2) and the fact that the variance of γp(w) is bounded
by that of (Γ,1w).

For the remaining term we need to bound the cross -product and using similar remarks as
before we have that∑

06m<p6o<n

∑
s,s′∈Sn
s∧s=w

E
[
(γm+1 − γm)(s)(γo+1 − γo)(s′)1{s,s′∈Kn}

]
=

∑
06m<p6o<n

∑
s,s′∈Sn
s∧s=w

E
[
(γm+1 − γm)(s)P

[
1{s∈Kn} | ΓTp

]
E
[
(γo+1 − γo)(s′)1{s′∈Kn} | ΓTp

]]
=− E

[
γp(w)(−Ww(pT ) + 1)c(Ww(pT ), n− p)1{w∈Kp}

]
6 C8−p

√
p log(p),

where c(x,m) is the probability than a BM hits height x+ 1 before time mT .

Summing all the previous terms up, we get that

E

[ ∑
s,s′∈Kn

γn(s)γn(s′)

]
6 C ′ + C

∞∑
p=2

4−p
√
p log(p) <∞.
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1.3.3 The example in higher dimensions

We now explain how to adapt the previous example to the higher-dimensional setting. The
only slight difference is that in the two-dimensional case, we used the scale invariance of the
GFF, while we will now use the scaling relation (1.1).

To adapt our example, let us define D = S∅ := (0, 1)d. We use the d-dimensional dyadic
hypercubes denoted now by Su where u are finite sequences in {1, . . . , 2d}. When Γ is a
GFF in D, we are now going to discover its values on all simultaneously growing all the
(d − 1)-dimensional mid-hyperplanes. Then, the iterative construction proceeds in almost
exactly the same way, but with a notable difference. Due to the different scaling behaviour
of the GFF, if the evolution of the conditional mean height during the first iteration evolves
like a Brownian motion up to some time T , then the evolution during the second iteration
is that of a Brownian motion during time T × 2d−2, and so on. In other words, the intervals
between the branching times of the branching Brownian motion will grow exponentially, and
the n-th branching time will be Tn = T (2(d−2)n − 1)/(2d−2 − 1) instead of nT .

Other than that, nothing in the previous discussion changes. Lemma 1.4 together with
Claim 1.6 become readily:

Lemma 1.7 For this A we have that E
[
(ΓA,1D\An)

]
= E

[∑
s∈Vn Volume(s)

]
and the second

moment of (ΓA,1D\An) is uniformly bounded.

Just as in the 2-dimensional case, this then implies that A is not-thin.

To upper bound the Minkowski dimension, the only difference is that the probability that a
given dyadic hypercube of side-length 2−n is active at the n-th iteration is now the probability
that a Brownian motion does not hit level 1 before time Tn, which leads to the estimate on
the size of A as in (2)d. Indeed, if Nn denotes the number of closed dyadic hypercubes that
intersect A,

E [Nn] 6 C
n∑
j=1

∑
s∈Sj

2(n−j)(d−1)E
[
1{s⊆Aj}

]
= C2n(d−1)

n∑
j=1

2jP (BM hits 1 after time Tn)

6 C2n(d−1)

n∑
j=1

2(−d/2+2)j 6 C2max{d−1,d/2+1}n.

Thus, thanks the Markov inequality

P
[
Nn > 2(max{d−1,d/2+1}+ε)n] 6 C2−εn,

and thanks to the Borel-Cantelli Lemma, we can conclude that the upper Minkowski dimen-
sion of A is almost surely bounded by max{d− 1, d/2 + 1}.

We conclude that (2)d holds for any d ≥ 3.

Proposition 1.8 ((2)d) This local set A is not thin, and its upper Minkowski dimension is
almost surely not larger than max{d− 1, d/2 + 1}.
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1.4 Small sets are thin (proof of (1)d)

Let us briefly note that the definition of thin sets can be extended to non-local sets: we say

that a set A is thin if for all f smooth bounded function D we have that (Γ, f1An)
P→ 0 as

n→∞. This definition is useful because a.s.∑
s∈Sn:s*D\An

(Γ, f1s) = (Γ, f1An),

so that it is sufficient to bound the value of the GFF in hyper-cubes of size 2−n.

The following proposition links both definitions.

Lemma 1.9 Let Γ be a GFF on D and A a local set. A is thin in this last sense if only if
A is a thin local set.

Proof. It is enough to see that for all f smooth and bounded function :

(Γ, f1An)− ((ΓA, f)− (ΓA, f1D\An)) = (ΓA, f1An)
P→ 0 as n→∞,

This shows for instance that any deterministic closed set A with zero Lebesgue measure
is a thin local set. Indeed, if ‖f‖∞ < 1, by dominated convergence,

E
[
(Γ, f1An)2

]
=

x

An×An
f(x)GD(x, y)f(y)dydx→ 0

as n→∞.

1.4.1 The case d ≥ 3

The idea of the proof will be just to get uniform bounds on the mean values of Γ on elements
of Sn by second moment estimates and Borel-Cantelli arguments, and to then use Lemma 1.9
to conclude that if our sets are small enough then they are thin.

Let us recall that there exists an absolute constant Cd such that for any s ∈ Sn and any
bounded function f ,

x

s×s
f(x)G(x, y)f(y)dxdy 6 Cd2

−(d+2)n, (1.3)

which readily implies the following:

Lemma 1.10 Let d > 3, D ⊆ Rd be an open set and Γ a GFF in D. For any β < d/2 + 1
and any smooth bounded function f , almost surely,

lim
n→∞

sup
s∈Sn
|(Γ, f1s)|2βn = 0.
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Proof. For n ∈ N and s ∈ Sn, (Γ, f1s) is a centered Gaussian random variable with variances
s×s f(x)GD(x, y)f(y)dxdy, so that by (1.3),∑

n∈N

∑
s∈Sn

P(|(Γ, f1s)| > ε2−nβ) <∞,

and we can conclude using the Borel-Cantelli Lemma.

This lemma now enables to prove the statement (1)d for d ≥ 3:

Proposition 1.11 ((1)d) Let D ⊆ Rd be an open set, Γ a GFF in D and A a local set of Γ. If
the upper Minkowski dimension of A is almost surely strictly smaller than max{d−2, d/2+1},
then A is a thin local set.

Proof. Let us first note that if the upper Minkowski dimension δ(A) of A is strictly smaller
than d− 2, then A is polar, so that Lemma 1.1 implies that ΓA = 0, and that A is thin local
set.

Let us now assume instead that δ(A) < d/2 + 1 almost surely. The following argument
will in fact not use the fact that A is a local set: Let us fix f ∈ C∞0 (Rd) define the following
events:

Ω̃β :=
{
Nn = o(2n(d/2+1−β)) as n→∞

}
.

Since δ(A) < d/2 + 1, we know that ∪β>0Ω holds almost surely. On the other hand, for
each given β, if Ω̃β holds, then by Lemma 1.10, we see that (Γ, f1An) tends to 0. Hence, we
conclude that this convergence holds in fact almost surely and by Lemma 1.9 we conclude
that A is thin.

Note that with this proposition and its proof we can get some other basic properties of
thin sets.

Corollary 1.12 Let D ⊆ Rd be an open set, Γ a GFF on D and A, B thin local sets. If the
upper Minkowski dimension of A is strictly smaller than d/2 + 1, then:

1. A ∪B is also a thin set.

2. If A is a local set such that hA is integrable (i.e., such that
∫
D\A |hA| <∞) and B has

zero Lebesgue measure, then a.s. B\A is thin for ΓA := Γ− ΓA.

Proof. 1. Note that for any bounded smooth function f :

|(Γ,1(A∪B)n)| 6 |(Γ, f1Bn)|+ |(Γ, f1An\Bn))| P→ 0, as n→∞,

where the second term goes to 0 because it can be written as a sum over elements of Sn
and the amount of terms in that sum is smaller than the cardinal {s ∈ Sn : s ⊆ An},
so the same argument used in the last proof to show that A is thin can be applied.

2. Let f be a bounded function and note that the fact that because hA is integrable and B
has 0 measure

∫
D\A hA(x)1(B\A)nf(x)dx goes to 0. Additionally (Γ, f1(B\A)n) because

of the same reason as in the proof of the last fact.
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In future work we plan to prove that when the upper Minkowski dimension of A is smaller
than d/2 + 1, then hA integrable on D\A, which will allow to relax a little bit the conditions
in this last corollary, see [AS17a].

Note that this does not answer the question whether the fact that B is thin implies that
its Lebesgue measure is 0. Remark that such statements are non-trivial, due for instance to
the fact that we cannot exclude at this point, the very unlikely fact that there exist thin local
sets, with non-thin subsets.

1.4.2 The case d = 2

A useful fact in two dimensions is that in order to prove that a set is thin, it is not necessary
to test against all smooth bounded functions:

Lemma 1.13 Let A be a local set of a GFF Γ in a bounded domain D ⊆ R2. Then A is
thin as soon as

∑
s∈Sn:s*D\An |(Γ, 1s)| → 0 in probability as n→∞.

Proof. Let s ∈ Sn and f ∈ C∞0 (R2). Define f̄s :=
∫
s
f(x)dx/Leb(s) as the mean of f in s.

We have that

E
[(
f̄s(Γ,1s)− (Γ,1sf)

) ]
6 C‖f‖C1

0
n2−6n.

Using Borel Cantelli we have that the sups∈Sn(Γ, 1s(f − f̄s)) is O(n22−3n). Due to the fact
that the cardinal of Sn is of the order 4n,

sup
B⊆Γ(D)

∣∣∣∣∣∣
∑

s∈Sn:s*D\An

f̄s(Γ,1s)− (Γ,1sf)

∣∣∣∣∣∣ 6
∑

s∈Sn:s*D\An

|(Γ,1s(f − f̄s))| a.s.→ 0 as n→∞.

Thus, it is enough to show the convergence to 0 of |∑s∈Sn:s*D\An f̄s(Γ,1s)|, which clearly
follows from the hypothesis.

Now, we prove (1)2, i.e., the following statement:

Proposition 1.14 ((1)2) Let D ⊆ C be a bounded open set, Γ a GFF on D and A random
closed set. If there exists δ > 0 such that

E [Nn] = o(4n/n1/2+δ)

as n→∞, then A is a thin set.

Proof. Thanks to the scaling properties it is enough to work with a domain D ⊆ B(0, 1/4).
Take Γ a GFF in D and s ∈ Sn. Let us define Bs the event where |(Γ,1s)| is bigger than the
quantity

mn := 4−n
√
n
√

log n+ 2 log log n
√

log 2/
√

2π,

and Rn the number of squares where this inequality holds. We also define

Sn =
∑
s∈Sn
|(Γ,1s)|1Bs .
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Note Sn converges to 0 in L1. Indeed, Var(Γ,1s) 6 4−n
√
n
√

log(2)/
√

2π and:

E [Sn] =
∑
s∈Sn

E [|(Γ,1s)|1Bs ] 6 C
√
n exp

(
− log(n) + 2 log log(n)

2

)
→ 0 as n→∞.

Now, let us note that if |{s ∈ Sn : s * D\An}| 6 Rn, then
∑

s∈Sn:s*D\An |(Γ,1s)| 6 Sn.
Thus, we have that for all η > 0

P

 ∑
s∈Sn, s*D\An

|(Γ,1s)| > η


6 P

(
|{s ∈ Sn : s * D\An}| >

4n

n1/2+δ

)
+ P(Sn > η) + P

(
Rn 6

4n

n1/2+δ

)
.

where the first term goes to 0 thanks to Markov inequality, and the second thanks to the fact
that Sn converges to 0 in L1. Thanks to Lemma 1.13, the only thing we need to finish the
proof is to show that the last term converges to 0. In order to do that let us first prove that
E(Rn) > C22nn−1/2−δ/2 and Var(Rn) = O(24nn−4/3).

For x, y ∈ D\Tn take sx the only element in Sn where it belongs and define

αx :=
mn√

Var((Γ,1sx))

ux,y :=
Cov((Γ,1sx), (Γ,1sy))√

Var((Γ,1sx))
√

Var((Γ,1sy))
.

We note that for all (x, y) ∈ E(n) := {(x, y) ∈ D2 : min(|x− y|, d(y, ∂D), d(x, ∂D)) > 1/n}

αx > (1− C log(n)/n)×
√

log n+ 2 log log(n),

ux,y 6 C
log(1/|x− y|)

n
.

Using the lower bound for αx and basic Gaussian estimates we can compute the lower
bound for the first moment

E [Rn] > C4n(log(n))−1/2 exp

(
− log n+ log logN

2

)
> C

4n

n1/2+δ/2

The variance estimate is more involved and we use the lower bound for the correlation.
First let us note that

4−2nVar[Rn] =
x

D×D
[P(Γ̄x > αx, Γ̄y > αy)− P(Γ̄x > αx)P(Γ̄y > αy)]dxdy,

where Γ̄x = (Γ,1sx)/Var(Γ,1sx), and (Γ̄x, Γ̄y) has the law of the centred Gaussian vector
whose coordinates have variance 1 and the covariance between them is ux,y > 0. Note the
fact that P(Γ̄x > αx) = O(n−1/2) and that the volume of D×D\E(n) is O(n−1) implies that
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we only need to bound the term for x, y ∈ E(n). In this case we just note that by definition
of Gaussian vector the term inside the integral is equal to (we denote ux,y = u)

1

2π

∫
αx

∫ ∞
αy

e−
1
2

(a2+b2)

(
1√

1− u2
exp

(
−u

2a2 + u2b2 − 2uab

2(1− u2)

)
− 1

)
dbda

6
1

2π

∫ ∞
αx

∫ ∞
αy

e−
1
2

(a2+b2)

(
1√

1− u2
− 1

)
dadb− C log(|x− y|)

n

∫ ∞
αx

∫ ∞
αy

abe−(a2+b2−4uab)/2dbda

where to get the inequality we have used that for x > 0, exp(x) − 1 6 x exp(x). A Taylor
expansion shows that the first term is an O(n−2). Note that the second term and is smaller
than a constant times n−1 log(1/|x − y|)E

[
XY 1{X>αx,Y >αy}

]
, where (X, Y ) is a Gaussian

vector such that each term has variance 1/(1− 4u2); using that XY 6 X2 + Y 2 it is easy to
see that this term is an O(n−4/3). Integrating over (x, y) ∈ E(n) we get the desired bound on
the variance.

To conclude we note that E [Rn] > 4n/n1/2+δ and

P
(
Rn 6

4n

n1/2+δ

)
6 P

(
(E [Rn]−Rn])2 >

(
E [Rn]− 4n

n1/2+δ

)2
)

= Var[Rn]

(
E [Rn]− 4n

n1/2+δ

)−2

;

the estimates on the mean and the variance of Rn show that this term is an O(n−1/3+δ) which
concludes the proof.

1.5 Some comments about the definitions of thin local

sets

Let us now make some somewhat abstract comments about the definition of local sets. One
general strategy in order to define local sets is to use some deterministic “enlargements” of
the random sets A (see for instance [Wer16]). To the best of our knowledge, only dyadic-type
enlargements have been used in earlier work, but this is a rather arbitrary choice. For our
purposes here, it seems natural to consider also other possible deterministic enlargements –
indeed, this a priori choice could be important, given that some property may hold for one
approximation scheme, and not for the other.

Let us describe one possible class of discrete approximation schemes (DAS), for which the
proofs of the present chapter can be adapted rather directly.

DAS when d > 3. Define a pre-DAS for a domain D ⊆ Rd to be a sequence (An)n≥0 of
families of closed sets An = (Bn,Cn) for which there exists some (large) constant C ∈ R such
that the following holds for any n ∈ N:

1. For any two distinct c and c′ in Cn, the Lebesgue measure of c ∩ c′ is zero.

2. For any c in Cn the diameter of c is upper bounded by C2−n and its volume is lower
bounded by 2−nd/C.

3. Leb(
⋃
b∈Bn b) = 0. And for all E ⊆ Rd compact, the cardinal of the elements of Bn that

intersect E is finite
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For a fixed pre-DAS An, take Bn :=
⋃
b∈Bn b, the set of all points covered by elements of

B. For all closed set A ⊆ D̄, define A{A}n as the set of all elements of Cn that have a non
empty intersection with A\Bn and take A[A]n the union of all sets in A{A}n with all the set
in Bn that have non-empty intersection with A. More formally,

A{A}n := {c ∈ Cn : c ∩ A\Bn 6= ∅},
A[A]n :=

⋃
c∈{A}n

c ∪
⋃
b∈Bn,
b∩A 6=∅

b.

We then say that a pre-DAS An is a DAS if for all closed set A ⊆ D̄, A[A]n ↘ A.

In this context we understand A[A]n as an approximation of A using a union of elements
in Bn and Cn, it should be understood that the elements of Cn are the only ones “giving mass”
to A[A]n. A{A}n represents all the set in Cn that where used to construct A[A]n.

Dyadic hyper-cubes provide an example of DAS – more precisely, when Cn are the closed
dyadic hypercubes of side-length 2−n intersected with D and Bn is empty. This is our
canonical DAS and it is such that for all closed sets A the cardinal of A{A}n is Nn.

Note that condition (2) implies that if A is bounded |A{A}n| 6 CNn and that there exists
an absolute constant Cd such that for any c ∈ Cn

x

c×c
f(x)G(x, y)f(y)dxdy 6 Cd2

−(d+2)n. (1.4)

DAS when d = 2. In two dimensions, we will modify slightly the definitions. A pre-DAS
for a domain D ⊆ R2 is now a countable collection of families of closed sets An = (Bn,Cn)
for which (1) and (3) holds and (2) is replaced another condition (2’) that we now describe.

For each c ∈ Cn, let us define

GD(cx) =
x

cx×cx
GD(x, y)dxdy, GD(cx, cy) =

x

cx×cy
GD(x, y)dxdy.

We will say that (2’) holds if for all c and c′ in Cn that are at distance greater than 1/n from
each other and from ∂D,

1− C log n

n
6

1√
2π

2−2n
√
n√

GD(cx)
6 1 +

C log n

n
, (1.5)

ux,y :=
GD(cx, cy)

GD(cx)GD(cy)
6 C
− log(|x− y|) + 1

n
, (1.6)

Note that this is the type of estimates that hold in the case of dyadic squares, and that we
have used in our arguments.

We are now ready to give an alternative definition of thin local sets. This definition
coincides with that of [Wer16] in the special case where hA is integrable on D \ A (so that
working with DAS is not necessary). It is also similar to Lemma 3.10 [MS16a], where they
ask Γ to be a.s. determined by the restriction of Γ to D\A. On the other hand the first
example presented in Section 1.3 is non-thin. However, it is proved in Proposition 3.26 that
Γ is a function of the restriction of Γ to D\A (because A is measurable with respect to this
restriction).



37 1. Thin local sets

Definition 1.15 Let Γ be a Gaussian Free Field on a domain D and A ⊆ D a local set. We
say that A is a thin set if for all f smooth and with bounded support in Rd (C∞0 (Rd)) and for
all DAS An, the sequence (ΓA, f1D\A[A]n) converges in probability to (ΓA, f) when n→∞.

Note that (ΓA, f1D\A[A]n) is always well defined thanks to the fact that when the supp(f)
is compact, A[A]n can take only finitely many values. Also, as we have said before, if∫
D\A |hA| < ∞, then the limit of (ΓA, f1D\A[A]n) is a.s. equal to

∫
D\A f(z)hA(z) and this

limit does not depend on the chosen DAS. The DAS framework is relevant in the case where
the integral of |hA| on D \ A diverges.

Additionally, when
∫
D\A |hA| <∞ it is actually enough to check the criteria for functions

f in C∞0 (D), because when we approximate one function in C∞0 (Rd) restricted to D by one
in C∞0 (D) both the left and right term of the definition converge to what they should.

Let us briefly note that the definition of thin sets can be extended to non-local sets: We
say that a set A is thin if for all f ∈ C∞0 (Rd) and for all DAS A·∑

c∈A{A}n

(Γ, f1c) = (Γ, f1A[A]n)
P→ 0, as n→∞.

it is easy to see that Lemma 1.9 also holds in this setup. This, together with the estimates
(1.4), (1.5), and (1.6), allows us to prove that when a deterministic set A has 0 Lebesgue
measure it is thin and the equivalents of Proposition 1.11 and 1.14. Note that (2’) is necessary
if we want to adapt the proof of Proposition 1.14. Note that if a set is a thin local set, then
it is thin under the definition of Section 1.2.3. This implies that the sets A defined in Section
1.3 are not thin local sets.

We still do not understand many things about thin sets, for example, we still do not know
how to prove that thin sets have 0 Lebesgue measure. On the other hand, it is possible to
see that they have empty interior.

Lemma 1.16 Let Γ be a GFF in D. If A is a thin local set of a Γ, then, a.s. A has empty
interior.

Proof. By contradiction we can assume that there exists an open set O such that with
positive probability O ⊆ A. Define fO a smooth function with bounded support inside O.
Then, for n small enough, on the even {O ⊆ A}∑

c∈A{A}n

(Γ, fO1c) = (Γ, fO) 6= ∅.

Let us conclude with the following general remarks: It is an open question whether thinness
for one approximation scheme implies thinness for all of them. Another issue is that it does
not allow to capture the fact that we are also asking our sets to be also local; our proofs
that rely on the approximation schemes do not only to prove local thinness but also thinness.
This is related to the fact that so far, the question whether the union of thin local sets is
always a local set is also still open



Chapter 2

Bounded-type local sets, two-valued
sets

2.1 Introduction

2.1.1 General introduction

Thanks to the recent works of Schramm, Sheffield, Dubédat, Miller and others (see [SS09,
SS13, Dub09, She16, MS16a, MS16b, MS16c, MS17] and the references therein), it is known
that many structures built using Schramm’s SLE curves can be naturally coupled with the
planar Gaussian Free Field (GFF). For instance, even though the GFF is not a continuous
function, SLE4 and the conformal loop ensemble CLE4 can be viewed as “level lines” of the
GFF. In these couplings, the notion of local sets of the GFF and their properties turn out
to be instrumental. This general abstract concept appears already in the study of Markov
random field in the 70s and 80s (see in particular [Roz82]) and can be viewed as the natural
generalization of stopping times for multidimensional time. More precisely, if the random
generalized function Γ is a (zero-boundary) GFF in a planar domain D, a random set A is
said to be a local set for Γ if the conditional distribution of the GFF in D \A given A has the
law of the sum of a (conditionally) independent GFF ΓA in D \ A with a random harmonic
function hA defined in D \ A. This harmonic function can be interpreted as the harmonic
extension to D \ A of the values of the GFF on ∂A.

In the present chapter, we are interested in a special type of local sets that we call bounded-
type thin local sets (or BTLS – i.e., Beatles). Our definition of BTLS imposes three type of
conditions, on top of being local sets:

1. There exists a constant K such that almost surely, |hA| ≤ K in the complement of A.

2. The set A is a thin local set as defined in 1.15, which implies in particular that
the harmonic function hA carries itself all the information about the GFF also on
A. More precisely, this means here (because we also have the first condition) that
for any smooth test function f , the random variable (Γ, f) is almost surely equal to
(
∫
D\A hA(x)f(x)dx) + (ΓA, f).

3. Almost surely, each connected component of A that does not intersect ∂D has a neigh-
bourhood that does intersect no other connected component of A.

38
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If the set A is a BTLS with constant K in the first condition, we say that it is a K-BTLS.

The first two conditions are the key ones, and they appear at first glance antinomic (the
first one tends to require the set A not to be too small, while the second requires it to be
small), so that it is not obvious that such BTLS exist at all. Let us stress that Condition (1)
is highly non-trivial: The GFF is only a generalized function and we loosely speaking require
the GFF here to be bounded by a constant on ∂A. Notice for instance that a deterministic
non-polar set is not a BTLS because the corresponding harmonic function is not bounded,
so that a non-empty BTLS is necessarily random. As we shall see, the second condition
which can be interpreted as a condition on the size of the set A (i.e., it can not be too large),
can be compared in the previous analogy between local sets and stopping times to requiring
stopping times to be uniformly integrable.

The third condition implies in particular that A has only countably many connected
components that do not intersect ∂D. This is somewhat restrictive as there exist totally
disconnected sets that are non-polar for the Brownian motion (for instance a Cantor set
with Hausdorff dimension in (0, 1)), and that can therefore have a non-negligible boundary
effect for the GFF. We however believe that this third condition is not essential and could
be disposed of (i.e., all statements would still hold without this condition), and we comment
on this at the end of the chapter.

We remark that the precise choice of definitions is not that important here. We will see,
in fact, that the combination of these three conditions implies much stronger statements. For
instance, the (upper) Minkowski dimension of such a K-BTLS A is necessarily bounded by
some constant d(K) that is smaller than 2 (and this is stronger than the second condition),
and that ∂D ∪ A has almost surely only one connected component (which implies the third
condition).

Non-trivial BTLS do exist, and the first examples are provided by SLE4, CLE4 and their
variants (for their first natural coupling with the GFF) as shown in [Dub09, MS11, SS13].
In the present chapter, among other things, we prove that any BTLS A is contained in
a nested version of CLE4 and that A ∪ ∂D is necessarily connected. From our proofs it
also follows that the CLE4 and its various generalizations are deterministic functions of the
GFF. Keeping the stopping time analogy in mind, one can compare these results with the
following feature of one-dimensional Brownian motion B started from the origin: if T is a
stopping time with respect to the filtration of B such |BT | ≤ K almost surely, then either
T ≤ inf{t ≥ 0 : |Bt| = K} almost surely, or T is not integrable. In other words, the CLE4

and its nested versions and variants are the field analogues of one-dimensional exit times of
intervals.

One important general property of local sets, shown in [SS13] and used extensively in
[MS16a], is that when A and B are two local sets coupled with the same GFF, in such a way
that A and B are conditionally independent given the GFF, then their union A∪B is also a
local set. It seems quite natural to expect that it should be possible to describe the harmonic
function hA∪B simply in terms of hA and hB, but deriving a general result in this direction
appears to be, somewhat surprisingly, tricky. The present approach provides a way to obtain
results in this direction in the case of BTLS: we shall see that the union of two bounded-type
thin local sets is always a BTLS.
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2.1.2 An overview of results

We now state more precisely some of the results that we shall derive in this chapter. Through-
out the present section, D will denote a simply connected domain with non-empty boundary
(so that D is conformally equivalent to the unit disk).

Let us first briefly recall some features of the coupling between CLE4 and GFF in such a
domain D. Using a branching-tree variant of SLE4 introduced by Sheffield in [She09], it is
possible to define a certain random conformally invariant family of marked open sets (Oj, εj),
where the Oj’s form a disjoint family of open subsets of the upper half-plane, and the marks
εj belong to {−1, 1}. The complement A of ∪jOj is called a CLE4 carpet (see Figure 2.1)
and its Minkowski dimension is in fact almost surely equal to 15/8 (see [NW11, SSW09]).
As pointed out by Miller and Sheffield [MS11], the set A can be coupled with the GFF as a
BTLS in a way that hA is constant and equal to 2λεj (with λ =

√
π/8) in each Oj.

Simulation by David B. Wilson.

Figure 2.1: The set in black represents the CLE4 carpet and the white holes are the open
sets Oj.

By the property of local sets, conditionally on A, the field Γ− hA consists of independent
Gaussian free fields Γj inside each Oj. We can then iterate the same construction indepen-
dently for each of these GFFs Γj, using a new CLE4 in each Oj. In this way, for each given
z ∈ H, if we define O1(z) to be the open set Oj that contains z (for each fixed z, this set
almost surely exists) and set ε1(z) = εj, we then get a second set O2(z) ⊂ O1(z) correspond-
ing to the nested CLE4 in O1(z) and a new mark ε2(z). Iterating the procedure, we obtain
for each given z, an almost surely decreasing sequence of open sets On(z) and a sequence
of marks εn(z) in {−1,+1}. When z′ ∈ On(z), then On(z′) = On(z) and εn(z′) = εn(z), so
that εn(·) can be viewed as a constant function in On(z). Furthermore, for each z ∈ D, the
sequence Υn(z) =

∑n
m=1 ε

m(z) is a simple random walk.

For each n, the complement An of the union of all On(z) with z ∈ Q2 ∩D is then a BTLS
and the corresponding harmonic function hn is just 2λΥn(·). The set An is called the nested
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CLE4 of level n (we refer to it as CLE4,n in the sequel). It is in fact easy to see that one can
recover the GFF Γ from the knowledge of all these pairs (An, hn) for n ≥ 1 (because for each
smooth test function f , the sequence (Γ, f)− (hn, f) converges to 0 in L2).

For each integer M ≥ 1, one can then define for each z in H, the random variable M(z)
to be the smallest m at which |Υm(z)| = M . As for each fixed z, the sequence (Υn(z))
is just a simple random walk, M(z) is almost surely finite. The complement AM of the
union of all these OM(z)(z) for z with rational coordinates defines a 2λM -BTLS: Indeed, the
corresponding harmonic function is then constant in each connected component OM(z)(z) and
takes values in {2Mλ,−2Mλ}, and we explain in Section 2.4 that the Minkowski dimension
of AM is almost surely bounded by d = 2 − (1/(8M2)) < 2 which imply the thinness. We
refer to this set AM as a CLEM

4 (mind that M is in superscript, as opposed to CLE4,m, where
we just iterated m times the CLE4).

A special case of our results is that this CLEM
4 is the only BTLS with harmonic function

taking its values in {−2Mλ, 2Mλ}. More precisely:

Proposition 2.1 Suppose that a CLEM
4 that we denote by C is coupled with a GFF in the

way that we have just described. Suppose that A is a BTLS coupled to the same GFF Γ, such
that the corresponding harmonic function hA takes also its values in {−2Mλ, 2Mλ}. Then,
A is almost surely equal to C.

In particular, for M = 1 and taking A to be another CLE4 coupled with the same GFF,
this implies that any two CLE4 that are coupled with the same GFF as local sets with
harmonic function in {−2λ, 2λ} are almost surely identical. This BTLS approach therefore
provides a rather short proof of the fact that the first layer CLE4 and therefore also all nested
CLE4,m’s are deterministic functions of the GFF (hence, that the information provided by the
collection of nested labelled CLE4,m’s is equivalent to the information provided by the GFF
itself). This fact is not new and is due to Miller and Sheffield [MS11], who have outlined the
proof in private discussions, presentations and talks (and a paper in preparation). Our proof
follows a somewhat different route than the one proposed by Miller and Sheffield, although
the basic ingredients are similar (absolute continuity properties of the GFF, basic properties
of local sets and the fact that SLE4 itself is a deterministic function of the GFF).

Let us stress that the condition of being thin is important. Indeed, if we consider the
union of a CLE4 with, say, the component of its complement that contains the origin, we
still obtain a local set for which the corresponding harmonic function is in {−2λ, 2λ}, yet it
is almost surely clearly not contained in any of the CLEM

4 for M ≥ 1.

We will study and characterize two-valued sets (TVS), all possible BTLS such that the
harmonic function can take only two possible prescribed values. We will, in particular, derive
the following facts:

Proposition 2.2 Let us consider −a < 0 < b.

1. When a + b < 2λ, it is not possible to construct a BTLS A such that hA ∈ {−a, b}
almost surely.

2. When a + b ≥ 2λ, it is possible to construct a BTLS A−a,b coupled with a GFF Γ in
such a way that hA ∈ {−a, b} almost surely. Moreover, the sets A−a,b are

• Unique in the sense that if A′ is another BTLS coupled with the same Γ, such that
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for all z ∈ D, hA′(z) ∈ {−a, b} almost surely, then A′ = A−a,b almost surely.

• Measurable functions of the GFF Γ that they are coupled with.

• Monotonic in the following sense: if [a, b] ⊂ [a′, b′] and −a < 0 < b with b+a ≥ 2λ,
then almost surely, A−a,b ⊂ A−a′,b′.

Figure 2.2: On the left a simulation of A−λ,λ done by Brent Werness. On the right a simulation
of A−2λ,2λ done by David Wilson.

More information about the sets A−a,b and their properties (detailed construction) as well
as some generalizations are also discussed. In particular:

• We present a new construction of CLE4 only using SLE4(−1;−1) and SLE4(−1) pro-
cesses.

• We will describe the Hausdorff dimension of the sets A−a,b as a function of a and b.

• We will also discuss connectivity properties of the complement of A−a,b. More precisely,
we say that two connected components are neighbors if their boundaries are not disjoint.
Then, for this adjacency relation, it turns out that the graph of connected components
is connected if and only if a+ b < 4λ.

• We will also discuss when it is possible to recover the value of the harmonic function
hA−a,b by just looking at A−a,b.

Note that these two-valued sets A−a,b will be instrumental in Chapters 3 and 4, and have
been also turned out to be useful in the paper [QW17].

Another type of result that we derive using similar ideas as in the proof of Proposition 2.1
goes as follows:

Proposition 2.3 If B is a (2Mλ)-BTLS associated to the GFF Γ, then B is almost surely
a subset of the CLEM+1

4 associated to Γ.

Notice that one would expect to conclude that B ⊆ CLEM
4 in Proposition 2.3 (and this

would mean that CLEM
4 is maximal among all 2λM -BTLS), but this seems to require some

more technical work that we do not discuss in the present chapter.

As a finite collection of BTLS is in fact a collection of 2λM -BTLS for some M ∈ N, we
see that their union is almost surely contained in CLEM+1

4 , and thus it is again a BTLS. This
type of facts helps to derive the following result, that we already mentioned earlier in this
introduction:

Proposition 2.4 If A is a BTLS, then A ∪ ∂D is connected.
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The structure of the chapter is the following: We first recall some basic features about
BTLS. Then, we discuss level lines of the GFF with non-constant boundary conditions and
their boundary hitting behaviour. Thereafter, we recall features of the construction of the
coupling of the GFF with CLEM

4 . This sets the stage for the proofs of the propositions
involving CLEM

4 . We then finally turn to Proposition 2.2.

In the final sections, we study the dimensions of the sets A−a,b and of the intersections be-
tween the A−a,b loops and the boundary of the domain, we discuss the connectivity properties
of the complement of A−a,b and the measurability of the harmonic function h with respect to
the set A−a,b.

2.2 Local sets and BTLS

In this section, we quickly browse through basic definitions and properties of the GFF and of
bounded-type local sets. We only discuss items that are directly used in the current chapter.
For a more general discussion of local sets, thin local sets (not necessarily of bounded type),
we refer to Chapter 1.

Throughout this chapter, the set D denotes an open planar domain with a non-empty and
non-polar boundary. In fact, we will always at least assume that the complement of D (a)
has at most countably many connected components, (b) has only finitely many components
that intersect each given compact subset of D, (c) has no connected component that is a
singleton; this last condition (c) excludes for instance sets like D \K, where K ⊂ [0, 1] is the
middle Cantor set). Recall that by a theorem of He and Schramm [HS95], such domains D
are known to be conformally equivalent to circle domains (i.e. to D \K or more conveniently
for us to H \K, where K is a union of closed disjoint discs).

Recall that the (zero boundary) Gaussian Free Field (GFF) in a such a domain D can
be viewed as a centered Gaussian process Γ = ((Γ, f)) (we also sometimes write ΓD when
the domain needs to be specified) indexed by the set of continuous functions f with compact
support in D, with covariance given by

E[(Γ, f)(Γ, g)] =
x

D×D
f(x)GD(x, y)g(y)dxdy

where GD is the Green’s function (with Dirichlet boundary conditions) in D, normalized such
that GD(x, y) ∼ (2π)−1 log(1/|x − y|) as x → y for y ∈ D. For this choice of normalization
of G (and therefore of the GFF), we set

λ =
√
π/8.

Sometimes, other normalizations are used in the literature: If GD(x, y) ∼ c log(1/|x − y|)
as x → y, then λ should be taken to be (π/2) × √c. Note that it is in fact possible and
useful to define the random variable (Γ, µ) for any fixed Borel measure µ, provided the energys
µ(dx)µ(dy)GD(x, y) is finite.

The covariance kernel of the GFF blows up on the diagonal, which makes it impossible
to view Γ as a random function. However, the GFF has a version that lives in some space
of generalized functions acting on some deterministic space of smooth functions f (see for
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example [Dub09]). This also justifies our notation (Γ, f). Let us stress that it is in general
not possible to make sense of (Γ, f) for random functions that are correlated with the GFF,
even when f = 1A is the indicator function of a random closed set A. Local sets form a class
of random closed sets A, where this is (in a sense) possible. Here, by a random closed set
we mean a random variable in the space of closed subsets of D, endowed with the Hausdorff
metric

Definition 2.5 (Local sets) Consider a random triple (Γ, A,ΓA), where Γ is a GFF in D,
A is a random closed subset of D and ΓA is a random distribution that can be viewed as a
harmonic function, hA, when restricted to compact subsets of D \A. We say that A is a local
set for Γ if conditionally on the couple (A,ΓA), the field Γ− ΓA is a GFF in D \ A.

We use the different notation hA for the restriction of ΓA to D\A, in order to emphasize
that in D\A the generalized function ΓA is in fact a harmonic function and thus can be
evaluated at any point z ∈ D\A.

When A is a local set for Γ, we will define ΓA to be equal to Γ − ΓA. Note that the
conditional distribution of ΓA given (A,ΓA) is in fact a function of A alone.

Notice that being a local set can also be seen as a property of the law of the couple (Γ, A),
as if one knows this law and the fact that A is a local set of Γ, then one can recover hA as the
limit when n→∞ of the conditional expectation of Γ (outside of A) given A and the values
of Γ in the smallest union of 2−n dyadic squares that contains A. One can then recover ΓA

which is equal Γ− hA outside of A, and finally one reconstructs ΓA = Γ− ΓA (including on
A). This argument shows in particular that any local set can be coupled in a unique way
with a given GFF: if two random triples (Γ, A,ΓA) and (Γ, A,Γ′A) are both local couplings,
then ΓA and Γ′A are almost surely identical.

When A is a local set for Γ, we will denote by FA the σ-field generated by (A,ΓA). We
will say that two local sets A and B that are coupled with the same Gaussian Free Field Γ
are conditionally independent local sets of Γ if the sigma-fields FA and FB are conditionally
independent given Γ.

Let us list the following two properties of local sets (see for instance [SS13] for derivations
and further properties):

Lemma 2.6

1. When A and B are conditionally independent local sets for the GFF Γ, then A ∪ B is
also a local set for Γ.

2. When A and A′ are conditionally independent local sets for Γ such that A ⊂ A′

almost surely, then for any smooth compactly supported test function f , (ΓA, f) =
E[(ΓA′ , f)|FA] almost surely.

We now define local sets of bounded type:

Definition 2.7 (BTLS) Consider a random relatively closed subset A of D (i.e. so that
D \ A is open) and Γ a GFF defined on the same probability space. Let K > 0, we say that
A is a K-BTLS if the following four conditions are satisfied:

1. A is a local set of Γ.

2. Almost surely, |hA| ≤ K in D \ A.
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3. Almost surely, each connected component of A that does not intersect ∂D has a neigh-
bourhood that does intersect no other connected component of A.

4. A is a thin local set in the sense defined in 1.15: for any smooth test function f ∈ C∞0 ,
the random variable (ΓA, f) is almost surely equal to (

∫
D\A hA(x)f(x)dx).

If A is a K-BTLS for some K, we say that it is a BTLS.

Note also that it is in fact possible to remove all isolated points from a BTLS (of which
there are at most countably many because of the third property) without changing the
property of being BTLS. Indeed, the bounded harmonic function hA can be extended to
those points and a GFF does not see polar sets. We therefore replace the third property by:

(3’) Almost surely, A contains no isolated points and each connected component of A that
does not intersect ∂D has a neighbourhood that intersects no other connected compo-
nent of A.

This reformulation is handy to keep our statements simple. In particular, this condition
implies that for any x ∈ A and for any neighbourhood J of x, J ∩A is not polar. To see this,
it is enough to notice that D\A is conformally equivalent to a circle domain described in the
beginning of this section.

It is not hard to see that because the harmonic function is bounded, the condition (4)
in the definition of BTLS could be replaced (without changing the definition) by the fact
that if we define [A]n to be the union An of the 2n-dyadic squares that intersect A, then
for any compactly supported smooth test function f in D, the sequence of random variables
(Γ, f1[A]n) converges in probability to 0. From a Borel-Cantelli argument, one can moreover
see that this equivalent condition is implied by the stronger condition (Proposition 1.14):

(∗) The expected volume of the ε-neighbourhood of A decays like o(1/ log(1/ε)) as ε→ 0.

In other words, if a set satisfies the first three conditions in our BTLS definition and (∗),
then it is a BTLS.

Note that if A and B are two conditionally independent BTLS of Γ, then we know by
Lemma 2.6 that A ∪ B is a local set, but not yet that it is a BTLS. In order to prove this,
we will need to show it is thin and give an upper bound for the harmonic function hA∪B.

It is not hard to derive the following related fact (that will be used later in the chapter,
at the end of the proof of the fact that the union of any two BTLS is a again a BTLS):

Lemma 2.8 Let A and A′ are two conditionally independent thin local sets of the same GFF
Γ such that A satisfies the condition (3’) of Definition 2.7, that A′ is a K-BTLS and that
A ⊆ A′ almost surely. Then A is a K-BTLS.

Proof. We need to check that |hA| 6 K. Let us choose a smooth non-negative test function
ρ that is radially symmetric around the origin, of unit mass with support in the unit ball, and
denote by ρzε the naturally shifted and scaled version of ρ, so that ρzε is radially symmetric
around z, of unit mass and with support in the open ball B(z, ε). The final statement of
Lemma 2.6 shows that when ε < d(z, ∂D), E[(ΓA′ , ρ

z
ε)|FA] = (ΓA, ρ

z
ε) almost surely. As A′

is a K-BTLS, we know that almost surely, |(ΓA′ , ρzε)| ≤ K, so that by Jensen’s inequality,
|(ΓA, ρzε)| ≤ K almost surely. But as ΓA is equal to the harmonic function hA in the comple-
ment of A, we have hA(z) = ΓA(ρzε) as long as d(z, A) > ε. Thus we conclude that with full
probability on the event that d(z, A) > ε, |hA(z)| ≤ K. Since this holds almost surely for all
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z with rational coordinate and every rational ε < d(z, ∂D) simultaneously, we conclude that
almost surely |hA| 6 K in D \ A.

The following two tailor-made lemmas will be used in the proof of the fact that any BTLS
is contained in some CLEM

4 :

Lemma 2.9 Let A and B are two conditionally independent BTLS of the GFF Γ such that
A almost surely satisfies condition (∗), and such that there exists k ∈ R such that a.s. for all
z /∈ A ∪B, |hA(z) + k| > |hA∪B(z) + k|. Then B ⊆ A almost surely.

Proof of Lemma 2.9: First, let us briefly explain why the conditions on A and B imply
that A ∪B is a thin local set. From Lemma 2.6, we know that A ∪B is local. To show that
A ∪B is thin, we use Corollary 1.12.

We denote by A+ (resp. A−) the set of points in D \A where hA+k is non-negative (resp.
non-positive). Then, for any open set O,

E
[
(Γ + k,1O)21{O⊂A+}

]
= E

[
E
[(

(hA + k,1O) + (ΓA,1O)
)2 |FA

]
1{O⊂A+}

]
= E

[(
(hA + k,1O)2 +

∫
O×O

GD\A(x, y)dxdy

)
1{O⊂A+}

]
.

Similarly, by conditioning on FA∪B and using that A ∪ B is thin, one gets that this same
quantity is equal also to

E
[(

(hA∪B + k,1O)2 +

∫
(O\B)×(O\B)

GD\(A∪B)(x, y)dxdy

)
1{O⊂A+}

]
.

But by definition, when O ⊂ A+, (hA + k,1O) ≥ |(hA∪B + k,1O)| (because hA(x) + k ≥
|hA∪B(x)+k| for all x ∈ A+). Hence, using the fact that GD\(A∪B) ≤ GD\A, we conclude that
for every open set, almost surely on the event O ⊂ A+, GD\(A∪B) = GD\A on O × O. The
same statement holds for A− instead of A+. Therefore B \A is polar in D \A and condition
(3’) allows us to conclude.

Let us now suppose that A is a local set of the GFF Γ in a bounded simply-connected
domain D such that D\A is connected and ∂D ∪ A has only finitely many connected com-
ponents. The following lemma says that if |hA| ≤ C in the neighbourhood of all but finitely
many prime ends of D\A, then it is bounded by C in all of D\A. To state this rigorously, it
is convenient to note that by Koebe’s circle domain theorem, one can use a conformal map
φ to map D\A onto a circle domain Õ (i.e., the unit disc with a finite number of disjoint
closed discs removed). In this way, each prime end of D\A is in one-to-one correspondence
with a boundary point of Õ. Define also the harmonic function h̃A := hA ◦ φ−1 in Õ.

Lemma 2.10 Let A be a local set of the GFF Γ as just described, and let Õ, h̃A be as
above. Assume furthermore that there exist finitely many points y1, . . . , yn on ∂Õ and a non-
negative constant C such that for all y ∈ ∂Õ \ {y1, . . . , yn}, one can find a positive ε(y) such
that |h̃A| ≤ C in the ε(y)-neighbourhood of y in Õ. Then |hA| is in fact bounded by C in all
of D\A.
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Proof. For some (random) small enough r0, all connected components of ∂Õ are at distance
at least r0 from each other. Let us now consider any ε smaller than r0/2. By compactness of
∂Õ, one can cover ∂Õ \ ∪j≤nB(yj, ε) by a union U of finitely many open balls of radius not
larger than ε that are centered on points of ∂Õ in such a way that |h̃A| ≤ C in all of U ∩ Õ.

Let us now choose some z̃ ∈ Õ with d(z̃, ∂Õ) > ε and prove that |h̃A(z̃)| ≤ C. Define V
to be the connected component of Õ \ (U ∪ ∪j≤nB(yj, ε)) that contains z̃. The definition of
U shows that except on the (possibly empty) part of ∂V that belongs to the boundary of
the ε-balls around y1, . . . , yn, the function |h̃A| is bounded by C. Now, h̃A(z̃) is the integral
of the harmonic function h̃A with respect to the harmonic measure at z̃ on ∂V . Thus, in
order to show that |h̃A(z̃)| ≤ C, it suffices to prove that the contribution J of the integral on
∂V ∩ ∂B(yi, ε) goes to 0 as ε to 0 for all i = 1, . . . , n .

To justify this, we can first note that the density of the harmonic measure (with respect
to the Lebesgue measure) on all these arcs is bounded by a positive constant independently
of ε. On the other hand, it follows from the proof of Lemma 3.1 in [HMP10] that there exists
a random constant C ′ such that almost surely, the absolute value of the circle average of Γ
on the circle of radius r around x is bounded by C ′ log(2/r) for all x ∈ D and r ∈ (0, 1]
simultaneously. As for all x ∈ D\A, hA(x) is equal to the average of Γ − ΓA on any circle
of radius smaller than d(x, ∂(D\A)) around x, we deduce that for some random constant C ′′

and for all x ∈ (D\A)
|hA(x)| ≤ C ′′ log(2/d(x, ∂(D\A))).

But now Beurling’s estimate allows to compare d(x, ∂(D\A)) with d(φ(x), ∂Õ). We obtain
that for some random positive C ′′′ and for all y ∈ Õ simultaneously

|h̃A(y)| ≤ C ′′′ log(2/|d(y, ∂Õ)|).

This in turn implies that J is almost surely O(ε| log ε|) as ε → 0, which completes the
proof.

2.3 Absolute continuity, generalized level lines.

2.3.1 GFF absolute continuity

Let D = H \K, where K is a countable union of closed discs such that in any compact set
of H there are only finitely many of them.

Let us recall first that, similarly to Brownian motion, the GFF can be viewed as the
Gaussian measure associated to the Dirichlet space H1

0, which is the closure of the set of
smooth functions of compact support in D with respect to the Dirichlet norm given by

(f, f)∇ =

∫
D

|∇f(x)|2dx.

The Dirichlet space is also the Cameron-Martin space for the GFF (see e.g. [Dub09, She16]
for this classical fact):

Theorem 2.11 (Cameron-Martin for the GFF) Let F be a function belonging to H1
0(D) and

Γ a GFF in D. Denote the law of Γ by P and the law of Γ + F by P̃. Then P and P̃ are
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mutually absolutely continuous and the Radon-Nikodym derivative dP̃/dP at γ is a multiple
of exp((F, γ)∇).

We are now going to use this in the framework of local sets of the GFF: Denote by S the
interior of a finite union of closed dyadic squares in D with I := ∂S ∩R 6= ∅, and a harmonic
function H in D such that H extends continuously to an open neighbourhood I ′ of I in R in
such a way that H = 0 on I ′ (we then say that the boundary value of H on I is zero). Using
the Cameron-Martin Theorem it is not hard to see that the GFF Γ and Γ +H are mutually
absolutely continuous, when restricted to S, i.e. when restricted to all test functions f with
support in S.

Indeed, let H̃ be the bounded harmonic function in D\∂S that is equal to H on the
boundary of S and to zero on the boundary of D. Note that H̃ belongs to H1

0(D) and that
(H̃,Γ)∇ depends only on the restriction of Γ to S. Thus, using the Cameron-Martin Theorem
and the domain Markov property of the GFF we obtain (see [Dub09, She16]):

Lemma 2.12 Let Γ be a (zero boundary) GFF in D and denote its law restricted to S by
P. Let also P̃ be the law of Γ + H, restricted to S. Then P and P̃ are mutually absolutely
continuous with respect to each other. Moreover, the Radon-Nikodym derivative dP̃/dP is a
multiple of exp((H̃,Γ)∇).

Furthermore, if D′ is another domain as above, Γ′ is a GFF in D′ and S ⊂ D ∩D′ is at
positive distance of ∂D4∂D′, then the laws of Γ and Γ′ restricted to S are mutually absolutely
continuous.

This absolute continuity property allows to change boundary conditions for local couplings
away from the local sets:

Proposition 2.13 Under the previous conditions, suppose that A is a BTLS for Γ an D-
GFF such that A ⊂ S ⊂ D almost surely. Define P̃ := Z exp((H̃,Γ)∇)dP. Then A is coupled
as a local set with Γ̃ := Γ− H̃ (that is a P̃ zero-boundary GFF). The corresponding harmonic
function h̃A is equal to the unique bounded harmonic function on D\A, with boundary values
equal to those of hA −H on ∂A ∪ I, and to 0 on ∂D \ I.

Proof. Notice that by the Cameron-Martin Theorem for the GFF, the law of Γ under P̃ is
that of Γ̃ + H̃, where Γ̃ is a P̃ GFF. Now we have to verify that with this change of variables
A is still a local set. Note that conditionally on FA, we can write Γ = hA + ΓA, where ΓA is
a P-GFF on D \ A. We have to show that we can write ΓA = Γ̃A + H̃ + h̃A − hA, where Γ̃A

is a P̃-GFF on D \ A and h̃A is as in the statement. Let M be a measurable function of the
field ΓA, then for some ZA and Z ′A, measurable functions of A,

Ẽ
[
M(ΓA) | A, hA

]
= ZAE

[
M(ΓA) exp

(
(H̃,Γ)∇

)
| FA

]
= Z ′AE

[
M(ΓA) exp

(
(H̃,ΓA)∇

)
| FA

]
= Z ′AE

[
M(ΓA) exp

(
(H̃ + h̃A − hA,ΓA)∇

)
| FA

]
,

where in the last equality we use that ΓA is a GFF and that h̃A − hA is harmonic in D \ A.
But, we know that (under P), conditionally on FA, ΓA is just a GFF. Thus using again the
Cameron-Martin Theorem, Lemma 2.6-(i) and the fact that h̃A − hA, H̃ are in H1(D\A) we
can conclude.
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Corollary 2.14 Let D′ ⊆ D be another domain with the same properties. Under the previous
conditions, suppose that A is a BTLS for a GFF in D such that A ⊂ S ⊂ D′ almost surely.
Then, there exist an absolutely continuous probability measure P̃ under which A is coupled as
a local set with a P̃ zero-boundary GFF in D′ and the corresponding harmonic function h̃A
is equal to the unique bounded harmonic function on D′ \ A, with boundary values equal to
those of hA −H on ∂A ∪ I, and to 0 on ∂D′ \ I.

Proof. It can be shown that A is a local set for ΓD\D
′

such that its harmonic function
(hD\D

′
)A goes to 0 on ∂D \ I and (hD\D

′
)A− hA + hK goes to 0 on ∂A∪ I (see Lemma 3.9-1

of [SS13], or [Wer16]). We conclude using the fact that hD\D′ is independent of hD\D
′

and
Proposition 2.13.

2.3.2 SLE4 and the GFF with more general boundary conditions

SLE4 as level lines of the GFF

Let us start by recalling some well-known features of the Schramm-Sheffield coupling of SLE4

with the GFF in the upper half-plane H: Consider the bounded harmonic function F0(z)
in the upper-half plane with boundary values −λ on R− and +λ on R+. There exists a
unique law on random simple curves (η(t), t > 0)) (parametrized by half-plane capacity) in
the closed upper half-plane from 0 to infinity that can be coupled with a GFF Γ so that the
following property holds for all t > 0. (we state it in a somewhat strange way that will be
easier to generalize):

(∗∗) The set η[0, t] is a BTLS of the GFF Γ, with harmonic function ht defined as follows:
ht + F0 is the unique bounded harmonic function in H \ η[0,min{t, τ}] with boundary
values −λ on the left-hand side of η, +λ on the right side of η, and with the same
boundary values as F0 on R− and R+.

Furthermore, this curve is then a SLE4 and when one couples SLE4 with a GFF Γ in this
way, then the SLE4 process is in fact a measurable function of the GFF (see [Dub09, MS16a,
SS13, She16, Wer16] for all these facts).

We are also going to work with piecewise boundary condition1. So, it is just needed to
work with the result in [WW16]. We are now going to state Theorem 1.1.1 of [WW16]. Let u
be a bounded harmonic function with piecewise constant boundary data such that H(0−) < λ
and H(0+) > −λ.

Lemma 2.15 (Existence of generalized level line targeted to ∞) There exists a unique law
on random simple curves (η(t), t > 0) coupled with a GFF in a simply connected domain
such that (∗) holds for the function H and possibly infinite stopping time τ that is defined
as the first time when η hits a point x ∈ R such that x > 0 and H(x+) 6 −λ or x 6 0 and
H(x−) > λ. We call η the generalized level line for the GFF Γ + u.

For convenience we also use the notion of a (−a,−a + 2λ)-level line of Γ + u: it is a
generalized level line of Γ + a−λ+ u and has boundary conditions −a,−a+ 2λ with respect
to the field Γ + u. Moreover, it is known that when u = 0 this level line has the law of a
SLE4(ρ1, ρ2) process [WW16].

1Here, and elsewhere this means piecewise constant that changes only finitely many times
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Notice that as the level line is parametrized using half-plane capacity, it will accumulate
at ∞ if not stopped earlier. In general, it is useful to know when a level line attains its
target point (i.e. ∞ in the previous definition). The following lemma is a consequence of
Proposition 2.13 and the fact that SLE4 does not intersect the boundary. It says that a target
point is reached with positive probability if one can start a level line from this point in the
opposite direction.

Lemma 2.16 Let η be a generalized level line of a GFF Φ + u. If there exists a generalized
level line of −Φ ◦ ψ − u ◦ ψ for ψ(x) = −1/x, then with positive probability we have that
η∞ =∞.

More general boundary conditions

Now we generalize this definition of level lines to the GFF with more general boundary
conditions. By conformal invariance if we wish to define them for all domains D described at
the beginning of Section 2.2 it is enough to consider the case where D = H \K, where K is
a countable union of closed discs such that any compact subset of H intersects only finitely
many of these discs.

Let H be a harmonic function on D with zero boundary conditions on some real neigh-
bourhood I of the origin. For a random simple curve η in D we define time τ to the (possibly
infinite) smallest positive time t at which lim infs→t− d(ηs, ∂D) = 0. The generalized level line
for the GFF in D with boundary conditions F0 +H up to the first time it hits the boundary
is then defined as follows:

Lemma 2.17 [Generalized level line] There is a unique law on random simple curves (η(t), t >
0)) in D parametrized by half-plane capacity (i.e., viewing η((0, t]) as a subset of H instead
of H \K) with η(0) = 0, η(0, τ) ⊂ D that can be coupled with a GFF Γ so that (∗∗) holds for
all 0 6 t < τ , when one replaces F0 by F0 +H and considers D instead of H. Moreover, the
curve η is measurable with respect to Γ. We call η the generalized level line of Γ +F0 +H in
D.

Proof. Let S denote the collection of regions S such that S is the interior finite union of
closed dyadic squares in D with 0 ∈ ∂S ∩ ∂D ⊂ I and with S simply connected. Note that
is enough to show that for all S ∈ S there is at most one curve satisfying (∗∗), when one
replaces F0 by F0 +H, until the time it exits S.

Suppose by contradiction that η1 and η2 are two different curves with this property and
that with positive probability they do not agree. Thanks to Corollary 2.14, we can construct
two local sets η̃1 and η̃2 coupled with the same GFF in a simply connected domain D′ ⊂ D
that strictly contains S, such that when we apply φ, the conformal transformation from
D′ to H, (∗∗) holds for φ(η̃1) and φ(η̃2) until the time they exit φ(S). The fact that they
are different with positive probability contradicts the uniqueness of the Schramm-Sheffield
coupling proved in [Dub09, SS13].

It remains to show the existence of this curve. Take Sn an increasing sequence of elements
in S such that their union is D. We can define η until the time it exits Sn, by using the
Schramm-Sheffield coupling and Proposition 2.14. The above argument shows that they are
compatible and so we can define η until the first time it touches ∂D. The measurability is
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just a consequence of the existence and uniqueness.
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Figure 2.3: Defining generalized level lines by absolute continuity.

Note that for all stopping times τ of η([0, t]), such that τ is measurable with respect to
the σ-algebra generated by η, we have that (∗∗) holds for t = τ .

Boundary hitting of generalized level lines

In [PW15] Lemma 3.1, the authors show that a generalized level line in H corresponding to
F0 + H0 with H0 zero in a neighbourhood of the origin, bounded, F0 + H0 > −λ on (−c, 0)
and F0 +H0 > λ elsewhere cannot touch nor accumulate in a point of R \ [−c, 0]. Combined
with our previous considerations, we extend this to:

Lemma 2.18 (Boundary hitting of generalized level lines) Let η be a generalized level line
of Γ + F0 + H in D such that H is harmonic in D and has zero boundary values in a
neighbourhood I of zero. Suppose F0 + H > λ in J ∩ ∂D, with J some open set of D. Let
τ denote the first time at which inf{d(ηs, J ∩ ∂D), s < t} = 0. Then, the probability that
τ < ∞ and that η(t) converges to a point in J as t → τ− is equal to 0. This also holds if
F0 +H 6 −λ in J ∩ ∂D for J an open set of D.

Proof. Let S be the interior of a finite union of closed dyadic squares intersected with D
such that 0 ∈ ∂S, x ∈ ∂S, ∂S ∩ ∂D ⊂ I ∪ J and S ∩ K = ∅. From Lemma 2.17 we know
that for any such S, a generalized level line η is measurable up to leaving S w.r.t. the GFF
restricted to S.

We first consider the case x < 0 and J ∩ ∂D = (x− ε, x + ε) with 0 < ε < −x. Define a
harmonic function H0 on H such that H0 = H on (x − ε, x + ε), H0 = 0 on [x + ε,∞) and
H0 = 2λ on (−∞, x − ε]. The laws of the GFFs Γ + F0 + H0 and Γ + F0 + H restricted to
S are absolutely continuous by Lemma 2.12. Also, both of these generalized level lines are
measurable w.r.t. the GFF until they exit S. Now F0 +H0 satisfies the conditions mentioned
above and hence almost surely the generalized level line of Γ + F0 + H0 does not exit from
S on ∂S ∩ (x − ε, x + ε) in finite time. By absolute continuity and measurability of both
generalized level lines, the result follows for this J . The case x > 0 is treated similarly. By
the union bound the result is true simultaneously for all xn ∈ Q and εn ∈ Q with εn < |xn|
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and F0 +H > λ on (xn− εn, x+ εn). Given that all J ∩ ∂D ⊆ R satisfying the conditions of
the theorem are written as the union of these intervals, we conclude.

To treat the case where x is on the boundary of some component D1 of K, notice that it
suffices to consider S that do not surround D1 and that for any such S we can connect D1

to R using some curve γ such that H \ (D1 ∪ γ) is simply connected and contains S. The
previous argument and Corollary 2.14 then help to conclude.

2.4 Review of the construction of CLEM
4 and its cou-

pling with the GFF

In this section, we review the coupling of the GFF with the nested CLE4 using Sheffield’s
SLE4 exploration trees (i.e. the branching SLE4(−2) process). As this section does not
contain really new results, we try to be rather brief, and refer to [She09, Wer16] for details.
Note that we will present an alternative construction of the CLE4 and its coupling to the
GFF in Section 2.6.

2.4.1 Radial symmetric SLE4(−2)

Let us first recall the definition of the radial (symmetric) SLE4(−2) process targeted at 0 (for
non-symmetric variants see [She09]). It is the radial Loewner chain of closed hulls (Kt)t≥0 in
the unit disc, with driving function ξt defined as follows:

• Start with a standard real-valued Brownian motion (Bt, t ≥ 0) with B0 = 0.

• Then, define the continuous process Ut :=
∫ t

0
cot(Bs)ds.

• Finally, set Wt = 2Bt + Ut and ξt := exp(iWt).

We set Dt = D \Kt, and denote by ft to be the conformal maps from Dt onto D normalized
at the origin.

Notice that as the integral
∫ t

0
| cot(Bs)|ds is almost surely infinite, the definition of Ut can

not be viewed as an usual absolutely converging integral. Yet, one can for instance define
first U ε

t as the integral of 1{d(Bs,πZ)≥ε} cot(Bs) and show that these approximating processes
U ε
t converge in L2 to a continuous processes Ut. See e.g. [WW13b] for a discussion of the

chordal analogue.

We now describe some properties of the hulls generated by the radial SLE4(−2). For more
details, see [She09, Wer16, WW13b]:

1. The process Ot := exp(iUt) describes the evolution of the marked point in the SLEκ(ρ)
framework. In particular, SLE coordinate change considerations (see [Dub07, SSW09])
show that during the time-intervals during which Bt is not in πZ, the process behaves
exactly like a chordal SLE4 targeting the boundary prime end f−1

t (Ot) in the domain
Dt.

2. It is therefore clear that during the open time-intervals at which B is not in πZ, the
Loewner chain is generated by a simple continuous curve. These excursions of B away
from πZ correspond to the intervals during which the SLE4(−2) traces “quasi-loops”:
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z′

γt

Dt0

Figure 2.4: Sketch of Dt0 , the stretch γ(t0, t]. The harmonic measure from 0 of the “top part”
of γ[t0, t] corresponds to Bt. This loop corresponds to an excursion away from πZ by each
of B, Bz and Bz′ . It corresponds to an increase of π for B and for Bz, but not for Bz′ . The
end-time of this loop is σ(z, z′).

If (t0, t
′
0) is an excursion interval away from πZ, then γ(t0, t

′
0) is the image of a loop

from ξt0 to itself in D via f−1
t0 . When Bt0 = Bt′0

, then this quasi-loop does not surround
the origin, when Bt′0

= Bt0 ± π, it surrounds the origin clockwise or anti-clockwise.
We stress that during any time-interval corresponding to an excursion of B away from
πZ (e.g during (t0, t

′
0)), the tip of the Loewner chain does not touch its past boundary

and at the end of the excursion it accumulates at the prime end corresponding to the
starting point.

3. It is known (via the loop-soup construction of CLE4, see [SW12]) that these quasi-loops
are in fact proper loops (i.e. that f−1

t0 (ξt0) is a proper boundary point). It can be also
shown that the whole SLE4(−2) is generated by a two-dimensional curve, see [MSW16],
but we do not need this fact in the present chapter.

For any other z ∈ D, one can define the radial SLE4(−2) from 1 to z in D to be the
conformal image of the radial SLE4(−2) targeting the origin, by the Moebius transformation
of the unit disc that maps 0 to z, and 1 onto itself. This is now a Loewner chain growing
towards z, and it is naturally parametrized using the log-conformal radius seen from z.

Moreover the radial SLE4(−2) processes for different target points can be coupled together
in a nice way. This target-invariance feature was first observed in [Dub07, SSW09], and is
closely related to the decompositions of SLE4(−2) into SLE4 “excursions”mentioned in (1). It
says that for any z and z′, the SLE4(−2) targeting z and z′ can be coupled in such a way that
they coincide until the first time σ(z, z′) at which z′ gets disconnected from z for the chain
targeting z and evolve independently after that time. Note that in this coupling, the natural
time-parametrizations of these two processes do not coincide. However, using the previous
observation about the relation between the excursions of B and the intervals during which
the SLE4(−2) traces a simple curve, we see that up to time σ(z, z′) the excursion intervals
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away from πZ by the Brownian motions used to generate the SLE4(−2) processes targeting
z and z′ correspond to each other. The time-change between the two Brownian motions can
be calculated explicitly. For instance, if we define Bz

t to be the process obtained by time-
changing the Brownian motion used in the construction that targets z via the log-conformal
radius of Dt seen from 0 (instead of z), then as long as t < σ(z, 0),

dBz
t := 2πP ft(z)dBt

where by P z we denote the Poisson kernel in D seen from z and targeted at ξt (it follows
from the Hadamard formula given below).

2.4.2 SLE4(−2) branching tree and CLE4

The target-invariance property of SLE4(−2) leads to the construction of the radial SLE4(−2)
branching-tree. We next summarize its definition and its main properties:

• For a given countable dense collection Z of points in D, it is possible to define on the
same probability space a collection of radial SLE4(−2) processes in such a way that for
any z and z′, they coincide (modulo time-change) up to the first time at which z and
z′ get disconnected from each other, and behave independently thereafter.

• For any z consider the first time τz at which the underlying driving function driving
function exits the interval (−π, π) and define O(z) to be the complement of Kt at that
time containing z. Define O(z′) similarly. The previous property shows that z′ ∈ O(z)
if and only if z ∈ O(z′).

• The CLE4 carpet is then defined to be the complement of ∪z∈ZO(z). In this thesis, we
write CLE4 to denote this set (i.e. we call CLEs to be the random fractal sets, not the
collection of loops).

Notice that from the construction, it is not obvious that the law of the obtained CLE4

(and its nested versions) does not depend on the choice of the starting point (here 1) on
∂D (i.e. of the root of the exploration tree). However, Proposition 2.1 and Proposition 2.2
provide one possible proof of the fact that this choice of starting point does not matter (this
is also explained in [WW13b], using the loop-soup construction of [SW12]). This justifies
a posteriori that when one iterates the CLE4 in order to construct the nested versions, one
does in fact not need to specify where to continue the exploration.

On the other hand, from this construction it is easy to estimate the expected area of the
ε-neighbourhood of CLE4 and to see that the upper Minkowski dimension of CLE4 is almost
surely not greater than 15/8 = 2− 1/8. This follows from arguments in [SSW09]: One wants
to estimate the probability that d(z,CLE4) < r. By conformal invariance it is enough to treat
the case where z is the origin in the unit disc. But we can note that the conformal radius
of Dt (in the SLE4(−2)) is comparable to d(0, ∂Dt) by Koebe’s 1/4-Theorem, and that the
log-conformal radius of D\CLE4 from the origin is just minus the exit time of (−π, π) by the
Brownian motion B which is a well-understood random variable (see [PS78] for instance).
Hence, the asymptotic behaviour as r → 0 of the probability that d(0,CLE4) < r can be
estimated precisely.

One can also prove the somewhat stronger statement that the Hausdorff dimension of CLE4

is in fact equal to 15/8, by using second moment bounds (i.e., bounds on the probability that
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two points z and z′ are close to CLE4), see [NW11].

The nested CLE4,m and CLEM
4 can then be defined by appropriately iterating independent

CLE4 carpets in the respective domains O(z) (starting the explorations in the nested domains
at the point where one did just close the loops). The definition of CLEM

4 is almost word for
word the same, just replacing τ(z) by τM(z) which is the first time at which the underlying
Brownian motion B exits the interval (−Mπ,Mπ). A similar argument then shows that the
upper Minkowski dimension of CLEM

4 is not greater than 2−(1/(8M2)) (the M2 term is then
just due to Brownian scaling – the exit time of (−Mπ,Mπ) by Brownian motion is equal in
distribution to M2 times the exit time of (−π, π)).

2.4.3 Coupling with the GFF

To explain the coupling of CLE4 with the GFF, we can first describe the coupling of a single
radial SLE4(−2) process with a GFF. The whole coupling then follows iteratively from the
strong Markov property and from the branching tree procedure. The proof of the coupling
of the radial SLE4(−2) follows the steps of the coupling of the usual SLE4 with the GFF, as
explained for instance in [SS13, She16]. It is based on the following observations:

1. The Hadamard formula (see for instance [IK13]) gives the time-evolution of the Green’s
function under Loewner flow: for any two points x and y in D, the Green’s function
GDt(x, y) evolves until min{σ(z, 0), σ(w, 0)} according to

dGDt(z, w) = −2πP ft(z)P ft(w)dt,

where by P z we denote the Poisson kernel in D seen from z and targeted at ξt as before.

2. The cross-variation d〈Bz, Bw〉t between the two local martingales Bz and Bw is equal
to 4π2P ft(z)P ft(w)dt, so that

dGDt(z, w) = − 1

2π
d〈Bz, Bw〉t.

3. We can interpret |Bz
t |/π (up to τ(z)) as the harmonic measure in Dt seen from z, of

the boundary arc between the tip of the curve and the force point Ut (the sign of Bz
t

describes which of the two arcs one considers).

4. If we take ht(z) to be the harmonic extension to Dt of the function that has constant
value sign(Bt)2λ on the boundary of ∂Dt between the tip and the force point, then the
mean of ht(z) is zero and for λ =

√
π/8 we have:

dGDt(z, w) = −d〈hzt , hwt 〉.

Using these observations, one can first couple the GFF with the radial SLE4(−2) up to
the first time at which it surrounds the origin, exactly following the arguments of [She16].
This defines a BTLS with harmonic function in {−2λ, 0, 2λ}. For those domains where the
harmonic functions are zero, one can then continue the SLE4(−2) iteration targeting another
well-chosen point in that domain and proceed.

This radial construction is arguably also the easiest one to explain that in fact, condition-
ally on the CLE4, the labels εj are i.i.d. This is then just a consequence of the time-reversal
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of SLE4, so that changing the orientation of the quasi-loop that traces the boundary of Oj

corresponds to a measure-preserving transformation of the driving Brownian motion (see for
instance [WW13b]). We come back to this in Section 2.9.

2.5 Comparisons of BTLS with CLEM
4

We now derive Proposition 2.3, Proposition 2.1 and Proposition 2.4. In some sense, this
section is the core of the chapter.

Throughout this section, D will denote a simply connected planar domain with non-empty
boundary (so that the previous definition of CLE4 makes sense).

2.5.1 Proof of Proposition 2.3

In this proof, (C, hC) will denote the CLEM+1
4 and its corresponding harmonic function.

Consider the triple (Γ, (B, hB), (C, hC)) where the two local sets (C, hC) and (B, hB) are
conditionally independent given Γ and where B is a (2λM)-BTLS. Recall from Section 2.4
that (C, hC) can be constructed using a branching radial SLE4 exploration tree denoted by
SLEr

4.

The two steps of the proof are then as follows:

• Given (B, hB), we argue using Lemma 2.18 that when a branch of the SLEr
4 exploration

tree is in the process of tracing a loop of C inside a connected component O of D\A,
then the loop it generates has to be contained in O.

• From this we deduce that for all z /∈ B ∪ C, one has |hB∪C(z)| 6 2λ(M + 1). We then
conclude using Lemma 2.9.

Let us now make it precise. For z ∈ D, we define by OB(z) (respectively OC(z)) the
connected component of D \B (resp. D \C) containing z when z /∈ B (resp. z /∈ C). Denote
by νz the process obtained from the branch of the SLEr

4 tree that is directed at z and recall
from Section 2.4 that νz([0, t]) is a BTLS for all fixed t. Let Kz

t be the hull of νzt with respect
to the point z, i.e. the complement of the open component of D \ νz[0, t] containing z.

Claim 2.19 Fix t > 0 and z ∈ D. Define Dt(z) := OB(z)\Kz
t and let Et,z be event that νz(t)

is in the middle of tracing a loop of C and that νz(t) ∈ OB(z). Suppose that the probability
of Et,z is strictly positive. Then, on the event Et,z, the time τ = sup{t′ : νz[t, t′] ⊂ Dt(z)} is
finite and it is exactly the time at which the exploration closes the loop that it is tracing at
time t. Thus, the starting and ending point of the loop correspond to at most two prime ends
of ∂Dτ (z).

Proof of Claim 2.19. Let us notice that Dt(z) satisfies the condition of Lemma 2.17.
Thus, conditioned on (B, hB), (νz[0, t], hνz [0,t]) and Et,z the process ν̃(s) := (νz(t+ s), s > 0)
is a generalized level line in the domain Dt up to the time τ ′ := sup{s : νz([t, t+s]) ⊂ Dt(z)}.
On the event Et,z, the path ηz is locally tracing a level line with heights ±(2λ(M + 1)) vs.
±(2λM) at time t.

We know from Section 2.4 that almost surely the SLEr
4 exploration process touches itself
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2(M + 1)λ
2Mλ

z

Figure 2.5: Sketch of the proof: in plain ∂OB(z); in dashed, the past of the radial exploration
(used to define the CLEM+1

4 ) that lies within OB(z). When one explores a loop along the
dash-dotted interface: It cannot hit the dashed part before completing the CLEM+1

4 loop
because of the almost sure properties of the radial SLE4(−2) process. Also, it cannot touch
the parts of ∂OB(z) that are away from the dashed part before completing the loop, because
of the boundary hitting behaviour of the GFF level lines.

only when it closes a loop and stays at a positive distance of any other previously visited
point.

It remains to show that ν̃s does not touch any point of ∂Dt\Kz
t . Take J any open set of

Dt such that d(J,Kz
t ) > ε. From Lemma 2.6, the boundary condition of hB∪νz [0,t] in ∂J∩∂Dt

are equal to those of hB, thus their absolute value is not larger than 2Mλ. Lemma 2.18 now
lets us conclude that ν̃(s) does not touch ∂J ∩ ∂Dt before τ ′. The claim follows by taking
the union over ε > 0.

Claim 2.20 Almost surely for all z /∈ B ∪ C, we have |hB∪C(z)| 6 2λ(M + 1).

Proof. Let (zn : n ∈ N) be a dense subset of D, such that for all n ∈ N the event zn /∈ B
has positive probability. It suffices to show that for all n ∈ N a.s. |hB∪C(zn)| 6 2λ(M + 1).
On the event zn /∈ B we have the following possibilities:

If Et,zn does not occur for any rational t > 0, then OB(zn) is contained in OC(zn). Thus,
|hB∪C(zn)| = |hB(zn)| 6 2λ(M + 1).

If Et,zn occurs for some rational t > 0, from Claim 2.19 we deduce that either OC(zn) ⊂
OB(zn) or the CLEM+1

4 loop surrounding z separates some components of B from the others,
see Figure 2.6. Let us call L(zn) the connected component of the complement of B ∪ C
that has this loop as part of its outer boundary. Importantly (see Lemma 3.11 of [SS13]),
the boundary conditions of hB∪C in L(zn) are given by those of hB or hC everywhere but
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at (at most) two prime ends corresponding to the beginning and the end of the relevant
CLEM+1

4 loop. In this case the claim follows from Lemma 2.10 applied to the complement of
L(zn) in D (note that because the CLEM+1

4 loop is at positive distance of ∂D and because of
the BTLS condition for B, the complement of L(zn) can have only finitely many connected
components).

z

Figure 2.6: The continuous line represents ∂OB, the dash-dotted line represents the recently
closed loop and the dashed line represents the borders of the past loops traced by SLEr

4.

Proposition 2.3 now follows from Lemma 2.9 applied to A = C (noting that the set C
satisfies Condition (∗)).

2.5.2 Proof of Proposition 2.1

The proof of Proposition 2.1 goes along the same lines as that of Proposition 2.3. The differ-
ence lies in the fact that this time, C is a CLEM

4 and that hA ∈ {−2λM, 2λM}. Thus, with
the same notations as before, the boundary conditions on ∂Dt(z)\Kz

t are in {−2Mλ, 2Mλ}.
As above, we conclude from Lemma 2.18 that the part of the radial SLE4(−2) drawing
2λ(M − 1) versus 2λM level-line loop cannot exit OB(z) before completing that loop (one
has to modify Figure 2.5, so that the dash-dotted interface η is now a 2Mλ vs. 2(M − 1)λ
interface, and the continuous boundary data is ±2Mλ).

Hence, it follows using the same argument as before that |hA∪C | ≤ 2λM , and then using
Lemma 2.9 that A ⊆ C almost surely. But this means that for all z, |hA∪C(z)| = 2λM =
|hA(z)| almost surely. Again, using Lemma 2.9, we see that C ⊆ A almost surely.

2.5.3 Proof of Proposition 2.4

Suppose now that A is a K-BTLS such that with positive probability, there exists a connected
component of A that is disconnected from ∂D. We choose some M such that 2λ(M−1) ≥ K.
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We have just shown that almost surely, A ⊆ C where C is the CLEM
4 coupled with the GFF.

On the other hand, with positive probability, D \A contains an annular open region that
disconnects this connected component of A from ∂D. Hence, there exists a deterministic
such annular region O such that with positive probability, O is in D \ A and disconnects a
connected component of A from ∂D (we call this event E = EO).

Given A and hA, the conditional distribution of ΓA is a GFF. It follows from Lemma
2.12 that on the event EO, the conditional distribution of ΓA restricted to O is mutually
absolutely continuous with respect to the conditional distribution of Γ itself restricted to O.
It is possible to show, using Corollary 2.14 and the fact that with positive probability the
radial SLE4(−2) makes a loop inside O, that with positive probability C does not intersect
the interior part of the complement of O. But this contradicts the fact that A ⊆ C.

2.6 Two-valued sets

In this section, we describe the class of BTLS such that the harmonic function can only take
two prescribed values and we determine for which values such a set does exist. These are
what we will call the (thin) two-valued sets (TVS).

Some aspects of the following discussion are strongly related to the κ = 4 case of boundary
conformal loop ensembles (and their nesting) as introduced and studied in [MSW16] (that
was written up in parallel to the present chapter) for general κ.

2.6.1 A first special example

Let us first describe in some detail one specific example. Consider a (zero boundary) GFF
in the unit disc and fix two boundary points, say −i and i. Consider the level line of this
GFF (i.e. for all t > 0, the curve that satisfies condition (∗∗) with F0 = 0) . This is an
SLE4(−1;−1) from −i to i that is coupled with the GFF as a BTLS [MS16a]. It is known
that this is a simple (boundary touching) continuous path η from −i to i in the closed disc,
and that its Minkowski dimension is almost surely equal to 3/2. It is measurable with respect
to the GFF [MS16a] and thus we often say that we explore the GFF to find η.

The harmonic function hη associated to this level line can be described as follows: First
notice that the complement of the curve D \ η is a union of countably many connected
components (D1

j )j∈J . Any component lies either to the right or to the left of the level line (if
one views the level line as going from −i to i). In each component D1

j , the harmonic function
has boundary conditions 0 on ∂D1

j ∩ ∂D. On ∂D1
j ∩ η the boundary condition is either λ or

−λ, depending on whether D1
j is on the left or on the right of η.

As inside each componentD1
j there is an independent GFF with these boundary conditions,

we can iterate: Suppose for example that the D1
j lies to the right of η so that ∂D1

j is divided
into two arcs, one of which is an excursion of η away from the ∂D, and the other one is a
counter-clockwise arc from xj to yj of ∂D. We now explore the level line of this GFF from xj
to yj with this boundary data (i.e. for all t > 0, the curve that satisfies condition (∗∗) with
F0 equal to the given boundary data). This level line has the law of an SLE4(−1) process
from xj to yj and is again a simple curve. We proceed in a symmetric way in the connected
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components that lie above η. In this way, we obtain a new BTLS A1, for which the harmonic
function hA1 is defined via the boundary conditions indicated in Figure 2.7.

The iteration then further proceeds by exploring additional level lines (which are usual
SLE4(−1) processes with just one marked point) in each of the remaining connected compo-
nents which have a part of ∂D on their boundary. One then defines a second layer of loops
and one proceeds iteratively. We then consider the closure A−λ,λ of the union of all the traced
level lines.

Clearly, after any finite number of iterations in the previous construction, one has a λ-
BTLS, and therefore a subset of the CLE2

4 by our previous results. Hence, A is itself a subset
of the CLE2

4 and therefore a BTLS. It is also easy to see that a given point z ∈ D is almost
surely contained in a loop cut out after finitely many iterations, so that the harmonic function
associated to A takes its values in {−λ, λ}.
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Figure 2.7: First iterations: The SLE4(−1;−1) and its boundary conditions on the left. The
SLE4(−1) in the second layer on the right picture that creates loops with ±λ boundary
conditions.

We can make the following observations about this set A−λ,λ:

• As opposed to the CLE4, the set A−λ,λ is just made out of the union of all SLE4-type
paths. For instance, each excursion of η away from ∂D is on the boundary between two
connected components of A−λ,λ (one +λ loop to its right and one −λ loop to its left).
This indicates that the Hausdorff dimension of A−λ,λ is almost surely 3/2 (we will come
back to this later).

• Because we have only used measurable sets in the construction A−λ,λ, we know it is
measurable function of the underlying GFF.

• In addition, it comes out that the set A−λ,λ is the only BTLS with boundary values in
{−λ, λ}. In particular its law does not depend on the arbitrary choices of the start and
end points in the previous layered construction. We prove it below in a more general
context.
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Remark 2.21 (A new construction of CLE4) Note that, similarly to the construction of
CLEM

4 , we can iterate the construction of the set A−λ,λ to construct a BTLS with harmonic
function that takes values in {−2λ, 2λ}. Indeed, for each z belonging to a given countable
dense subset of D, one can iterate the construction in the component containing z until the
boundary values are in {−2λ, 2λ}. At each step in the construction one has a 2λ−BTLS
which is contained in CLE2

4 and therefore, in the limit also, one still has a BTLS that is
contained in the CLE2

4. But from Proposition 2.1 it now follows that the obtained set is
exactly the CLE4. This therefore provides an alternative construction of CLE4 (and of its
iterated nested versions CLE4,m and CLEM

4 ) that builds only on the coupling of the chordal
SLE4(−1;−1) and SLE4(−1) process with the GFF. Notice that in this case the measurability
of the CLE4 just follows from that of the respective SLE4(−1;−1) and SLE4(−1) processes.

As we point out in Section 2.7.1, there is also a direct way to see that this set A−λ,λ and
its iterates are thin (without using the relation to CLEM

4 as we just did). Hence, we indeed
obtain a stand-alone construction of CLE4 and derivation of its properties. Interestingly, we
do not know how to show that this construction gives the same law as CLE4 without using
the coupling with the GFF.

2.6.2 General sets A−a,b and proof of Proposition 2.2

We first construct a BTLS A−a,b such that hA takes its values in {−a, b}, for all given pairs
(a, b) such that −a 6 0 6 b and b + a ≥ 2λ. This generalizes our previous constructions
of A−λ,λ and of CLEM

4 (that will be our A−2Mλ,2Mλ). We then prove their uniqueness, the
monotonicity of A−a,b with respect to a and b, and we show that there exist no BTLS with
hA ∈ {−a, b} when b + a < 2λ (unless a or b are equal to 0, in which case one can take the
empty set).

Construction of A−a,b and measurability

We first the construct A−a,b for some ranges of values of a and b, and then describe the
general case:

• a = 0 or b = 0: We set A−a,b = ∅ and the corresponding harmonic function takes the
value 0 everywhere.

• a = −n1λ and b = n2λ, where n1 and n2 are positive integers: Note that similarly to
the construction of CLE4 in 2.21, we can iterate the construction of the set A−λ,λ.
Indeed, pick a countable number of dense z ∈ D and iterate the construction in the
component containing z until the boundary values are in {−n1λ, n2λ}.

• a+ b = 2λ: Set c := (b − a)/2 ∈ (−λ, λ) and repeat exactly the same construction as
above, except that one now traces c-level lines i.e. c− λ vs c + λ interfaces iteratively
instead of −λ vs. λ interfaces. Exactly the same construction and the same arguments
lead to the construction of a BTLS Ac−λ,c+λ such that the corresponding harmonic
function takes its values in {c−λ, c+λ}. These sets are called the boundary conformal
loop ensembles for κ = 4 in [MSW16]. Notice that in these sets each interior boundary
arc is shared by two components of the complement.

• a+ b = nλ where n > 3 is an integer : Define c ∈ (−λ, λ) such that there exists two
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non-negative integers n1, n2 with a = c−n1λ and b = c+n2λ. Starting from Ac−λ,c+λ we
now iterate copies of A−(n1−1)λ,n2λ (resp. of A−n1λ,(n2−1)λ) in the connected components
of the complement of Ac−λ,c+λ depending on the value of the harmonic function.

• General case with b+ a > 2λ: We can assume that b > λ. Let m ∈ N such that
2mλ − a ∈ (b − 2λ, b]. Define A1 := A−a,2mλ−a, and iteratively construct An in the
following way:

– If n is odd, then D\An is made of the closed union of loops with labels equal to
either −a, b or 2mλ − a. In every connected component, O, of D\An labelled
mλ−a we iterate Ab+a−4mλ,b+a−2mλ of ΓA

n
restricted to O. Define An+1 the closed

union of An with the explored sets. Then all loops of An+1 have labels −a, b or
b− 2mλ ∈ [−a,−a+ 2λ).

– If n is even, then D\An is made of the closed union of loops labelled either −a, b
or b − 2mλ. In every connected component O of D\An labelled b − 2mλ explore
A−a−b+2mλ,−a−b+4mλ of ΓA

n
restricted to O. Define An+1 the closed union of An

with the newly explored sets. It is clear that all loops of An+1 have label −a, b or
2mλ− a.

Then, A−a,b :=
⋃
An.

We make the following observations about the A−a,b constructed above:

(i) In the construction we only need to use level lines whose boundary values are in [−a, b].
(ii) For a fixed point z ∈ D a.s. we only need a finite number of level lines to construct the

loop of A−a,b surrounding z.

(iii) From the measurability of the level lines used in the construction, it follows that the
sets A−a,b are measurable with respect to the underlying GFF.

Remark 2.22 Note that A−a,2λ−a is constructed as an union of SLE4-type paths. Moreover,
each excursion of η away from ∂D is on the boundary between two connected components of
Aa (one loop labelled −a to its right and one 2λ− a loop to its left). Thus in particular the
Hausdorff dimension of an ALE is almost surely equal to 3/2. Additionally, each connected
component O of Aa is such that O ∩ ∂D 6= ∅.

Uniqueness

To show uniqueness, we follow loosely the strategy of the proof of Proposition 2.1.

Suppose that Ã is another BTLS coupled with the same GFF, such that hÃ takes its values
in {−a, b} and such that conditionally on Γ, A−a,b and Ã are independent. Consider some
z /∈ Ã and denote by O(z) the component of z in D \ Ã. Now, we claim that almost surely
no level line in the construction of the component of z in D \ A−a,b can make an excursion
inside of O(z): Indeed, suppose that with positive probability a level lines does an excursion
inside O(z). On this event, using (ii) we can consider the first level line entering O(z). Then,
on the one hand this level line cannot exit O(z) through the boundary of Ã, due to Lemma
2.18 and (i). On the other hand, it is also almost surely a simple path. Thus, it cannot exit
O(z) at all and we obtain a contradiction. As this holds for a countable dense family of z,
we obtain that A−a,b ⊆ Ã. We conclude using Lemma refmes with k = (−a+ b)/2.
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In particular, this implies that the arbitrary choices of points in the construction of A−λ,λ
and also in the constructions of A−a,b do not matter.

As we, now, know that A−a,b is a measurable function of Γ, when there are several GFFs at
hand, we sometimes write A−a,b(Γ) to be clear which GFF the set is coupled to. Sometimes,
Γ =

∑
O ΓO, where each O is a simply connected domain and ΓO is an independent GFF in O.

In those cases we write A−a,b(Γ, O) as the TVS of level −a and b of the GFF ΓO. Additionally,
note that from the uniqueness statement we have that almost surely A−a,b(Γ) = A−b,a(−Γ).

Monotonicity

Suppose [−a, b] ⊂ [−a′, b′] and −a < 0 < b with b + a > 2λ. Start with A−a,b(Γ). Inside
the connected components O of D\A−a,b labelled −a, resp. b, explore Aa−a′,a+b′(Γ

A, O), resp.
A−a′−b,b′−b(ΓA, O). We obtain a BTLS with boundary values in {−a′, b′}. By uniqueness it
follows that the obtained set is indeed equal to A−a′,b′ and by construction it contains A−a,b.

There are no BTLS A with hA ∈ {−a, b} when a and b are non-zero and a+ b < 2λ

First, one can discard the case where −a and b have the same sign because the mean value of
the field has to remain 0. When −a < 0 < b and b+ a < 2λ, suppose that A is a BTLS with
hA ∈ {−a, b}. Exploring A−a−b,−a−b+2λ in those connected components of the complement of
A where the harmonic function hA = b, we see that A ⊂ A−a,−a+2λ. In particular, note that a
connected component of D \A where the corresponding harmonic function hA is equal to −a
remains a connected component of D\A−a,−a+2λ. Such a connected component has boundary
value −a, but has no boundary arc that is shared with a component of D \A−a,−a+2λ where
the harmonic function is −a + 2λ on the other side. This leads to a contradiction with an
observation made above, because we know from the construction of A−a,−a+2λ that all interior
boundary arcs are shared by two components of the complement of this set.

2.7 Dimensions

In this section, we will give results about the fractal dimension of the sets A−a,b and of subsets
related to it.

2.7.1 Dimension of A−a,b

Let us first derive the following fact:

Proposition 2.23 For each given z, the random variable log(crad(z,D)) − log(crad(z,D \
A−a,b)) is distributed like a constant times the exit time from (−aπ/(2λ), bπ/(2λ)) by a one-
dimensional Brownian motion B started from 0.

In particular, for each given z, the probability that d(z, A−a,b) < r is (up to constants)
comparable to rs for s = s−a,b := 2λ2/(b+ a)2 as r → 0.
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Proof. Let us first focus on the case of the set A = A−λ,λ. Fix a point z ∈ D and note
that the construction of the set A is obtained via a continuously increasing family of sets
(At, t ≥ 0) that correspond to the concatenation of the various chordal SLE4(−1; 1) and
SLE4(−1) processes that one iterates. All these sets At are clearly local sets, and the value of
the corresponding harmonic function ht(z) at z is always in [−λ, λ] (as its boundary values are
in {0, λ,−λ}). Furthermore, by definition it is a local martingale, and therefore a martingale.
We know that it converges to either +λ or −λ as t→∞.

On the other hand, we know (see e.g.. [MS16a]) that when Rt is a continuously increasing
family of local sets then hRt(z) evolves like a 2λ/π times the standard Brownian motion when
parametrized by the decrease of the log-conformal radius of D\Rt seen from z. This therefore
implies that log(CR(z,D))− log(CR(z,D\A)) is distributed like the exit time of (−π/2, π/2)
by a one-dimensional Brownian motion. The tail estimate then follows from [SSW09].

Exactly the same argument can be applied to all A−a,b’s that we have constructed – one
just needs to note that in our iterative procedure, all the iterations are independent and the
harmonic functions ht always remain in [−a, b].

Note that this argument can be used to see that A−λ,λ is indeed a BTLS with upper
Minkowski dimension almost surely not larger than 3/2 and that CLE4 obtained by iterations
of A−λ,λ is indeed a BTLS (as it satisfies (3)).

More generally, this result means that the so-called expected Minkowski dimension of
A−a,b is equal to 2 − s−a,b. Using the GFF techniques (as in [MW17]), it should be then in
principle be no problem to control second moment estimates, and to see that in fact, the
Hausdorff dimension of A−a,b is almost surely equal to 2− s−a,b.

2.7.2 Dimension of boundary-intersections of loops

Let us now study the boundaries of the connected components of the complement of A−a,b.

Let A be a closed set with empty interior (as is the case for thin local sets, Lemma 1.16).
We say that ` is a loop of A if ` is the boundary of a connected component of D\A. In
our case, these boundary components are indeed Jordan curves, motivating the name loop.
Define Loop(A) as the set of loops of A, and note that A =

⋃
`∈Loop(A) `. In this context, we

say that a loop ` ∈ Loop(A−a,b) is labelled −a, resp. b, if hA−a,b restricted to the interior of `
is equal to −a, resp. b. We, sometimes, abuse notations and say that the inside of the loop
is labelled −a or b.

Let us already note that as SLE4-type loops, these loops ` have Hausdorff dimension 3/2.
We are now going to study their intersection with the boundary of the domain. A first result
in this direction is the following:

Lemma 2.24 Let a, b, δ > 0 with a+ b > 2λ. Then almost surely,

1. The loops of A−a,b with label −a are loops of A−a,b+δ with label −a.

2. A loop ` of A−a,b labelled −a touches the boundary iff a < 2λ and ` is a loop of A−a,2λ−a
labelled −a.

Proof. For the first part, note that we can construct A−a,b+δ in the following way.
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• Explore A−a,b.

• Explore A−a−b,δ(ΓA−a,b , O) inside each connected component O of D\A−a,b labelled b .

Defining A′ as the closed union of A−a,b with the newly explored sets, we see that it is a
BTLS where the harmonic functions is in {−a, b + δ}. Thus, A′ = A−a,b+δ by uniqueness
(Proposition 2.2). The claim follows because in the second step there were no explored set
inside the loops labelled −a.

For the second part, let us first assume a > 2λ and show that no loop with label −a
touches the boundary. This follows from the fact that A−2λ,2λ has the law of a CLE4 (Section
2.4) and no loop of CLE4 touches the boundary [SW12]. If b > 2λ, then A−2λ,2λ ⊆ A−a,b
by monotonicity of TVS and we see directly that there are no loops of A−a,b touching the
boundary. If b < 2λ, then from part (1) it follows that all loops of A−a,b with label −a are
also loops of A−a,2λ with the same label and thus do not touch the boundary.

Now, let us study the case a < 2λ. By using the part (i) and the fact that all loops of
A−a,2λ−a touch the boundary we get that all loops of A−a,b that are loops of A−a,2λ−a touch the
boundary. We still need to show that these are the only ones. Suppose b > −a+2λ. Then one
can construct A−a,b by first exploring A−a,2λ−a and then exploring A−2λ,b+a−2λ(Γ

A−a,2λ−a , O)
inside all connected components O of D\A−a,2λ−a with the label −a + 2λ. Thus, the loops
with label −a in A−a,b are of two types: either those with the label −a in A−a,2λ−a, or those
with the label −2λ in A−2λ,b+a−2λ(Γ

A−a,2λ−a , O). We conclude by noting that, thanks to the
previous paragraph, the latter loops do not touch the boundary of the domain.

To understand how ‘often’ the loops of A−a,b hit the boundary, we can see in [MW17, Sch17]
that the Hausdorff dimension of the intersection of an SLE4(ρ) curve in the upper half-plane
with the real line is almost surely equal to

1− (ρ+ 2)2

4

for ρ ∈ (−2, 0) (note that the case κ = 4 is stated but not proved in [MW17] but that the
techniques used there for κ 6= 4 should indeed provide the result). This implies readily the
following fact about the dimension of the intersection of the loops labelled −a in A−a,2λ−a
with the boundary:

Corollary 2.25 Let 0 < a < 2λ, and Γ a GFF in H. Then a.s. any loop of A−a,2λ−a labelled
−a either does not touch the boundary or it touches the boundary infinitely often. In the
latter case the set of intersection points has Hausdorff dimension 1− (2− a/λ)2/4.

Finally, recall that one can construct A−a,b for b > 2λ− a by first exploring A−a,2λ−a and
then exploring sets A−2λ,b+a−2λ inside the loops with the label −a + 2λ. Thus from (2) of
Lemma 2.24 and from the fact that A−a,2λ−a = ∂M where M is the union of all loops of
A−a,2λ−a with the label −a (see Remark 2.22), it follows that we can inversely reconstruct
A−a,2λ−a from A−a,b by just observing its intersection with the boundary (if we suppose that
this boundary is smooth):

Corollary 2.26 Suppose 0 < a < 2λ and that b > 2λ − a and that a 6= b. Let M be the
union of all loops of A−a,b touching the boundary with dimension 1−(2−a/λ)2/4, then almost
surely ∂M = A−a,2λ−a.
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2.8 Connectivity properties

Let us now state and derive results on the connectivity properties of the loops of A−a,b.

We will formulate these connectivity properties using two different graphs. We say that
two loops of A−a,b are ‘side-connected’ if the intersection of these two loops contains a set
that is homeomorphic to a segment; we say that the are ‘point-connected’ if their intersection
is non-empty. Consider the graphs Gs, Gp whose vertex set are the loops of A−a,b and edge
sets Es, Ep consisting of pairs of loops that are either ‘side-connected’ or ‘point-connected’
respectively. Notice that by definition Es ⊂ Ep.

We now state how the connectivity properties of the loops of A−a,b depend on a+ b:

Proposition 2.27 Let A−a,b with a, b > 0 and a + b > 2λ be a two-valued set of level −a
and b. Then

1. If a + b = 2λ, the graph Gs is equal to Gp. Additionally, it is connected, i.e. one can
pass from each loop to any other one in finite number of steps using ‘side-connections’.

2. If 2λ < a+ b < 4λ, the edge set Es is empty but the graph Gp is connected, i.e. one can
pass from each loop to any other one in finite number of steps using ‘point-connections’.

3. If a+ b > 4λ, then Ep is empty, or in other words all loops are pairwise disjoint.

4. Moreover, in all cases, any two loops with the same label are neither side-nor point-
connected, in particular Gp and Gs are bipartite.
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Figure 2.8: The three phases described in Proposition 2.27. The left picture represents
Ab−2λ,b: two loops that intersect share a whole side. The middle pictures represents A−a,b
with a ∈ (2λ − b, 4λ − b): each loops intersects with infinitely many other loops, but no
two loops share a side; also loops with the same label do not touch. The right picture is a
simulation by D. Wilson of A−2λ,2λ, in which case all loops are pairwise disjoint.

The rest of this section will be devoted to the proof of this proposition. We will prove
parts (1), (2), (3) and (4) in that order:

Proof of (1): the ALE (a+ b = 2λ)

We use the construction of the basic TVS given in Section 2.6.1; in particular recall the
notation An from this Section - here n refers to the n−th layer of level lines in the construction.
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By conformal invariance we may assume that we are working in H and that the first level
line is started from 0 and targeted to ∞.

Let us start by showing that all loops of A−a,2λ−a that also belong to A2 are connected
via a finite path in Gs. We differentiate two types of loops: those which contain a segment
joining R− to R+, and those which touch either only R+ or R−. Notice that the loops of the
second type are at a distance 1 from some loop of the first type. Thus, it suffices to prove
that the loops of the first type are connected via a finite path only using loops of the first
type, i.e., loops that will also belong to Gs. This, however, follows from the fact that the
level line is a.s. non-self-crossing, continuous up to its target point, and attains its target
point almost surely ([WW16]).

Now, notice that the rest follows inductively: indeed, any loop of A−a,2λ−a that was not
present at An, but is present at An+1 is side-connected to a loop that appears at level An.
Thus, as any loop of A−a,2λ−a appears at AN for some finite random N , we conclude that Gs

is connected.

It also follows from the construction that Gp(A
n) = Gs(A

n) and that any loops that share
a segment have different labels.

Proof of (2): the connected phase (2λ < a+ b < 4λ)

First notice that throughout this subsection it is sufficient to work in the case when a < 2λ
(otherwise we can consider A−b,a).

From the construction of An (Section 2.6.2), it follows that in this phase two loops do not
share sides. Indeed, we first construct A−a,2λ−a and then iterate TVS in loops with value
−a+ 2λ; as no loop of any TVS shares a segment with the boundary, the claim follows.

To show that A−a,b is point-connected in this regime, it suffices to prove two things:

• All loops are point-connected to a loop with label −a that touches the boundary.

• All loops labelled −a that touch the boundary are point-connected between each other.

Claim 2.28 Let 2λ 6 a + b < 4λ. Then almost surely for every loop of A−a,b there exists a
path in Gp connecting it to a loop that touches the boundary and has label −a.

Proof. When a + b = 2λ, we are in the case of an ALE, and thus all loops are point-
connected to the boundary. So suppose 2λ < a + b < 4λ. To deal with this case, recall the
very last construction of Section 2.6.2, where in this concrete case we have m = 2. Thus A−a,b
can be constructed by starting from A−a,2λ−a and then iterating ALEs inside the loops that
do not yet have value −a or b. As all loops of any ALE touch the boundary, and we iterate at
every step only in the loops that don’t have value −a or b, we see that any loop constructed
at some finite step n intersects a loop constructed at step n− 1. Thus, any loop constructed
at step n is point-connected to a boundary-touching loop via a path of (side-length) n. As
any loop is constructed at some finite random step N , the claim follows.

We now show that any two boundary touching loops with label a are point-connected.
Note that, thanks to Lemma 2.24 all boundary-touching loops of A−a,b with label −a are also
loops of A−a,2λ−a which is point-connected. Thus, it suffices to prove that any two loops with
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label −a intersecting the boundary and at a distance 2 in A−a,2λ−a are at a finite distance in
Gp(A−a,b).

But (as in the previous claim) A−a,b can be constructed by first exploring A−a,2λ−a and
then further exploring A−2λ,b+a−2λ inside the loops with label −a + 2λ. Moreover, any two
loops of A−a,2λ−a labelled −a, and that are at distance 2 in A−a,2λ−a are side-connected to a
loop of label −a + 2λ of A−a,2λ−a. In particular, to show that these two loops are at finite
distance in Gp(A−a,b), it suffices to prove the following claim:

Claim 2.29 Let 2λ 6 a′ + b′ < 4λ. Then, for any two fixed intervals of the boundary, there
is almost surely a point-connected path in Gp(A−a′,b′) going from a loop touching one interval
to another loop touching the other interval.

For simplicity, assume that we work now in D, we take again a′ = a, b′ = b and fix
two disjoint boundary arcs I = [x, y] and Ĩ = [x̃, ỹ], where the arcs are taken in a counter-
clockwise sense.

Proof of the claim. The proof is again based on choosing a particular way of construct-
ing A−a,b: we first build loops that touch I and then iteratively build loops that are of larger
and larger distance from I and go towards Ĩ. In this respect, consider A1 := η1([0,∞]), where
η1 is a (−a,−a+ 2λ) level line of from y to x. Either

• η1 hits Ĩ: then from the construction of A−a,b in Section 2.6.2 we see that η1 is part of
the boundary of a loop of A−a,b labelled −a touching both I and Ĩ and we are done.

• η1 closes at y without hitting Ĩ: in this case Ĩ belongs to the boundary of a connected
component of D\η1. By the fact that η1 is non-crossing and ends at y, we know that
the part of the level line boundary has boundary condition −a + 2λ on the side of Ĩ.
Moreover, on the other side of this level line segment we can, using an additional level
line, finish a loop labelled −a that touches I.

In the latter case we continue the construction recursively: if An does not touch Ĩ, we
continue the construction of A−a,b in On, the connected component of D\An that contains
Ĩ. We now take In to be the subset ∂On ∩ An. Notice that the extremal distance of In

to I in D\An is larger than the extremal distance to Ĩ as I. Denote In = [xn, yn] in a
counter-clockwise sense and depending on the parity of n, continue as follows:

• If n is odd, hAn is equal to −a + 2λ on In and zero on ∂On\An. Hence, as b − 2λ <
−a + 2λ < b, from Lemma 2.15 it follows that we can explore a (b − 2λ, b)-level line
ηn+1 of ΓA

n
+hAn restricted to On from xn to yn. We now have two scenarios as above:

either the level line intersects Ĩ, then we stop as above and observe that there is now
a loop with label b that joins Ĩ and In. Otherwise we set An+1 := An ∪ ηn+1([0,∞])
and note that the boundary values of hAn+1 , restricted to closed connected component
of D\An+1 containing Ĩ, are equal to b − 2λ on the level line ηn+1([0,∞]). Moreover,
on the other side of this level line segment we can, using an additional level line, finish
a loop labelled b that touches In.

• If n is even, hAn restricted to O has boundary values constant equal to b − 2λ on In
and zero elsewhere on ∂On\An. Thus, it is possible to construct a (−a,−a+ 2λ) level
line ηn+1 of ΓA

n
from yn to xn. Again, if ηn+1 intersects Ĩ we stop. If not, we observe

that the boundary values of hAn+1 , restricted to closed connected component of D\An+1

containing Ĩ, are equal to −a+ 2λ in ηn. Moreover, on the other side of this level line
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segment we can, using an additional level line, finish a loop labelled −a that touches
In.

We claim that this procedure stops at a finite (random) time N almost surely. Indeed,
by using conformal invariance of generalised level lines, we can map On to the unit disk
via φnsuch that In maps to a fixed interval. As the extremal distance between In and Ĩ is
decreasing, the φn(Ĩ) is increasing in length. As on the other hand the boundary conditions
are equal on In on even and odd steps separately, and equal to zero elsewhere on ∂On, we
conclude that the probability of hitting Ĩ before finishing at y is increasing separately in even
and odd steps (for n > 3). As this probability is non-zero to begin with (as SLE4(ρ1, ρ2)
process hits any interval that it potentially could hit wit positive probability), we see that N
is stochastically dominated by a geometric random variable of positive parameter p.

As each In is joined to I via a path of n point-connected loops of labels −a or b, it just
remains to see that we can finish the construction of A−a,b (i.e. that these loops indeed belong
to A−a,b. Notice that after the part of the construction above, it then remains to construct
A−a,b in simply connected components with possibly non-zero, but always piece-wise constant
boundary conditions with values in [−a, b]. Thus, the claim follows from Proposition 3.22,
which is just a slight generalisation of the construction in Section 2.6.2.

Proof of (3): the disconnected case (a+ b > 4λ)

In the case of a = b = 2λ, the claim follows from the fact that A−2λ,2λ has the law of
a CLE4. Now consider A−a,−a+4λ with a < 2λ. We can construct it by first exploring
A−a,2λ−a. Then, inside connected components O of D\A−a,2λ−a labelled −a+ 2λ, we explore
A−2λ,2λ(Γ

A−a,2λ−a , O). The closed union of the explored sets gives precisely A−a,−a+4λ.

We know that loops with the label −a that also belong to A−a,2λ−a do not touch each other.
But all other loops come from exploring A−2λ,2λ(Γ

A−a,2λ−a , O) in the second step. These loops
do not touch each other, nor the boundary of O, i.e. the loops with label −a.

For general a + b > 4λ, we conclude from the previous case and the monotonicity: any
loop of A−a,b is contained in the interior of some loop of A−a′,−a′+4λ for some 0 < a′ < 4λ.

Similarly, we can draw the following Corollary:

Corollary 2.30 Suppose a > 2λ. Then the loops of A−a,b with the label −a are pairwise
disjoint. Similarly if b > 2λ, then all loops with the label b are pairwise disjoint.

Proof. From Lemma 2.24, we know that loops with label −a in A−a,b remain also loops
with label −a of A−a,b+2λ. But we know that any two loops of the latter are disjoint.

Proof of (4): loops with the same label do not touch

As this is trivially true in the case a+ b > 4λ, we suppose a+ b < 4λ.

First, note that for the ALE (a+b = 2λ) this follows from the construction using level lines.
Indeed, the labels on the two sides of a level line are different, so two loops could only touch
at the endpoints of SLE4(ρ1, ρ2) excursions constructing them. But any two SLE4(ρ1, ρ2)
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excursions away from the boundary are disjoint as they correspond to excursions of Bessel-
type of processes with dimension strictly less than 2. Moreover, for the same reason none of
the excursions also touches the starting point nor the endpoint of the process.

Suppose now that 2λ < a + b < 4λ and assume WLoG that a < 2λ. Let us first show
that no two loops with label −a touch each other. As in the proof of Lemma 2.24, we can
construct A−a,b by (1) first exploring A−a,−a+2λ and then (2) exploring A−2λ,b+a−2λ inside
the connected components of D\A−a,−a+2λ with the label −a + 2λ. Now, we know that no
two loops labelled −a from step (1) can touch each other by the previous paragraph. Also,
by Lemma 2.24 no loop labelled−a constructed in step (2) touches the loops with the label
−a of step (1). Finally, by Corollary 2.30 loops labelled −a constructed in step (2) are also
pairwise disjoint.

Consider now the loops with label b. If b < 2λ, then we can argue as just above. If b > 2λ,
two loops with label b do not touch each other by Corollary 2.30.

2.9 Measurability of the labels

Note that conformal invariance of the GFF implies the conformal invariance of A−a,b and thus
the fact that P(hA−a,b(z) = −a) does not depend on z ∈ D. Using the fact that E((Γ, 1)) = 0,
we therefore see that for all z ∈ D,

P(hA−a,b(z) = −a) =
b

a+ b
and P(hA−a,b(z) = b) =

a

a+ b
.

This already indicates some sort of asymmetry between the set of points with label −a and
the set of points with label b when a 6= b.

Let us note that the construction of CLE4 recalled in Section 2.4 shows it is possible
to first sample the CLE4 A−2λ,2λ and then the labels εj using independent fair coins. The
idea is that one can define the symmetric radial SLE4(−2) using a Poisson point process of
SLE4 bubbles, which is invariant under resampling of the orientations of the bubbles, see
e.g. [WW13b]. In other words, conditionally on A−2λ,2λ the value of h−2λ,2λ in each of the
connected components is an i.i.d. family of fair coin-tosses. The labels are clearly not a
deterministic function of A−2λ,2λ.

Note that the conditional independence between the labels in different connected com-
ponents feature is specific to CLE4. For instance, for CLEM

4 the existence of a correlation
between the heights in different domains is clear from the construction.

In the case of A−λ,λ, the situation is actually quite different: Conditionally on A−λ,λ, one
single fair coin toss that decides the sign of the harmonic function at the origin is enough to
determine the harmonic function in all the other connected components of the complement
of A−λ,λ. This follows from the fact that any two neighbouring components have necessarily
different heights and from the connectivity properties stated in the previous section.

In the case of Ac−λ,c+λ for c 6= 0, as it turns out, one does not even need to toss a coin, as
the asymmetry (and conformal invariance) makes it in fact possible to detect almost surely
the sign of the harmonic function at the origin. From this point of view, it is even quite
intriguing that by iterating A−λ,λ, one obtains a CLE4 where the signs of the heights are
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independent in the different components. In fact it is possible to determine precisely to
which extent the function hA is a measurable functions of A when A−a,b.

Let us now state the main result of this section:

Proposition 2.31 Let a, b > 0 and consider the local set coupling (Γ, A−a,b, hA−a,b):

• If 2λ 6 a+ b < 4λ and a 6= b, then the labels of A−a,b are a measurable function of the
set A−a,b (or in other words hA−a,b is measurable w.r.t. A−a,b).

• If λ 6 a < 2λ, the labels of A−a,a are a measurable function of the set A−a,a and the
label of the loop surrounding 0.

• If a+ b > 4λ, the labels of A−a,b cannot be recovered only knowing A−a,b and any finite
number of labels.

Again, the proof of these facts will be based on the iterative constructions of the TVSs.
Another ingredient will be the results about the Hausdorff dimension of the A−a,b loops that
allow to detect the label associated to a loop.

The rest of this section will be devoted to the proof of this proposition:

Connected case with a 6= b (2λ 6 a+ b < 4λ)

We may again assume that a < 2λ. From Corollary 2.25 we know the label of any loop
touching the boundary with Hausdorff dimension 1−(2−a/λ)2/4 has the label −a. Moreover
by Lemma 2.24 there is some loop `a with label a that touches the boundary. But now from
Proposition 2.27 it follows that any loop ` is point-connected to `a. The label of ` is −a if
the graph distance in Gp between ` and `a is even, and b if it is odd.

Connected case with case with a = b (λ 6 a < 2λ)

The previous proof fails as loops of label ± touch the boundary with the same Hausdorff
dimension. However, as soon as we know the label of the loop surrounding 0 we can again
similarly use the connectedness of Gp to deduce the claim.

Disconnected case (a+ b > 4λ)

This case needs a bit more care. The idea is to use the fact (e.g see Section 2.4.3) that
conditionally on the set A−2λ,2λ, the labels are given by i.i.d. fair coin tosses.

In this respect, we show that there are two GFF Γ and Γ̃ such that a.s.

(a) A−a,b(Γ) = A−a,b(Γ̃).

(b) There are infinitely many loops of A−a,b(Γ), such that their loop under Γ is different than
their loop under Γ̃.

(c) Any finite subset of labels has the same value for Γ and Γ̃ with positive probability.

Note that this implies the statement, as conditionally on A−a,b and any finite subset of labels,
the (conditional) law of the rest of the labels is non-trivial.
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First let us construct this coupling when a = b > 2λ. We first sample a GFF Γ and then
explore A−a,a(Γ). We do this in two steps:

1. We explore A−2λ,2λ.

2. We explore A−a+2λ,a+2λ(Γ
A−2λ,2λ , O) in all connected components O of D\A−2λ,2λ la-

belled −2λ, and we explore A−a−2λ,a−2λ(Γ
A−2λ,2λ , O) in all connected components O

with label 2λ .

Note that in this construction the law of the TVS being explored in each component O is
the same as the law of −Γ and Γ agree.

Let us now construct Γ̃. We start by constructing A−a,a(Γ̃) and its labels. First, resample
the labels of the loops of A−2λ,2λ(Γ) independently, by tossing an independent fair coin for
each loop.

Now, inside the connected components of D\A−2λ,2λ(Γ) where the new labels agree with
the ones for A−2λ,2λ(Γ), we now just use the same set and labels as in (2). In other words,
A−a+2λ,a+2λ(Γ

A−2λ,2λ , O) or A−a−2λ,a−2λ(Γ
A−2λ,2λ , O), depending on whether the label is−2λ or

2λ respectively, and its labels. In those connected components O where the sign changed we
use again the same set, but change the sign of all the labels inside. We have thus constructed
h̃A−a,a .

Finally, define Γ̃A−a,a in some way, say by setting it equal to ΓA−a,a . Due to the equality
in law noted at the beginning, Γ̃ has the law of a GFF. Additionally, it is clear to see that Γ
and Γ̃ satisfy the desired properties.

For the general case a 6= b assume WLoG that a 6 b and define m = (b−a)/2 > 0. To have
a realization of A−a,b we can first sample A−a,m and then explore A−a−m,b−m = A−(b+a)/2,(b+a)/2

inside the loops labelled m. We can now conclude as before by realizing the coupling for
A−(b+a)/2,(b+a)/2.

Law of the labels conditioned on A−a,b in the critical case a+ b = 4λ

In the case a+ b = 4λ one can moreover precisely describe the law of the labels:

Proposition 2.32 Let 0 < a 6 2λ. Then the law of the labels of A−a,−a+4λ given A−a,−a+4λ

is the following:

• The loops touching the boundary are labelled −a.

• For each loop that does not touch the boundary we toss independent fair coins to decide
whether the label is equal to −a or −a+ 4λ.

Proof. Note that the result holds for A−2λ,2λ due to the fact that no loop touch the bound-
ary. When a < 2λ, by Lemma 2.24, as −a + 4λ > 2λ, the loops that touch the boundary
are labelled −a. The union of the loops touching the boundary is A−a,2λ−a by Remark 2.22.
All the other loops are constructed by exploring A−2λ,2λ(Γ

A−a,2λ−a , O) inside any connected
component O of D\A−a,2λ−a labelled −a + 2λ. But we know that the labels of A−2λ,2λ are
given by independent fair coin tosses.
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Some comments

Let us conclude this chapter with some comments.

We will show in Chapter 3, that two valued local sets also exist when the given GFF has
boundary values given by a piecewise constant function changing finitely many times or when
the domain D is multiply connected.

The generalisation to piecewise constant boundary data is relatively simple and follows
the same main ideas.

The case where D is n-connected requires a bit more of care as with positive probability
there are connected components of D\A−a,b that are not simply connected. This implies
that there may be connected components of D\A−a,b inside where hA−a,b is not constant.
Nevertheless, one can solve this issue by changing the definition of ‘loops’. We say that ` is
a loop of A−a,b if it is the connected component of a boundary of a connected component of
D\A−a,b.

With this new definition, we can again associate a label to each loop and we can study the
graph Gp(A−a,b). When 2λ 6 a+b < 4λ, the graph Gp(A−a,b) may have up to n+1 connected
components, each one corresponding to one connected component of the boundary. When,
a + b > 4λ, Gp(A−a,b) is again totally disconnected. To prove this for A−2λ,2λ, one needs to
use the SLE4(−2)-type construction used in Section 2.4.3, the rest of the proof is the same.

In this case an interesting question is to know the probability that some boundaries are
connected, i.e. in the case a+ b < 4λ this translates to the question of when does Gp(A−a,b)
have less than n+ 1 connected components. This is known in the 1-connected case, where it
follows from the construction and the behaviour of the derivative of hA−a,b near the boundary
(see [ALS17b]). In this case, the probability that a Brownian bridge of length equal to the
extremal length between the two boundaries does not hit −a or b. We are still working on
the more general case.

As we have already mentioned in the introduction of this thesis, one motivation for the
questions addressed in the final two sections of this chapter is that it provides an approach
to the study of natural metrics between CLE4 loops, which is a topic of some interest.



Chapter 3

First passage sets

3.1 Introduction

In the current chapter, our main focus will be the first passage set (FPS) A−a of a two-
dimensional GFF. Heuristically, this corresponds to the set of points in the domain that can
be connected to the boundary by paths along which the height of the GFF is greater or equal
to −a. In this regard, we first provide an axiomatic characterization of the continuum FPS,
and a purely continuum construction using the methods and techniques of Chapter 2.

The present chapter will also illustrate how useful the metric graph GFF can turn out to
be to study objects like first passage sets. Indeed, in the metric graph setting, first passage
sets Ã−a are well-defined: they are the points in the domain connected to the boundary via
a path staying above −a [LW16]. We will show that when the mesh of the lattice tends
to 0, the metric FPS converges to its continuous counterparts. This will enable us to give
a representation of the continuum FPS also in terms of clusters of Brownian boundary-
to-boundary excursions and Brownian loops. These type of results will hold for non-simply
connected domains and non-constant boundary conditions, which will enable us also to extend
results of [QW15] about loop-soup cluster decompositions to such settings.

A consequence of our results is the fact that the right boundary of a certain metric graph
FPS converges to the SLE4(ρ) level lines (Corollary 3.54). The proof of this is much simpler
than the proof of the convergence of level lines of the discrete GFF by Schramm and Sheffield
[SS09, SS13], a similar result in a slightly different setup.

Let us, now, give an overview of the continuum FPS and its properties. To explain its
definition, let us recall the local set coupling of a random set A with the Gaussian free field
Φ in a domain D. It is a coupling (Φ, A) such that we Φ has a Markovian decomposition
w.r.t. A, i.e., Φ = ΦA + ΦA, where ΦA is a random distribution that is harmonic on D\A
and conditional on (A,ΦA), ΦA is a GFF on D\A. We denote by hA the harmonic function
corresponding to ΦA outside of A. The local set condition can be reworded as saying that
conditional on A and ΦA, the GFF Φ on D\A is given by hA + ΦA.

Take Φ a zero-boundary two-dimensional GFF in an n-connected domain D and a > 0.
The first passage set of level−a, denoted A−a, is the only local set of Φ satisfying the following
properties:

74
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Figure 3.1: A simulation of four nested First passage sets. The first passage set A−λ with
λ =

√
π/8 is in dark blue. The difference between A−2λ and Aλ is in lighter blue, difference

between A−2λ and A−3λ in green and yellow depicts the missing part of A−4λ. Image done
by B. Werness.

• Conditional on A−a, the law of the restriction to D\A−a is that of a GFF on D\A−a
with boundary condition −a, or in other words hA−a = −a.

• The GFF on A−a is larger than −a, in the sense that for any positive test function f
we have that (ΦA−a + a, f) > 0 - that is to say ΦA−a + a is a positive measure.

This definition is, in a sense, inspired by that of the two-level sets A−a,b given in Proposition
2.2. In that case, and when D is simply connected, we defined A−a,b the only thin local sets of
the GFF such that hA ∈ {−a, b}. Here, thin means that ΦA contains no extra information on
A, i.e. for any smooth f , we have that (hA, f) = (ΦA, f). In Proposition 3.22, we generalise
this definition for n-connected domains and general boundary condition. Additionally, we
show properties analogues to those of Proposition 2.2.

The general definition of FPS for general boundary conditions u is given in Definition 3.23.
There, we also define the FPS in the other direction:

A

b will heuristically correspond to the
local set A such that hA = b and the GFF on A is smaller than b. As proved in Propositions
3.25 and 3.26 in the setting of more general boundary conditions, the first passage set

• is unique in the sense that any other local set with the above conditions is a.s. equal to
the FPS, and thus, it is a measurable with respect to the GFF it is coupled with;

• is monotone in the sense that for all a 6 a′ almost surely A−a ⊂ A−a′;

• as in the case of the Brownian motion can be constructed as a limit of two-valued local
sets, A−a = limb→∞A−a,b.

In fact the relation to two-valued sets is even stronger: we will show that the intersection
of two FPS A−a and

A

b is precisely A−a,b in the simply connected case.
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One can also show that A−a has zero Lebesgue measure but, contrary to A−a,b, its Haus-
dorff dimension is 2 and A−a is not a thin local set, i.e., Φ “charges” A−a. Moreover and
surprisingly (at least for us) ΦA−a is measurable function of just the set A−a itself (Lemma
3.33). The argument uses the recent construction of Liouville quantum gravity measures via
local sets, presented in Chapter 4, and the fact that the GFF is a measurable function of any
of its Liouville quantum gravity measures [BSS14]. Finally, we are also able to give simple
continuum derivations to several identities in law for the FPS, calculated in the metric graph
setting in [LW16] (compare Proposition 3.6 and Propositions 3.28 and 3.29).

As we have already mentioned, the other main point of the chapter is the connection of
the metric graph FPS of level −a, denoted by Ã−a, with the continuum FPS. We denote the
metric graph GFF by φ̃ and define the FPS as the set of points x in the metric graph for
which there is a path from the boundary to x such that φ̃ > −a on the whole path [LW16].
Given our knowledge on local sets, and the continuum characterisation of the FPS, it is not
hard to see that when the mesh-size goes to zero, and φ̃ converge in probability to Φ, then the
metric graph FPS converges in probability to its continuum counterpart (Proposition 3.40).
This convergence tells us that the continuum FPS corresponds to the heuristical definition
presented at the beginning of the section.

Now, we also observe that in the metric graph setting, the FPS Ã−a can be obtained from
metric graph boundary-to-boundary excursions and loops. Indeed, the FPS is given by the
closed union of all the loops that can be connected to an excursion using a path of pair-wise
intersecting loops. With some extra work on the convergence of clusters of Brownian loops
and excursions, we are then able to deduce that the same holds in the continuum (Corollary
3.46).

As a consequence, we obtain that certain level lines of the GFF are boundaries of clusters
of Brownian loops and boundary-to-boundary excursions (Corollary 3.52). In the case of
SLE4(ρ) we strengthen the results of [Wer03, WW13a], in the sense that the curves are
coupled as level lines of a GFF. Additionally, our result works for a wider range of boundary
conditions and without restriction to simply connected domains. In this way, the connection
between the Brownian paths and the GFF, known since Symanzik [Sym69] and Dynkin
[Dyn83, Dyn84a, Dyn84b] (isomorphism theorem), takes a more geometrical form. It does
not only deal with moments and the (renormalized) square of the GFF but also with interfaces
within the GFF. Another consequence is an explicit coupling between level lines of GFF-s
with different boundary conditions such that the curves coincide with positive probability
(Corollary 3.56). This coupling uses the isomorphism with Brownian loops and excursions.

The next sections of the chapter are as follows: Sections 3.2 and 3.3 contain preliminary
material. In Section 3.2 we describe the metric graph setting: we introduce the GFF on
the metric graph, the loops and excursions, Dynkin type isomorphisms and the FPS. In
Section 3 we deal with the continuum preliminaries: Brownian loop soups and excursions,
two-dimensional continuum GFF, local sets, and two-valued local sets of the GFF. In Section
3.4, we extend the theory of two-valued local sets, done in the simply-connected setting
in Section 2.6 to the finitely-connected case. After that, we define and characterise the
continuum FPS and prove several of its properties. In Section 3.5 we show that the metric
graph FPS converges to the continuum FPS. We also demonstrate the representation of the
FPS using Brownian loops and excursions and draw several consequences. We conclude with
a brief discussion about ongoing work and open questions.



77 3. First passage sets

3.2 Preliminaries on the metric graph

In this section we first recall the definition of the metric graph and of the GFF on the metric
graph , which corresponds to taking a discrete GFF on its vertices, and extending it using
Brownian bridges of length 1 on all edges. Next, we browse through the definition of measures
on loops and excursions on the metric GFF, and recall some aspects of the isomorphism
theorems. In Subsection 2.4 we define the First passage set (FPS) of the metric graph
introduced in [LW16] and bring out its representation using Brownian loops and excursions.
Finally, we recall some calculations for metric graph FPS that we are able to reproduce in
the continuum setting later on. The results in this section are either already in the literature
or are slight extensions of already existing results. For example, we extend the isomorphism
theorems on the metric graph to non-constant boundary conditions.

3.2.1 The Gaussian free field on metric graphs

We start from a finite connected undirected graph G = (V,E) with no multiple edges or self-
loops. We interpret it is as an electrical network by equipping each edge e = {x, y} ∈ E with
a conductance C(e) = C(x, y) > 0 . If x, y ∈ V , x ∼ y denotes that x and y are connected
by an edge. A special subset of vertices ∂G ⊂ V will be considered as the boundary of the
network. We assume that ∂G and V \∂G are non-empty. For x ∈ V \∂G, we denote

Ctot(x) :=
∑
y∈V
y∼x

C(x, y).

Let ∆G be the discrete Laplacian:

(∆Gf)(x) :=
∑
y∼x

C(x, y)(f(y)− f(x)).

Let EG be the Dirichlet energy:

EG(f, f) := −
∑
x∈V

∑
y∼x

f(x)(∆Gf)(x) =
∑
{x,y}∈E

C(x, y)(f(y)− f(x))2.

Let φ be the discrete Gaussian free field (GFF) on G, associated to the Dirichlet energy
EG, with boundary condition 0. That is to say, if we defined the Green’s function GG as
the inverse of −∆G, with 0 boundary conditions on ∂G, we have that φ is the only centred
Gaussian process such that for any f, g : V 7→ R

E [(φ, f1)(φ, f2)] =
∑

x,y∈V \∂G
f1(x)GG(x, y)f2(y).

We would sometimes be interested in a GFF with non-0 boundary conditions. For that
we call u : V 7→ R a boundary condition if it is harmonic function in V \∂G and when the
context is clear we identify it with its restriction to ∂G. Now note that φ+u is then the GFF
with boundary condition u. Its expectation is u and its covariance is given by the Green’s
function.



3.2. Preliminaries on the metric graph 78

Given an electrical network G, we can associate to it a metric graph, also called cable graph
or cable system, denoted G̃ . Topologically, it is a simplicial complex of degree 1, where each
edge is replaced by a continuous line segment. We also endow each such segment with a
metric such that its length is equal to the resistance C(x, y)−1, x and y being the endpoints.
One should think of it as replacing a “discrete” resistor by a “continuous” electrical wire,
where the resistance is proportional to the length.

Given a discrete GFF φ with boundary condition 0, we interpolate it to a function on G̃

by adding on each edge-line a conditional independent standard Brownian bridge. If the line
joins the vertices x and y, the endvalues of the bridge would be φ(x) and φ(y), and its length

C(x, y)−1. By doing that we get a continuous function φ̃ on G̃ (Figure 3.2). This is precisely
the metric graph GFF with 0 boundary conditions. Consider the linear interpolation of u
inside the edges, still denoted by u. φ̃+u is the metric graph GFF with boundary conditions
u. The restriction of φ̃+ u to the vertices is the discrete GFF φ+ u.

Figure 3.2: φ̃ on a square lattice. Green dots represent the values of the discrete GFF. Orange
curves are the Brownian bridges interpolating between these values.

The metric graph GFF satisfies the strong Markov property on G̃. More precisely, assume
that A is a random compact subset of G. We say that is optional for φ̃ if for every O
deterministic open subset of G, the event A ⊆ O is measurable with respect the restriction
of φ̃ to O. For simplicity we will also assume that a.s., A has finitely many connected
components. Then G̃\A has finitely many connected components too, and the closure of each
connected component is a metric graph, even if an edge of G is split among several connected
components or partially covered by A.

Proposition 3.1 (Strong Markov property, [Lup16a]) Let A be a random compact subset of

G̃, with finitely many connected components and optional for the metric graph GFF φ̃. Then
we have a Markov decomposition

φ̃ = φ̃A + φ̃A,

where, conditional on A, φ̃A is a zero boundary metric graph GFF on G̃\A independent of φ̃A
(and by convention zero on A), and φ̃A is on A the restriction of φ̃ to A and on G̃\A equals
a harmonic function h̃A, whose boundary values are given by φ̃ on ∂G ∪ A.
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3.2.2 Measures on loops and excursions

Next, we introduce the measures on loops and boundary-to-boundary excursions which ap-
pear in isomorphism theorems in discrete and metric graph settings.

Consider the nearest neighbour Markov jump process on G, with jump rates given by
the conductances, and let pGt (x, y) and PG,x,y

t be the associated transition probabilities and
bridge probability measures respectively. Let T∂G be the first time the jump process hits the
boundary G. The loop measure on G is defined to be

µG
loop(·) :=

∑
x∈V

∫ +∞

0

PG,x,x
t (·, T∂G > t)pGt (x, x)

dt

t
. (3.1)

µG
loop is a measure on nearest neighbour paths in V \∂G, parametrized by continuous time,

which at the end return to the starting point. Note that it associates an infinite mass to
trivial loops, which only stay at one given vertex. This measure was introduced by Le Jan
in [LJ07, LJ10, LJ11]. If one restricts the measure to non-trivial loops and forgets the time-
parametrisation, one gets the measure on random walk loops which appears in [LTF07, LL10].

Γ will denote the family of all finite paths parametrized by discrete time, which start and
end in ∂G, only visit ∂G at the start and at the end, and also visit V \∂G. We see a path
in Γ as the skeleton of an excursion from ∂G to itself. We introduce a measure νGexc on Γ as
follows. The mass given to an admissible path (x0, x1, . . . , xn) is

n∏
i=1

C(xi−1, xi)
n−1∏
i=1

Ctot(xi)
−1.

Note that this measure is invariant under time-reversal. For x, y ∈ ∂G, Γx,y will denote the
subset of Γ made of paths that start at x and end at y. We defined the kernel HG(x, y) on
∂G× ∂G as

HG(x, y) := νGexc(Γx,y).

It is symmetric. HG is often referred to as the discrete boundary Poisson kernel, and this is the
terminology we will use. PG,x,y

exc will denote the probability measure on excursions from x to y
parametrized by continuous time. The discrete-time skeleton of the excursion is distributed
according to the probability measure 1Γx,yHG(x, y)−1νGexc. The excursions under Pexc

x,y spend
zero time at x and y, i.e. they immediately jump away from x and jump to y at the last
moment. Conditional on the skeleton (x0, x1, . . . , xn), the holding time at xi, 1 6 i 6 n− 1,
is distributed as an exponential r.v. with mean Ctot(xi)

−1, and all the holding times are
conditional independent. To a non negative boundary condition u on ∂G we will associate
the measure

µG,u
exc :=

1

2

∑
(x,y)∈∂G×∂G

u(x)u(y)HG(x, y)PG,x,y
exc . (3.2)

Consider now the metric graph setting. We will consider on G̃ a diffusion we introduce
now. For generalities on diffusion processes on metric graphs, see [BC84, EK01]. (X̃t)t>0

will be a Feller process on G̃. The domain of its infinitesimal generator ∆G̃ will contain all
continuous functions which are C2 inside each edge and such that the second derivatives have
limits at the vertices and which are the same for every adjacent edge. On such a function f ,
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∆G̃ will act as ∆G̃f = f ′′/4, i.e. one takes the second derivative inside each edge. X̃ behaves

inside an edge like a one-dimensional Brownian motion. With our normalization of ∆G̃, it is
not a standard Brownian motion, but with variance multiplied by 1/2. When X̃ hits an edge
of degree 1, it behaves like a reflected Brownian motion near this edge. When it hits an edge
of degree 2, it behaves just like a Brownian motion, as we can always consider that the two
lines associated to the two adjacent edges form a single line. When X̃ hits a vertex of degree
at least three, then it performs Brownian excursions inside each adjacent edge, until hitting
an neighbouring vertex. Each adjacent edge will be visited infinitely many times immediately
when starting from a vertex, and there is no notion of first visited edge. The rates of small
excursions will be the same for each adjacent edge. See [Lup16a, EK01] for details.

Just as a one-dimensional Brownian motion, (X̃t)t>0 has local times. Denote m̃ the mea-

sure on G̃ such that its restriction to each edge-line is the Lebesgue measure. There is a family
of local times (Lxt (X̃))x∈G̃,t>0, adapted to the filtration of (X̃t)t>0 and jointly continuous in

(x, t), such that for any f measurable bounded function on G̃,∫ t

0

f(X̃s)ds =

∫
G̃

f(x)Lxt (X̃)dm̃(x).

On should note that in particular the local times are space-continuous at the vertices. See
[Lup16a]. Consider the continuous additive functional

(t, (X̃)06s6t) 7→
∑
x∈V

Lxt (X̃). (3.3)

It is constant outside the times X̃ spends at vertices. By performing a time change by the
inverse of the CAF (3.3), one gets a continuous-time paths on the discrete network G which
jumps to the nearest neighbours. It actually has the same law as the Markov jump process
on G with the rates of jumps given by the conductances. See [Lup16a].

The process (X̃t)t>0 has transition densities and bridge probability measures, which we

will denote pG̃t (x, y) and PG̃,x,y
t respectively. T̃∂G will denote the first time (X̃t)t>0 hits the

boundary ∂G. The loop measure on the metric graph G̃ is defined to be

µG̃
loop(·) :=

∫
G̃

∫ +∞

0

PG̃,x,x
t (·, T̃∂G > t)pG̃t (x, x)

dt

t
dm̃(x).

It has infinite total mass. This definition is the exact analogue of the definition (3.1) of the

measure on loops on discrete network G. Under the measure µG̃
loop, the loops do not hit the

boundary G̃. One can almost recover µG
loop from µG̃

loop. Just as the process (X̃t)t>0 itself, the

loops under µG̃
loop admit a continuous family of local times. One can consider the CAF (3.3)

applied to a metric graph loop γ̃ that visits at least one vertex. By performing the time-
change by the inverse of this CAF, one gets a nearest neighbour loop on the discrete network

G. The image by this map of the measure µG̃
loop, restricted to the loops that visit at least

one vertex, is µG
loop, up to a change of root (i.e. starting and endpoint) of the discrete loop.

So, if one rather considers the unrooted loops and the measures projected on the quotients,

then one obtains µG
loop as the image of µG̃

loop by a change of time. Moreover, the holding times
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at vertices of discrete network loops are equal to the increments of local times at vertices of

metric graph loops between two consecutive edge traversals. Note that µG̃
loop also puts mass

on the loops that do not visit any vertex. These loops do not matter for µG
loop. See [FR14]

for generalities on the covariance of the measure on loops by time change by an inverse of a
CAF.

On the metric graph one also has the analogue of the measure µG,u
exc on excursions from

boundary to boundary defined by (3.2). Let x ∈ ∂G and let k be the degree of x. Let ε > 0
be smaller than the smallest length of an edge adjacent to x. x1,ε, . . . , xk,ε will denote the
points inside each of the adjacent edge to x which are located at distance ε from x. The
measure on excursions from x to the boundary is obtained as the limit

µG̃,x
exc(F (γ̃)) = lim

ε→0
ε−1

k∑
i=1

Exi,ε
[
F ((X̃t)06t6T̃∂G

)
]
,

where F is any measurable bounded functional on paths. If y ∈ ∂G is another boundary

point, possibly the same, µG̃,x,y
exc will denote the restriction of µG̃,x

exc to excursions that end at y.

µG̃,y,x
exc is the image of µG̃,x,y

exc by time-reversal. If y 6= x, µG̃,x,y
exc has a finite mass, which equals

HG(x, y). To the contrary, the mass of µG̃,x,x
exc is infinite. However, the restriction of µG̃,x,x

exc to
excursions that visit V \∂G has a finite mass equal to HG(x, x).

Given u a non-negative boundary condition on ∂G, we define the following measure on
excursions from boundary to boundary on the metric graph:

µG̃,u
exc =

1

2

∑
(x,y)∈∂G×∂G

u(x)u(y)µG̃,x,y
exc .

If one restricts µG̃,u
exc to excursions that visit V \∂G and performs on these excursions the time-

change by the inverse of the CAF (3.3), one gets a measure on discrete-space continuous-time
boundary-to-boundary excursions which is exactly µG,u

exc. Particular cases of above metric
graph excursion measures were used in [Lup15].

Next we state a Markov property for the metric graph excursion measure µG̃,x
exc. Let K be

a compact connected subset of G̃. The boundary ∂K of K will be by definition the union
of the topological boundary of K as a subset of G̃ and ∂G ∩K. K is a metric graph itself.
Its set of vertices is (V ∩ K) ∪ ∂K. If an edge of G is entirely contained inside K, it will
be an edge of K and it will have the same conductance. K can also contain one or two
disjoint subsegments of an edge of G. Each subsegment is a (different) edge for K, and
the corresponding conductances are given by the inverses of the lengths of subsegments. So
K is naturally endowed with a boundary Poisson kernel (HK(x, y))x,y∈∂K and boundary-to-
boundary excursion measures (µK,x,yexc )x,y∈∂K . Note that these objects depend only on K and

∂K, and not on how K is embedded in G̃.

Proposition 3.2 Let x ∈ ∂G, and K a compact connected subset of the metric graph G̃ which
contains x and such that G̃\K 6= ∅. Denote by γ1 ◦ γ2 the concatenation of paths γ1 and γ2,
where γ1 comes first. For any F bounded measurable functional on paths, we have

µG̃,x
exc(F (γ), γ visits G̃\K) =

∑
y∈∂K\∂G

µK,x,yexc ⊗ Ey
[
F (γ1 ◦ (X̃t)06t6T̃∂G

)
]
,
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where Ey stands for the metric graph Brownian motion X̃ inside G̃, started from y.

3.2.3 Isomorphism theorems

The continuous time random walk loop-soup LG
α is a Poisson point process (PPP) of intensity

αµG
loop, α > 0. We view it as a random countable collection of loops. We will also consider

PPP-s of boundary-to-boundary excursions ΞG
u, of intensity µG,u

exc, where u : ∂G → R+ is a
non-negative boundary condition.

The occupation field of a path (γ(t))06t6tγ in G, parametrized by continuous time, is

Lx(γ) =

∫ tγ

0

1γ(t)=xdt.

The occupation field of a loop-soup LG
α is

Lx(LG
α) =

∑
γ∈LG

α

Lx(γ).

Same definition for the occupation field of ΞG
u. At the intensity parameter α = 1/2, these

occupation fields are relate to the square of GFF:

Proposition 3.3 Let u : ∂G→ R+ be a non-negative boundary condition. Take LG
1/2 and ΞG

u

independent. Then the sum of occupation fields(
Lx(LG

1/2) + Lx(ΞG
u)
)
x∈V \∂G

is distributed like (
1

2
(φ+ u)2(x)

)
x∈V \∂G

,

where φ+ u is the GFF with boundary condition u.

Proof. If u ≡ 0, there are no excursions we are in the setting of Le Jan’s isomorphism
for loop-soups ([LJ07, LJ11]). If u is constant and strictly positive, then the proposition
follows by combining Le Jan’s isomorphism and the generalized second Ray-Knight theorem
([MR06, Szn12b]). Indeed, then one can consider the whole boundary ∂G as a single vertex,
and the boundary to boundary excursions as excursions outside this vertex.

The case of u non-constant can be reduced to the previous one. We first assume that u
is strictly positive on ∂G. The general case can be obtained by taking the limit. We define
new conductances on the edges:

Ĉ(x, y) := C(x, y)u(x)u(y),

where x and y are neighbours in G. Let φ̂ be the 0 boundary GFF associated to the new
conductances Ĉ. We claim that

(φ̂(x))x∈V
(d)
= (u(x)−1φ(x))x∈V .



83 3. First passage sets

To check the identity in law one has to check the identity of energy functions:

EG(uf, uf) = −
∑
x∈V

∑
y∼x

u(x)f(x)C(x, y)(u(y)f(y)− u(x)f(x))

= −
∑
x∈V

∑
y∼x

u(x)f(x)C(x, y)u(y)(f(y)− f(x)) +
∑
x∈V

∑
y∼x

C(x, y)(u(y)− u(x))u(x)f(x)2

= −
∑
x∈V

∑
y∼x

f(x)Ĉ(x, y)(f(y)− f(x)) +
∑
x∈∂G

∑
y∼x

C(x, y)(u(y)− u(x))u(x)f(x)2

= Ê(f, f) + 0.

From the second to the third line we used that u is harmonic.

Now we can apply the case of constant boundary conditions to 1
2
(φ̂+1)2. We get that it is

distributed like the occupation field of a loop-soup of parameter α = 1/2 and an independent

Poissonian family of excursions from x̂ to x̂, both associated to the jump rates Ĉ(x, y). If on
these paths we perform the time change

dt = u(x)−2ds, (3.4)

we get LG
1/2 and ΞG

u. The time change (3.4) multiplies the occupation field by u2, which

exactly transforms (φ̂+ 1)2 into (φ+ u)2.

Note that the coupling (L(LG
1/2), L(LG

1/2) + L(ΞG
u)) is not the same as (1

2
φ2, 1

2
(φ+ u)2).

The proposition above belongs to a family of results, called isomorphism theorems, that
relate the square of a discrete Gaussian free field on a network to the occupation times of
a collection of trajectories obtained from a symmetric Markov jump process on the net-
work, such as excursions, loops and interlacements. These are the generalized first and
the second Ray-Knight theorems, Dynkin’s isomorphism, Eisenbaum’s isomorphism, Sznit-
man’s isomorphism for random interlacements and Le Jan’s isomorphism for loop-soups
([MR06, Szn12b, Kni63, Ray63, Dyn83, Dyn84a, Dyn84b, Eis95, LJ07, LJ11, Szn12a]).

On a metric graph, the isomorphism given by Proposition 3.3 still holds. But in this setting
one has a stronger version of it, which takes in account the sign of the GFF. Consider a PPP

of loops (loop-soup) LG̃
1/2 on the metric graph G̃, of intensity 1

2
µG̃

loop, and an independent PPP

of metric graph excursions from boundary to boundary, ΞG̃
u, of intensity µG̃,u

exc. For x ∈ G̃,

Lx(LG̃
1/2) is defined as the sum over the loops of the local time at x accumulated by the loops.

The occupation field Lx(ΞG̃
u) is defined similarly. Lx(ΞG̃

u) is a locally finite sum, except at
the boundary points ∂G, but there it converges to 1

2
u2. Indeed, for this limit only matter

the excursions that do not visit V \∂G, but then we are in the case of excursions of a one-

dimensional Brownian motion. To the contrary, Lx(LG̃
1/2) is a.s. an infinite sum at a fixed

point x ∈ G̃\∂G. However x 7→ Lx(LG̃
1/2) admits a continuous version ([Lup16a]), and we will

only consider it. We will also consider the clusters formed by LG̃
1/2 ∪ ΞG̃

u. Two trajectories

(loops or excursions) belong to the same cluster if there is a finite chain of trajectories which
connects the two, such that any two consecutive elements of the chain intersect each other.

The zero set of Lx(LG̃
1/2) + Lx(ΞG̃

u), which is non-empty with positive probability, is exactly
the set of points not visited by any loop or excursion. The connected components of the
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positive set of Lx(LG̃
1/2) +Lx(ΞG̃

u) are exactly the clusters of LG̃
1/2 ∪ΞG̃

u, i.e. all the trajectories

inside such a connected component belong to the same cluster. In [Lup16a] it is proved only
for clusters of loops, but one can easily generalize it to the case with excursions. Also note
that on the metric graph with positive probability the clusters of loops and excursions are
strictly larger than the ones on the discrete network, i.e. they connect more vertices. We
state next isomorphism without proof as it can be deduced from Proposition 3.3 following
the method of [Lup16a].

Proposition 3.4 Let u be a non-negative boundary condition and LG̃
1/2 and ΞG̃

u be as previ-

ously. Let σ(x) be a random sign function with values in {−1, 1}, defined on the set

{x ∈ G̃|Lx(LG̃
1/2) + Lx(ΞG̃

u) > 0},

such that

• σ(x) is constant on the connected components of its domain,

• conditional on (LG̃
1/2,Ξ

G̃
u), the value of σ(x) does not depend on the values of σ on other

connected components,

• σ(x) equals 1 if the cluster of x contains at least one excursion,

• if the cluster of x contains no excursion (or equivalently does not intersect ∂G), then

conditional on (LG̃
1/2,Ξ

G̃
u), σ(x) equals −1 or 1 with probability 1/2 each.

The definition of σ will be extended to G̃ by letting σ to equal 0 on {x ∈ G̃|Lx(LG̃
1/2)+Lx(ΞG̃

u) =

0}. Then the field (
σ(x)
√

2
(
Lx(LG

1/2) + Lx(ΞG
u)
)1/2

)
x∈G̃

is distributed like φ̃+ u, the metric graph GFF with boundary condition u.

3.2.4 First passage sets of the GFF on a metric graph

There is a natural notion of first passage sets for the metric graph GFF φ̃ + u, which are
analogues of first passage bridges for the one-dimensional Brownian motion. Let a ∈ R.
Define

Ãu−a = Ãu−a(φ̃) := {x ∈ G̃|∃γ continuous path from x to ∂G such that φ̃ > −a on γ}.

We report to Figure 3.8 for a picture of a first passage set on metric graph. Ãu−a is a compact

optional set and φ̃ + u equals −a on ∂Ãu−a\∂G. Moreover, each connected component of

Ãu−a intersects ∂G. ∂Ãu−a is the first passage set of level −a. These first passage sets were
introduced in [LW16]. From Proposition 3.4 we obtain a representation of the FPS using
Brownian loops and excursions:

Proposition 3.5 If a = 0 and the boundary condition u is non-negative, then in the coupling
of Proposition 3.4, Ãu0 is the union of topological closures of clusters of loops and excursions
that contain at least an excursions (i.e. are connected to ∂G).
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Several identities in law related to the first passage sets appear in [LW16]. In this chapter,
we will see how to prove the continuum analogues of these identities - see Propositions 3.28
and 3.29.

Let us first introduce the quantities involved. Let K1 and K2 be two compact subsets
of G̃ and for simplicity we assume that each has finitely many connected components. We
also require that ∂G ⊂ K1 ∪K2. We are interested in the quantity Reff(K1, K2), the effective
resistance between K1 and K2 in the electrical sense. If K1 ∩K2 6= ∅, then Reff(K1, K2) = 0.

Otherwise let O1, . . . , On be the connected components of G̃\(K1 ∪K2). Oi will denote the
topological closure of Oi. We will endow Oi with a boundary ∂Oi = Oi ∩ (K1 ∪K2). Then

Reff(K1, K2) =

 n∑
i=1

∑
xi∈∂Oi∩K1

∑
yi∈∂Oi∩K2

HOi
(xi, yi)

−1

> 0.

Moreover, if K1 is a compact subset of G̃ containing ∂G and K2 = {x} is just an interior point
in the complement of K1, then the effective resistance Reff(K1, {x}) is a value of a Green’s

function in the complement of K1. The Green’s function on G̃\K1 with condition 0 on K1 is

G
G̃\K1

(x1, x2) = G
G̃\K1

(x2, x1) = Ex1
[
Lx2
T̃K

(X̃)
]
,

where T̃K1 is the first hitting time of K1. The restriction of G
G̃\K1

to vertices is the discrete

Green’s function. See [Lup16a] for the expression of the interpolation to (G̃\K1)2. We have
that

Reff(K1, {x}) = G
G̃\K1

(x, x).

Now we are ready to state the proposition:

Proposition 3.6 (Lupu-Werner, [LW16]) Take −a 6 inf∂G u. We can then measure the
distance of the FPS to boundary components and interior points as follows

1. Let B ⊂ ∂G such that B and ∂G\B non-empty. Assume that the boundary condition u
is constant equal to ue < −a on ∂G\B and that −a 6 infB u. Then

Reff(B, ∂G\B)−Reff(Ãu−a\(∂G\B), ∂G\B)

is distributed like the first exit time of level −a by a Brownian bridge of length Reff(B, ∂G\B),
starting at us and ending at ue, where

us = Reff(B, ∂G\B)
∑
x∈B

∑
y∈∂G\B

HG(x, y)u(x).

2. Let x ∈ G̃\∂G. Then

Reff(∂G, {x})−Reff(Ãu−a, {x})
is distributed like the first exit time of level −a by a Brownian motion started from u(x)
and with finite life-time Reff(∂G, {x}). The event when the Brownian motion does not

hit −a on [0, Reff(∂G, {x})] corresponds to x ∈ Ãu−a.
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3.3 Continuum preliminaries

In this section we discuss about the continuum counterpart of the objects defined in the last
section. First, we go over the basic notion of distance in complex analysis - the extremal
length. Then, we discuss Brownian loop and excursion measures, and the continuum two-
dimensional GFF. Finally, we introduce local sets and bounded type local sets.

Most of the results in this section are either already in the literature or slight extensions,
e.g. as in Subsection 3.3.5 where we generalize bounded type local sets of Chapter 2 to more
general boundary conditions. The only new result is Proposition 3.14, where we show how
certain observables evolve when a local set growths according to their extremal length to a
fixed boundary component.

We denote by D ⊆ C an open planar domain with a non-empty and non-polar boundary.
By conformal invariance, we can always assume that D is a subset of the unit disk D. The
most general case that we work with are domains D such that the complement of D has
at most finitely many connected component and no complement being a singleton. Recall
that by the Riemann mapping for multiple-connected domains [Koe22], such domains D are
known to be conformally equivalent to a circle domain (i.e. to D\K, where K is a finite
union of closed disjoint disks, disjoint also from ∂D).

3.3.1 Boundary Poisson kernel and extremal length

In multiply-connected domains, the natural way to measure distances between the compo-
nents is the so-called extremal length (or extremal distance) and its reciprocal conformal
modulus. Both of the quantities are conformally invariant and extremal length is the ana-
logue of the effective resistance on electrical networks [Duf62]. We introduce it shortly here
and refer to [Ahl10], Section 4 for more details.

If ρ(z)|dz| is a metric on D conformal equivalent to the Euclidean metric, we will denote
by

Lenghtρ(γ) :=

∫
γ

ρ(z)|dz|

the ρ-length of a path γ, and by

Areaρ(D) :=

∫
D

ρ(z)2dz

the ρ-area of D. The extremal length between B1 and B2 is defined as

EL(B1,B2) = sup
ρ

inf
γ connecting
B1 and B2

Lenghtρ(γ)2

Areaρ(D)
.

The conformal modulus M(B1,B2) is then defined as EL(B1,B2)−1. We state here also a
theorem about explicit formula for the extremal distance .

Proposition 3.7 (Theorem 4-5 of [Ahl10]) Let D be finitely connected, B1 and B2 be unions
of finitely many boundary arcs, such that d(B1,B2) > 0. Then EL(B1,B2) is given by the
Dirichlet energy

∫
D
|∇ū|2 of the harmonic function ū equal to 0 on B1, 1 on B2, and having
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zero normal derivative on ∂D\(B1 ∪ B2). If B1, resp. B2, has piecewise smooth boundary∫
D
|∇ū|2 is equal to −

∫
B1
∂nū, resp.

∫
B2
∂nū, where ∂n is the outward derivative.

One can also express extremal length in terms of the Poisson kernel, which we introduce
next. Most of it is covered in [Law08], Section 5.2.

To begin with, let D 6= C be an open domain with locally analytic boundary. In this case
the boundary Poisson kernel is defined as

HD(x, y) = ∂nx∂nyGD(x, y), x, y ∈ ∂D,

where ∂nx respectively ∂ny are the normal derivatives at x respectively y. If D and D′ are
domains with locally analytic boundaries and f is a conformal transformation from D to D′,
then

HD′(f(x), f(y)) = |f ′(x)||f ′(y)|HD(x, y). (3.5)

One can see the boundary Poisson kernel as a measure on ∂D × ∂D rather than a function,
by setting

HD(dx, dy) = HD(x, y)dxdy,

where on the right-hand side dx and dy denote the length measure on ∂D. This measure
is conformal invariant by (3.5). Also note that it has infinite total mass due to diagonal
divergence.

Now consider any D, which is an open bounded domain of C, such that C\D has finitely
many connected components, none reduced to a point. Such a domain is conformally equiv-
alent to a circle domain D′ (i.e. to D\K where K is a finite union of closed disjoint disks)
[Koe20, Koe22, HS95] Thus, we can define the boundary Poisson kernel for D as a measure
HD(dx, dy) as the image of the boundary Poisson kernel of D′. This is true even in the case
∂D has locally infinite length, e.g. in the cases where the boundary “looks like” an SLE4

curve.

Finally, notice that from the definition using the Green’s function and Theorem 3.7 we
see that the extremal length introduced above can be expressed using the boundary Poisson
kernel. Indeed, let B be a union of finitely many boundary components. Then

M(B, ∂D\B) = EL(B, ∂D\B)−1 =
x

B×∂D\B
HD(dx, dy).

In general, if B1,B2 ⊆ ∂D are disjoint,

M(B1,B2) = EL(B1,B2)−1 >
x

B1×B2

HD(dx, dy).

This can be seen for example using Theorem 3.7.

3.3.2 Brownian loop and excursion measures

Next, we discuss Brownian loop and excursion measures in the continuum. Consider a non-
standard Brownian motion (Bt)t>0 on C, such that its infinitesimal generator is the Laplacian
∆, so that E [‖Bt‖2] = 4t . The reason we use a non-standard Brownian motion comes from
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the fact that the isomorphisms with the continuum GFF have nicer forms. We will denote
Pz,wt the bridge probability measures corresponding to (Bt)t>0. Given D an open subset of
C, we will denote

T∂D := inf{t > 0|Bt 6∈ D} ∈ (0,+∞].

The Brownian loop measure on D is defined as

µDloop(·) =

∫
D

∫ +∞

0

Pz,zt (·, T∂D > t)
1

4πt

dt

t
dz,

where dx denotes the Lebesgue measure on C. This is a measure on rooted loops, but it is
natural to consider unrooted loops, where one“forgets” the position of the start and endpoint.
This Brownian loop measure was introduced in [LW04], see also [Law08], Section 5.6 1 From
the definition follows that the Brownian loop measure satisfies a restriction property : if
D′ ⊂ D,

dµD
′

loop(γ) = 1γ contained in D′dµ
D
loop(γ).

It also satisfies a conformal invariance property. The image of µDloop by a conformal transfor-
mation of D is µDloop up to a change of root and time reparametrization. In particular the

measure on the range of the loop is conformal invariant. For µC
loop, there is also invariance by

polar inversions (up to change of root and reparametrization). A Brownian loop-soup in D
with intensity parameter α > 0 is a Poisson point process of intensity measure αµDloop, which
we will denote by LD

α .

Now we get to the excursion measure. Given x 6= y ∈ ∂D, PD,x,yexc will denote the probability
measure on the boundary-to-boundary Brownian excursion in D from x to y, associated
to the non-standard Brownian motion of generator ∆. Let u be a non-negative bounded
Borel-measurable function on ∂D. We define the boundary-to-boundary excursion measure
associated to u as

µD,uexc =
1

2

x

∂D×∂D
u(x)u(y)PD,x,yexc HD(dx, dy).

These excursion measure are analogous to the one on metric graphs defined in Section 3.2.2.
In the particular case of D simply connected and u positive constant on a boundary arc and
zero elsewhere, the measure µD,uexc appears in the construction of restriction measures ([LSW03]
and [Wer05], Section 4.3). Next we state without proof some fundamental properties of
these excursion measures that follow just from properties of boundary Poisson kernel and 2D
Brownian motion.

Proposition 3.8 Let D be a domain as above and u a bounded non-negative condition. The
boundary-to-boundary excursion measure µD,uexc satisfies the following properties:

1. Conformal invariance: [Proposition 5.27 of [Law08]] Let D′ be a domain conformally
equivalent to D and f a conformal transformation from D to D′. Then µD

′,u
exc is the

image of µD,uexc by f , up to a change of time ds = |f ′(γ(t))|−2dt.

2. Markov property: Let B be a compact subsets of ∂D and assume that u is supported on
B. Let K be a compact subset of D, at positive distance from B. We assume that K

1In [Law08], Section 5.6 the authors rather consider the loop measure associated to a standard Brownian
motion. This is just a matter of a change of time ds = dt/

√
2.
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has finitely many connected components. For any F bounded measurable functional on
paths, we have

µD,uexc (F (γ), γ visits K) =

∫
1γ1(0)∈BEγ1(tγ1 ) [u(BT∂D)F (γ1 ◦ (Bt)06t6T∂D)] dµD\K,1K+u1B

exc (γ1),

where γ1(tγ1) is the endpoint of the path γ1 and ◦ denotes the concatenation of paths.

The Markov property above is analogous to the Markov property on metric graphs given
by Proposition 3.2.

3.3.3 The continuum GFF

In this section, we quickly browse through basic definitions and properties of the continuous
GFF.

Recall that the (zero boundary) Gaussian Free Field (GFF) in a domain D can be viewed
as a centred Gaussian process Φ (we also sometimes write ΦD when we the domain needs
to be specified) indexed by the set of continuous functions with compact support in D, with
covariance given by

E[(Φ, f1)(Φ, f2)] =
x

D×D
f1(z)GD(z, w)f2(w)dzdw,

where GD is the Green’s function (with Dirichlet boundary conditions) in D, normalized such
that GD(z, w) ∼ (2π)−1 log(1/|z − w|) as z → w. It is often useful to write

GD(z, w) = (2π)−1 log(1/|z − w|) + gD(z, w), (3.6)

where gD(z, ·) is the harmonic function with boundary values given by (2π)−1 log(|z−x|) for
x ∈ ∂D. In simply connected domains, gD(z, z) is the log conformal radius:

gD(z, z) = log(CR(z,D)).

For this choice of normalization of G (and therefore of the GFF), we set

λ =
√
π/8.

Sometimes, other normalizations are used in the literature: If GD(z, w) ∼ c log(1/|z − w|)
as z → w, then λ should be taken to be (π/2) × √c. Note that it is in fact possible and
useful to define the random variable (Φ, µ) for any fixed Borel measure µ, provided the energys
µ(dz)µ(dw)GD(z, w) is finite.

The covariance kernel of the GFF blows up on the diagonal, which makes it impossible to
view Φ as a random function. It can, however, be shown that the GFF has a version that
lives in some space of generalized functions, what justifies the notation (Φ, f) for Φ acting
on functions f (see for example [Dub09]).

In this chapter, Φ always denotes the zero boundary GFF. We also consider GFF-s with
non-zero Dirichlet boundary conditions - they are given by Φ + u where u is some harmonic
function that is piecewise constant changing finitely many times on ∂D.
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3.3.4 Local sets: Definitions and basic properties

In this section, we only discuss items that are directly used in the current chapter. For a
more general discussion of local sets we refer to [SS13, Wer16], and for thin local sets (not
necessarily of bounded type), we refer to Chapter 1.

Even though, it is not possible to make sense of (Φ, f) when f = 1A is the indicator
function of an arbitrary random set A, local sets form a class of random sets where this is
(in a sense) possible:

Definition 3.9 (Local sets) Consider a random triple (Φ, A,ΦA), where Φ is a GFF in
D, A is a random closed subset of D and ΦA a random distribution that can be viewed as a
harmonic function when restricted to D\A. We say that A is a local set for Φ if conditionally
on (A,ΦA), ΦA := Φ− ΦA is a GFF in D\A.

Throughout this chapter, we use the notation hA : D → R for the function that is equal
to ΦA on D\A and 0 on A.

Let us list a few properties of local sets (see for instance [SS13, AS17a] for derivations and
further properties):

Lemma 3.10

1. Any local set can be coupled in a unique way with a given GFF: Let be (Φ, A,ΦA, Φ̂A),

where (Φ, A,ΦA) and (Φ, A, Φ̂A) satisfy the conditions of this definition. Then, a.s.

ΦA = Φ̂A. Thus, being a local set is a property of the coupling (Φ, A), as ΦA is a
measurable function of (Φ, A).

2. When A and B are local sets coupled with the same GFF Φ, and that (A,ΦA) and
(B,ΦB) are conditionally independent given Φ, then A ∪ B is also a local set coupled
with Φ. Additionally, B\A is a local set of ΦA with (ΦA)B\A = ΦB∪A − ΦA.

3. Let (Φ, An) be such that or all n ∈ N (Φ, An) is a local set coupling, the sets An are
increasing in n and there exists k ∈ N such that the cardinal of connected components of
An∪∂D is bounded by k. Then,

⋃
An is also a local set and ΦAn → Φ⋃

An
in probability

as n→∞.

4. Let (Φ, An) be such that or all n ∈ N (Φ, An) is a local set coupling and the sets An are
decreasing in n. Then,

⋂
An is also a local set and ΦAn → Φ⋂

n An
a.s. as n→∞.

The property (3) follows from the fact that under the conditions on An Beurling estimate
ensures that GD\An → GD\A as n→∞ (the proof is basically the same as that of Theorem
3.42).Property (4) just follows from inverse martingale theorem.

Often one is interested in a growing sequence of local sets, which we call local set processes.

Definition 3.11 (Local set process) We say that a coupling (Φ, (ηt)t>0) is a local set process
if Φ is a GFF in D, η0 ⊆ ∂D, and ηt is an increasing continuous family of local sets such
that for all stopping time τ of the filtration Ft := σ(ηs : s 6 t), (Φ, ητ ) is a local set.

Local processes can be naturally parametrized from the viewpoint of any interior point z:
the expected height hηt(z) then becomes a Brownian motion. More precisely, we have that:

Proposition 3.12 (Proposition 6.5 of [MS16a]) For any z ∈ D if (ηt)t>0 is parametrized
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such that (GD −GD\ηt)(z, z) = t, then (hηt(z))t>0 has the law of a Brownian motion.

Remark 3.13 Notice that whereas GD diverges on the diagonal, the difference of Green’s
functions can be given a canonical sense, using (3.6). In fact when D, and D\ηt are simply
connected domains, it is a difference of logarithms of conformal radii:

(GD −GD\ηt)(z, z) = log(CR(z,D))− log(CR(z,D\ηt)).

One can ask whether it is possible to similarly parametrize local set processes seen from the
boundary. As the boundary values of the GFF away from ηt do not change, one has to rather
consider the normal derivative. In order to obtain a conformally invariant quantity, notice
that if B ⊆ ∂D, then by Green’s identities the quantity

∫
B
∂nh can be given a conformally

invariant meaning:
∫
B
∂nh =

∫
D
∇h∇ū where ū is the harmonic extension of the function

that takes the value 1 on B and 0 on ∂D\B. This motivates the following proposition:

Proposition 3.14 Let D be finitely connected with all boundary components larger than a
point and let (Φ, ηt) be a local set process with Φ a GFF in D. Take B ⊆ ∂D be a union of
finitely many boundary components. Then, if ηt is parametrized by its conformal modulus,
i.e. such that

t = M(B, (∂D ∪ ηt)\B)−M(B, ∂D\B)

then Wt :=
∫
B
∂nhηt has the law of a standard Brownian motion started from 0.

Equivalently, when parametrized by the extremal length

t = EL(B, ∂D\B)− EL(B, (∂D ∪ ηt)\B),

the process

Ŵt := EL(B, (∂D ∪ ηt)\B)

∫
B

∂nhηt ,

has the law of a Brownian bridge from 0 to 0 with length EL(B, ∂D\B).

In fact this proposition can be slightly generalized to also consider cases where B is not
a whole boundary component. This has interesting consequences in terms of measuring
distances to the boundary of say the SLE4 curves, but it will appear soon elsewhere.

Proof. As the conformal modulus is the reciprocal of the extremal length, a simple calcu-
lation shows that it is enough to prove the first claim.

Using the conformal invariance both of the quantity Wt, the Gaussian free field and the
extremal length, it suffices to work in a circle domain and consider the case where B is equal
to the union of circles. In fact, for simplicity, we will only prove the case where B is equal to
a circle of radius 1. We can moreover assume that the circles of radius 1 + ε, denoted by Bε

are contained in D for all ε > 0 small enough. In this case ε−1
∫
Bε
hηt converges a.s. to hηt .

Now write hηt = Φ−Φηt . Now note that the variance of any approximation of this random
variables have

σ2
ε := E

[
(ε−1

∫
Bε

Φ)2

]
= ε−2

x

Bε×Bε

GD(z, w)dzdw,

σ2
ε,t := E

[
(ε−1

∫
Bε

Φηt)2 | ηt
]

= ε−2
x

Bε×Bε

GD\ηt(z, w)dzdw.
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As ε→ 0, both terms individually diverge. However, their difference converges to

x

B×B
∂ny∂nx(GD(x, y)−GD\ηt(x, y))dxdy

Moreover, this convergence is uniform in all sets ηt that are at extremal distance of at least
δ to B for some δ > 0,

Now, by Theorem 3.7 and the fact that ∂nxGD(x, y)dx is the Poisson kernel and we have
that this term is equal to M(B, (∂D ∪ ηt)\B) −M(B, ∂D\B). To conclude, let us first note
that a.s. ε−1

∫
B
hηt(z)→

∫
B
∂nhηt(z)dz, and that for all λ ∈ R, by first conditioning on ηt,

e−
λ2

2
(σ2
ε−σ2

ε,t)E
[
exp

(
λiε−1

∫
B

hηt(z)dz

)
| ηt
]

= e−σ
2
εE
[
(ε−1

∫
Bε

Φ)2 | ηt
]
.

We conclude using by bounding σ2
ε−σ2

ε,t by M(B, ∂D\B)−M(B, (∂D∪ηt)\B)±δ and taking
expected value.

3.3.5 Bounded type local sets

Next we discuss a specific type of local sets introduced in Chapter 2: the bounded type
local sets (BTLS). The word bounded here reflects the fact that the harmonic function hA is
bounded.

In fact, in Chapter 2 it is also required the local sets to be thin. Here, by a thin local set
we mean the following condition:

• For any smooth test function f ∈ C∞0 , the random variable (Φ, f) is almost surely equal
to (
∫
D\A hA(z)f(z)dz) + (ΦA, f).

This definition assumes that hA belongs to L1(D\A) which is the case in this chapter.
For the general definition see Section 1.15. In order to say that the union of two thin sets is
thin, it is more convenient to use a stronger condition. Indeed, it is not hard to show that
(see Proposition 1.14):

• If hA is L1(D\A) and for any compact set K ⊆ D, the Minkowski dimension of A ∩K
is strictly smaller than 2 then A is thin.

We can now define the bounded type local sets:

Definition 3.15 (BTLS) Consider a closed subset A of D and Φ a GFF in D defined on
the same probability space. Let K ∈ R+, we say that A is a K-BTLS for Φ if the following
four conditions are satisfied:

1. A is a thin local set of Φ.

2. Almost surely, |hA| ≤ K in D\A.

3. Almost surely, each connected component of A that does not intersect ∂D has a neigh-
borhood that does intersect no other connected component of A.

If A is a K-BTLS for some K, we say that it is a BTLS.
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3.3.5.1 Generalized level lines

One of the simplest family of BTLS are the generalized level lines, first described in [SS13],
that correspond to SLE4(ρ) processes.

Let D := H\⋃n
k=1Ck, where (Ck)16k6n is a finite family of disjoint closed disks, be a circle

domain in the upper half plane. Further, let u be a harmonic function in D. We say that ηt,
a curve parametrized by half plane capacity, is the generalized level line for the GFF Φ + u
in D up to a stopping time τ if for all t > 0:

(∗∗) The set η[0, t ∧ τ ] is a BTLS of the GFF Φ, with harmonic function ht := hη[0,t∧τ ]

satisfying the following properties: ht + u is a harmonic function in D\η[0,min(t, τ)]
with boundary values −λ on the left-hand side of η, +λ on the right side of η, and with
the same boundary values as u on ∂D.

The first example of level lines comes from [SS13]: Let u0 be the unique bounded harmonic
function in H with boundary condition −λ in R− and λ in R+. Then it is shown in [SS13]
that there exists a unique η satisfying (∗∗) for τ =∞, and its law is that of an SLE4.

Several subsequent papers [SS13, MS16a, WW16, PW15] have studied more general bound-
ary data in simply-connected case and also level lines in a non-simply connected setting (see
Lemma 2.17). The following Lemma is a slight variant of the latter, stopping the level lines
when we either hit another component, or we cannot continue it any longer. It is an easy
consequence of Theorem 1.1.3 of [WW16] and Corollary 2.14.

Let u be a bounded harmonic function with piecewise constant boundary data 2 such that
u(0−) < λ and u(0+) > −λ.

Lemma 3.16 (Existence of generalized level line targeted to ∞) There exists a unique law
on random simple curves (η(t), t > 0) coupled with the GFF such that (∗∗) holds for the
function u and possibly infinite stopping time τ that is defined as the first time when η hits
or accumulates at a point x ∈ ∂D\R or hits a point x ∈ R such that x > 0 and u(x+) 6 −λ
or x 6 0 and u(x−) > λ. We call η the generalized level line for the GFF Φ + u.

Notice that as the level line is parametrized using half-plane capacity, it will accumulate at
∞ if not stopped earlier. It is in general useful to know when a level line actually attains its
target point (i.e. ∞ in the previous definition). The following lemma says that a target point
is reached with positive probability if one can start a level line from this point in the opposite
direction. It follows from Theorem 1.1.6 of [WW16], absolute continuity of the GFF and
the fact that SLE4 in the unit disk from −i to i stays inside a macroscopic tube containing
neighbourhoods around i and −i with positive probability:

Lemma 3.17 Let η be a generalized level line of a GFF Φ + u. If there exists a generalized
level line of −Φ ◦ ψ − u ◦ ψ for ψ(x) = −1/x, then with positive probability we have that
η∞ =∞.

Furthermore, we also need to understand when the level lines can touch the boundary.
Let us recall Lemma 2.18:

Lemma 3.18 ( Boundary hitting of generalized level lines) Let η be a generalised level line

2Here and elsewhere this means piecewise constant that changes only finitely many times
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of Φ + u in D with u as above. Suppose u > λ in some open neighbourhood J of x ∈ ∂D.
Let τ denote the first time at which infs<t d(ηs, J) = 0. Then the probability that τ <∞ and
that ηt converges to a point in J as t→ τ− is equal to 0. This also holds if u 6 −λ in some
open neighbourhood J of x ∈ ∂D.

We formulate a simple but convenient corollary of this result. It roughly says that if in
any connected component of the complement of a local set A, the boundary conditions do
not allow the generalized level line to touch the boundary, then the level line cannot enter
inside this component. This observation was key in Chapter 2, and it follows just from the
facts that 1) a generalized level line does not hit itself 2) it has to exit such a component in
finite time. For the convenience of the reader we will present the argument here too:

Lemma 3.19 Let η be a generalized level line of a GFF Φ +u in D as above and A a BTLS
of Φ conditionally independent of η. Take z ∈ D and define O(z) the connected component of
D\A containing z. On the event where on any connected component of ∂O(z) the boundary
values of (hA + u) |O(z) are either everywhere > λ or everywhere 6 −λ , we have that a.s.
η([0,∞]) ∩O(z) = ∅.

Notice that we allow for the situation where on some boundary components the value is
> λ and on some it is 6 −λ. One of the key ingredients is the Lemma 3.11 of [SS09] that
says that for a union of conditionally independent local sets A,B the boundary values on
A ∪B do not change at any point that is of positive distance of the boundary of ∂A ∩ ∂B.

Proof. Define as Ez the event where on any connected component of ∂O(z) the bound-
ary values of (hA + u) |O(z) are either everywhere > λ or everywhere 6 −λ. Suppose for
contradiction that on the event Ez, η([0,∞]) ∩ (O(z)) 6= ∅ with positive probability.

Take ε > 0 and τ := τ(ε) the first time such that η(τ) ∈ O(z) and is at distance ε > 0
of ∂O(z). Note that under our assumption for small enough ε, the event {τ < ∞} ∩ Ez

has non-zero probability. One can verify that η̄(t) := η(t + τ) is a generalized level line of
ΦA∪η([0,τ ]) + (ΦA∪η([0,τ ]) + u). As the generalized level-line is simple continuous curve, it stays
at positive distance of ∂O(z) ∩ η([0, τ ]). Additionally, from Lemma 3.11 of [SS09] it follows
that the boundary values of (ΦA∪ητε + u) are > λ or 6 −λ around any point on ∂O(z) that
is at positive distance from η([0, τ ]). Thus from 3.18 it follows that η̄ cannot exit O(z) nor
accumulate on its boundary. On the other hand from Lemma 3.16, we have that η̄(∞) ends
at (or accumulates at) a point on ∂D that is different from any of its previously visited points.
Thus, we obtain a contradiction.

A particularly useful corollary is the following: no level line η can enter a connected
component of D\A inside which hA is smaller than the boundary values of hη.

3.3.5.2 Two-valued local sets in simply connected domains

In Section 2.6 two-valued local sets of the zero boundary GFF were introduced in the simply
connected case, which we assume to be D for convenience. Two-valued local sets are thin
local sets A such that the harmonic function hA takes precisely two values. More precisely,
take a, b > 0, and consider thin local sets A−a,b coupled with the GFF such that hA−a,b is
constant in each connected component of D\A−a,b and for all z ∈ D\A−a,b, hA−a,b ∈ {−a, b}.
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Figure 3.3: Simulation of A−λ,λ done by B. Werness.

It is somewhat more convenient to assume that the two-valued local sets and first passage
sets introduced later also by convention contain the boundary.

In Section 2.6 we dealt with the construction, measurability, uniqueness and monotonicity
of two-valued local sets in the case of the zero boundary GFF in simply connected domains.
Here we state a slight generalization of this main theorem for more general boundary values.

In this respect, let u be a bounded harmonic function with piecewise constant boundary
values. Take a, b > 0 and define u−a,b to be the part of the boundary where the values of u
are outside of [−a, b]. As long as u−a,b is empty, the harmonic function hA still takes only
two values −a and b. Otherwise, we also allow for components where some of the boundary
data for hA (corresponding to u−a,b) is not equal to −a or b. More precisely, the complement
of the two-valued set Au−a,b has two types of components O:

1. Those where ∂O ∩ ∂D is a totally disconnected set. In these components hAu−a,b + u
takes the constant value, −a or b.

2. Those where ∂O∩∂D ⊂ u−a,b. In these components hAu−a,b +u takes boundary values u

on the part ∂O ∩ ∂u−a,b and has either constant boundary value −a or b on the rest of
∂O, in such a way that hAu−a,b +u is a bounded harmonic function that is either greater
or equal to b or smaller or equal to −a throughout the whole component.

The next proposition basically says that all the properties of the zero-boundary case
generalize to the general boundary:

Proposition 3.20 Consider a bounded harmonic function u as above. If |a + b| > 2λ and
[min(u),max(u)]∩ (−a, b) 6= ∅, then it is possible to construct Au−a,b 6= ∅ coupled with a GFF
Φ . Moreover, the sets Au−a,b are

• Unique in the sense that if A′ is another BTLS coupled with the same Φ, such that a.s.
it satisfies the conditions above, then A′ = Au−a,b almost surely.
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• Measurable functions of the GFF Φ that they are coupled with.

• Monotonic in the following sense: if [−a, b] ⊂ [−a′, b′] with b + a ≥ 2λ, then almost
surely, Au−a,b ⊂ Au−a′,b′.

The proof is a simple extension of the arguments in Section 2.6. We will often refer to
those arguments in the following proof, and only explain the small modifications in greater
detail.

Proof. Construction: We know from Section 2.6.2 that the condition |a + b| > 2λ is
necessary. Also, if [min(u),max(u)] ∩ (−a, b) 6= ∅ does not hold, then the empty set satisfies
our conditions. Thus, suppose that |a + b| > 2λ and [min(u),max(u)] ∩ (−a, b) 6= ∅. Notice
that as soon as we have constructed the basic sets with |b + a| = 2λ, the rest of the proof
follows exactly as in the construction in Section 2.6.2 - one just iterates inside the components.
Moreover in this basic case, one can only concentrate on A−λ,λ as for any other (a, b) with
b = −a+ 2λ it is enough to construct Au+a−λ

−λ,λ .

So let us now see how to build Au−λ,λ. To do this, partition the boundary ∂D =
⋃n
k=1 Bk

such that each Bk is a finite segment, throughout each Bk the function u is either larger or
equal to λ, smaller or equal to −λ, or is contained in (−λ, λ), and n is as small as possible.
Call n the boundary partition size. Notice that n is finite by our assumption. We will now
show the existence by induction on n.

In fact the heart of the proof is in the case n = 2, so we will start from this. If u is,
say, larger than λ on B1 and smaller than −λ on B2, then by Lemma 3.16 we can draw a
generalized level line from one point in ∂B1 to the other one, by Lemmas 3.18 and 3.17 it
almost surely finishes at the other point of ∂B1 and decomposes the domain into components
satisfying (2).

So suppose u is larger than λ on B1 but in (−λ, λ) on B2. Then we can similarly start a
generalized level line from one point in ∂B1 targeted to the other one. Again we know that
it finishes there almost surely. It will decompose the domain into one piece that satisfies
the condition (2) and possibly infinitely many simply connected pieces that have a boundary
partition size equal to 2. We can iterate the level line in each of these components. Now for
any z ∈ D ∩Q2, denoting the local set process arising from the construction and continuing
always in the connected component containing z by Azt , we have (say from Proposition 3.12)
that hAt(z) is a martingale. We claim that from this it follows that any z is in a component
satisfying (1) or (2) above after drawing a finite number of generalized level lines. Indeed,
fix some z ∈ D ∩Q2; then any level line iterated in a component containing z that stays on
the same side of z than the previous level line will have a larger harmonic measure than the
previous one; as the sign of the level line facing z changes, we see that hAt(z) changes by a
bounded amount. This can happen only a finite number of times and thus the claim. Hence
we have shown the construction in the case n = 2.

Now, if n = 1, then the only possible case is that u takes values in (−λ, λ). In this case
the generalized level lines can be started and ended at all points of the boundary. In choosing
any two different points on the boundary and drawing a level line, we will decompose D into
simply-connected components such that their boundary partition size equal to 2 (See Figure
3.4).

For n > 3, we must have at least two Bk, say B1 and B2 (not necessarily adjacent) such
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Figure 3.4: An illustration of the first two steps in the construction of Au−λ,λ. Does it look
similar to Figure 3.3?

that |u| > λ on them. We then start our generalized level line from a possible starting point
in ∂B1 towards a possible target point (see Lemma 3.17) in ∂B2. By Lemmas 3.16, 3.17,
3.18 it stops at either at its target point or at a point between two Bi, Bj such that on both
|u| > λ. One can verify that in each of these cases, in each component cut out the boundary
partition size is strictly smaller than n.

Let us now make the following remarks

(i) In the construction we only need to use level lines of Φ + u whose boundary values are
in [−a, b].

(ii) For a fixed point z ∈ D a.s. we only need a finite number of level lines to construct the
connected component of D\Au−a,b containing z.

(iii) As none of the level lines is started inside u−a,b nor can touch u−a,b, any connected
component of u−a,b belongs entirely to the boundary of a single connected component
of D\Au−a,b. In particular each connected component O of the complement of A−a,b with
∂O ∩ ∂D 6= ∅ has only finitely many intersection points and by Lemma 2.10 we can
assign them any values, in particular those that u already takes on ∂D.

Proof. Uniqueness, measurability and monotonicity: follow exactly as in the zero-
boundary case, i.e. one follows the proof of the Proposition 2.2. The only small difference
is in the uniqueness part: The first step is to show that Au−a,b ⊂ A′. To do this one uses
the construction and Lemma 3.19 as in the zero boundary case. Now, to show the opposite
inclusion, notice that by conditions (1) and (2) we have that in any connected component O
of D\Au−a,b the boundary values of hAu−a,b + u are either bigger or equal b or smaller or equal
−a. In particular

|hAu−a,b + u+ a/2− b/2| > |hA′ + u+ a/2− b/2.|

Thus, given that A′ = A′ ∪ Au−a,b we can just use Lemma 2.9, where instead of k we use
u+ a/2− b/2 (the proof is exactly the same in this case).

Remark 3.21 In fact in the monotonicity statement, one could also include the changes in
the harmonic function: if u, u′ are two bounded harmonic function with piecewise constant
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boundary data, take δ = supH |u−u′| if [−a, b] ⊂ [−a′+ δ, b′− δ] with b+a ≥ 2λ, then almost
surely, Au−a,b ⊂ Au

′

−a′,b′. The proof just follows from the construction and Lemma 3.19.

3.4 First passage sets of the 2D continuum GFF

The aim of this section is to define the first passage sets of the 2D continuum GFF, prove its
characterization and properties. In order to do so, we first need to extend the definition of
two-valued local set to n-connected domains.

3.4.1 Two-valued local sets in n-connected domains

Recall that the two-valued sets A−a,b correspond heuristically to sets that are connected to
the zero valued boundary via a path on which the GFF takes values only in [−a, b]. If there
are several boundary components, then each component gives rise to its own exploration - it
gives the set of points that are connected via described paths to this boundary component.
Such an exploration may or may not connect to a another boundary component. Thus we
cannot expect the harmonic functions hA of two valued sets A = A−a,b take only values in
n-connected domains even for zero boundary condition: when two boundary components do
not connect via the exploration, we have to allow for non-simply connected components of
the complement of A that have different boundary values on each component.

Let u be a bounded harmonic function with piece-wise constant boundary values. Recall
that by we u−a,b denoted the part of ∂D where the values of u are outside of [−a, b].The
two-valued set Au−a,b in n-connected domains is then a BTLS such that in each connected
component O of D\Au−a,b the bounded harmonic function hAu−a,b satisfies the following con-
ditions:

(�) On every boundary component of ∂O\u−a,b the harmonic function hAu−a,b + u takes

constant value a or −b, and in ∂O∩ u−a,b it takes the value u. Additionally, we require
that in every connected component of ∂O either hAu−a,b + u 6 −a or hAu−a,b + u > b
holds.

Note that in particular when −a 6 inf u 6 supu 6 b, the condition (�) simplifies to hAu−a,b+u
takes constant values −a or b in every connected component of ∂O. We now announce the
fundamental proposition for two-valued sets in n-connected domains:

Proposition 3.22 Let D be an n-connected domain and u be a bounded harmonic function
that has piecewise constant boundary values. Consider −a < 0 < b, with a + b > 2λ. Then,
Au−a,b exist and are non-empty if [min(u),max(u)] ∩ (−a, b) 6= ∅. Moreover, Au−a,b satisfy the
following properties:

• They are unique in the sense that if A′ is another BTLS coupled with the same Φ, such
A′ satisfies (�) almost surely, Au−a,b = A′.

• They are all measurable functions of the GFF Φ that they are coupled with.

• They are monotonic in the following sense: if [a, b] ⊂ [a′, b′] and −a < 0 < b with
b+ a ≥ 2λ, then almost surely, Au−a,b ⊂ Au−a′,b′.
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• For each Au−a,b there are at most n connected components of D\Au−a,b who are not simply
connected.

We will now prove the existence and measurability. Uniqueness will be a consequence of
Lemma 3.35 and monotonicity follows from uniqueness as in the proof of Proposition 2.2.
Until then by Au−a,b we always mean the set constructed just below.

The proof is in its spirit very similar to the proof of Proposition 3.20, that itself is modelled
after Section 2.6.1 - we just need a few extra arguments to treat the multiply-connected
setting.

Proof. Construction Again we can assume that we are in the non-trivial case, in other
words that [min(u),max(u)] ∩ (−a, b) 6= ∅. As in the proof of Proposition 3.20 it suffices to
construct Au−λ,λ.

This time we need a double induction. Let N be the number of boundary components and
as in proof of Proposition 3.20. We take the minimal partition of any boundary component
Bi as Bi =

⋃ni
k=1 B

k
i , such that each Bk

i is a finite segment, throughout each Bk
i the function u

is either bigger or equal to λ, smaller or equal to −λ, or contained in (−λ, λ). Recall that we
called ni boundary partition size of Bi. We will now use induction on pairs (N,maxi6N ni).

The case (1, n) is given by Proposition 3.20. The key case is (N, 2), so let us prove this
by inducting on the number of boundary components N .

On any Bi satisfying |u| > λ, draw a generalized level line starting from one point of ∂B1
i

to the other. If it hits some other boundary component, we have reduced the number of
boundary components in each of the domains cut out and we can use induction hypothesis.
Otherwise by Lemmas 3.17, 3.18 it ends at the other point of ∂B1

i and reduces the boundary
partition size of this boundary component to 1. Hence we can suppose that the only boundary
components with boundary partition size equal to 2 have one part with u ∈ (−λ, λ).

Now pick any such component, say, B1 and suppose u is larger than λ on B1
1. Then we can

start a generalized level line from one points on ∂B1
1 towards the other one. If the generalized

level line hits some other component or cuts the domain into subdomains with strictly less
than m boundary components, we can use induction hypothesis. Otherwise we have finished
all components O such that ∂O ∩ u−a,b is non-zero. It now remains to see that all ‘inner
components’ are also finished in finite time. This follows similarly to the proof of Proposition
3.20 by using the fact that hAt(z) is a bounded martingale and converges almost surely.

Suppose now (N, n) satisfy N > 2, n > 3. Then we can similarly to the proof of Proposi-
tion 3.20 pick a generalized level line on some boundary component with boundary partition
size bigger than 2 such that by drawing it we either reduce the boundary partition size to
2 for any subdomain with N > 2, or reduce the number of boundary components in each
subdomain. Using a finite number of such lines we have reduced to either (N, 2), or (N ′, 3)
with N ′ smaller than 3.

It remains to treat the case (N, 1), if all components satisfy |u| > λ, we are done. Other-
wise, in any component with u ∈ (−λ, λ) we can start a level line from any point for some
short amount of time. This will either reduce the setting to (N, 3), (N, 2) or reduce the
number of boundary components.
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Examining closely the proof the following holds:

(i) In the construction we only need to use level lines whose boundary values are in [−a, b].
(ii) For a fixed point z ∈ D a.s. we only need a finite number of level lines to construct the

connected component of D\Au−a,b containing z.

(iii) As none of the level lines is started inside u−a,b nor can touch u−a,b, any connected
component of u−a,b belongs entirely to the boundary of a single connected component
of D\Au−a,b. In particular each connected component O of the complement of A−a,b with
∂O ∩ ∂D 6= ∅ has only finitely many intersection points and by Lemma 2.10 we can
assign them any values, in particular those that u already takes on ∂D.

(iv) Due to the construction D\Au−a,b has at most n non-simply connected components.

Proof. Measurability of the sets Au−a,b with respect to the GFF just follows from the
measurability of the level lines used in the construction and the measurability result of Propo-
sition 3.20.

3.4.2 First passage sets of the 2D continuum GFF

We are now ready to define continuum version of the First passage set (FPS). We first state
an axiomatic definition of the continuum FPS inspired by the definition of the FPS in metric
graphs (Section 3.2.4): i.e. the FPS stopped at value −a is given by all points in D that can
be connected to the boundary via a path on which the values of the GFF do not decrease
below −a. From this description it is clear that the continuum analogue has to satisfy a
Markov property: what remains outside of it, is just a −a boundary GFF. Hence it is a
local set, denoted A−a. Its harmonic function has to satisfy hA−a as we stop at value −a.
Finally the question is how to translate the property for the values, as the GFF is not defined
pointwise. The right way is to ask the distribution ΦA−a + a to be a positive measure.

The set-up is again as follows: D is a finitely-connected domain where no component
is a single point and u is a bounded harmonic function with piecewise constant boundary
conditions. Here is the definition for general boundary values:

Definition 3.23 Let a ∈ R and Φ be a GFF in the multiple-connected domain D. We define
the first passage set of (Φ, Au−a) of level −a and boundary condition u as the local set of Φ
such that ∂D ⊆ Au−a, with the following properties:

1. Inside each connected component O of D\Au−a, the harmonic function hAu−a +u is equal
to −a on ∂Au−a\∂D and equal to u on ∂D\Au−a in such a way that hAu−a + u 6 −a.

2. ΦAu−a
+ u− hAu−a > 0, i.e., for any smooth positive test function f we have (ΦAu−a

+ u−
hAu−a , f) > 0.

3. Additionally, for any connected component O of the complement of Au−a, for any ε > 0
and z ∈ ∂O and for all sufficiently small open ball Uz around z, we have that a.s.
hAu−a(z) + u(z) > min{−a, infw∈Uz∩O u(w)} − ε.

Notice that if u > −a, then the conditions (1) and (2) correspond more precisely to the
heuristic and are equivalent to

(1)’ hAu−a + u = a in D\Au−a.
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(2)’ ΦAu−a
+ u+ a > 0.

Moreover, in this case the technical condition (3) is not necessary. This condition roughly
says that nothing odd can happen at boundary values that we have not determined: those
on the intersection ∂Au−a and ∂D. This condition enters in the case u < −a: we do not
necessarily want to prescribe the value of the harmonic function at the intersection of ∂D
and ∂Au−a when we are taking the limit of the metric graph FPS. Notice that in contrast we
did prescribe the values at intersection points for two-valued sets.

Remark 3.24 One could similarly define excursions sets in the other direction, i.e. stopping
the sets from above. We denote these sets by

A

b. In this case the definition goes the same
way except that (2) should now be replaced by Φ Au

b
6 h Au

b
. Let us also remark that in Section

4 the sets

A

b are called Ab.

We start from the existence of the FPS. One way to prove the existence of FPS is to
consider the scaling limit of the metric graph FPS when the mesh size goes to zero. However,
here we provide a purely continuum construction using the two-valued sets A−a,b.

Proposition 3.25 Denote by Au−a,n the two-valued local sets coupled with the GFF Φ in the

domain D. Then for every a > 0 the local set Au−a := ∪n∈NAu−a,n is a FPS of level −a.

Proof. Let Au−a be as in the statement. Then Au−a is the closed union of nested measurable
local sets so it is a measurable local set: it is a local set by Lemma 3.10 and measurable as
a limit of measurable functions.

We first prove the condition (1) of the Definition 3.23. Take a countable dense set in D,
(zi)i∈N, and note that almost surely for all i ∈ N, zi /∈ Au−a. Consider n > supu. It suffices to
show that for any zi, there will be some finite n such that the component of the complement
of Au−a,n containing zi does not take the value n. Indeed, in this case by the definition of
two-valued sets above, it would take a value as described in (1).

Now, hAu−a,n(zi) is a martingale n and is lower bounded and thus has to converge almost
surely. It can, however, only converge when for some n it belongs to the component of the
complement of Au−a,n not taking the value n. Hence we deduce the condition (1).

The condition (3) just comes from the fact that the value at the intersection points is
prescribed by the definition of two-valued sets and it satisfies the appropriate condition.

It remains to prove (2), i.e. that ΦAu−a
+ u− hAu−a > 0. Note that for all positive f ∈ C∞0

and all n ∈ N, we have that (ΦAu−a,n
+ u − hAu−a , f) > 0. Thus, we conclude using Lemma

3.10 (iii).

Let us make the following observation about the construction above:

(i) In the construction we only need to use generalized level lines whose boundary values
are in [−a,∞), moreover these generalized level lines never hit themselves.

(ii) For a fixed point z ∈ D, it will belong to a component of the complement of Au−a,n with
value n only for a finite number of n. Thus, we need only a finite number of level lines
to construct the loop of Au−a surrounding z.

We now want to use these remarks and the techniques of Chapter 2 to prove the uniqueness
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of the FPS:

Proposition 3.26 (Uniqueness and Monotonicity of the FPS) Let (Φ, A′) be a FPS of level
−a for the GFF with boundary condition u. Then A′ = Au−a a.s. Additionally, if a 6 a′ and
u 6 u′, then Au−a ⊆ Au

′

−a′

Proof. First let us prove that if A is a local set such that almost surely ΦA > 0, then a.s.
A is a polar set. Given this condition, we have that (ΦA, 1) > 0 and due to the Markov
property we know that E[(ΦA, 1))] = 0, thus a.s. (ΦA, 1) = 0. Additionally, we know that
GD > GD\A, using again the strong Markov property we get that

x

D×D
GD(z, w)dzdw = E

[
(Φ, 1)2

]
= E

[
(Φ

D\A
G , 1)2

]
=

x

D\A×D\A
GD\A(z, w)dzdw.

Hence almost everywhere GD\A = GD, and thus A is a polar set.

We now prove the uniqueness. If Au−a ⊆ A′, we claim that then A′\Au−a is a polar set.
Consider B := A′\Au−a. From Lemma 3.10, B is a local set of the zero boundary GFF ΦAu−a .
Moreover, one can check that from our conditions on the FPS, it follows that hAu−a+u 6 hA′+u

and hence (ΦAu−a)B > 0. Thus, by the previous argument B is polar.

Now, it suffices to prove that a.s. Au−a ⊆ A′. We prove the monotonicity using arguments
similar to those of Section 2.6. Take A′ an FPS for u′ > u and a′ > a. Suppose by
contradiction, Au−a is not contained in A′. Then choosing a countable dense set in D, (zi)i∈N,
there must be some zi such that with positive probability during the construction of Au−a
a generalized level line enters the component O(zi) of the complement of A′ containing zi.
Thus, there should be some finite n ∈ N such that with positive probability, η, the nth-level
line pointed towards zi, is the first one to enter O(zi) and η ∩O(zi) 6= ∅. This is, however, in
contradiction with Lemma 3.19 and the remark just after the proof: indeed, the boundary
values of hA′ inside O(z) are equal to −a′ − u′ 6 −a − u and by the remarks above the
boundary values of η are in [−a,∞). Thus the uniqueness follows and thus monotonicity just
follows from the construction given in Lemma 3.25.

Remark 3.27 When a < 2λ one can use Lemma the construction of A−a,−a+2λ to prove the
following: take x, y ∈ ∂D. A.s. there exists one connected component O of D\A−a labelled
−a such that x and y belong, each one, to the boundary of different connected components of
D\O. In the case where D is simply connected one can use Proposition 2.24 and Proposition
5.3 of [MSW16] to prove that the connectivity properties of FPS undergoes a phase transition.
That is to say, fix two points x, y ∈ ∂D. Then, there exists a path in D ∩ A−a connecting x
and y iff a > 2λ.

3.4.3 Distance to interior points and boundary for Au
−a and Au

−a,b

We will now state and prove the continuum analogue of Proposition 3.6, that gave an exact
description of the law of the distance of Au−a and Au−a,b to interior points and boundary points
in the setting of metric graphs.

In this section it is convenient to work straight away in a circle domain, i.e. in D = D\K,
where K is a finite union of closed disjoint disks not touching ∂D. Notice that by conformal
invariance this is not a restriction (see the discussion in beginning of Section 3.3).
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In fact the distance of A−a,b to interior points was already calculated in Proposition 2.23.
Its extension to general boundary conditions, multiply-connected setting and to FPS Au−a fol-
lows exactly the same way, this is - by applying Proposition 3.12 to the level line construction
of the set. Thus we will skip the proofs of these parts.

Proposition 3.28 Let a, b > 0 such that a + b > 2λ and D as above. Moreover, let u be
a bounded harmonic function with piecewise constant boundary data changing finitely many
times. Let z ∈ D and take Wt to be a Brownian motion started from u(z) and with life-time
gD(z, z).

1. If u ⊆ [−a, b], then
GD(z, z)−GD\Au−a,b(z, z)

is distributed like the first hitting time of the set {−a, b} by Wt.

2. If u > −a, then
GD(z, z)−GD\Au−a(z, z)

is distributed like the one-sided hitting time of the level −a by Wt.

The second part of this proposition corresponds to the second part of Proposition 3.6. Also,
one should notice that in the simply connected case GD(z, z)−GD\Au−a,b(z, z) corresponds to
the change in the log of conformal radius at point z.

Now let us find the distance to boundary components, i.e. the analogue of the first part
of Proposition 3.6. Recall that until the uniqueness of two-valued sets is proved, we consider
Au−a,b just to the the one given by the level line construction given in Sub-section 4.1.

Proposition 3.29 Let a, b > 0 such that a + b > 2λ, D a multiple connected domain, and
B a union of connected components of ∂D. Moreover, let u be a bounded harmonic function
with piecewise constant boundary data changing finitely many times such that u on ∂D\B is

a constant equal to ue 6 −a. Let Ŵt be a Brownian bridge with starting point:

us := EL(B, ∂D\B)
x

B×∂D\B
u(x)HD(dx, dy)

endpoint ue, and with length EL(B, ∂D\B).

• If u ∈ [−a, b] on B, then

EL(B, ∂D\B)− EL(B ∪ (Au−a,b ∩D), ∂D\B)

has the law of the first hitting time of {−a, b} by Ŵt.

• If u > −a on B, then

EL(B, ∂D\B)− EL(B ∪ (Au−a\∂D), ∂D\B)

has the law of the first hitting time of −a by Ŵt.

The proof is very similar in spirit to that of Proposition 2.23.

Proof. We just need to prove the first part of the proposition, the latter part then follows
from Proposition 3.25. From the construction of two-valued sets in the proof of Proposition
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3.22, we know that the two-valued set can be constructed by using only level lines with
boundary values in [−a, b] that do not touch ∂D\B. We can parametrize the part of the
construction that always continues in the connected component containing ∂D\B on its
boundary using its extremal length to ∂D\B. We denote the resulting local set process
by (At)06t6τ . Here τ is the first time that this component is ready. In other words τ :=
EL(B, ∂D\B) − EL(B ∪ (Au−a,b\∂D), ∂D\B)) and moreover τ is the first time that satisfies
the following property:

� Restricted to the connected component of O of Aτ\D such that ∂D\B ⊆ ∂O, hAτ + u
is the bounded harmonic function with boundary values either −a or b in ∂O\B and
ue ∈ B.

Using Proposition 3.14 for the underlying GFF Φ, we deduce that

Ŵt := EL(B ∪ (At\∂D), ∂D\B)

(
−
∫
∂D\B

∂n(hAt + u)

)
+ ue

is a Brownian bridge from us to ue and of length EL(B, ∂D\B). From an explicit calculation
using Green’s identities and Theorem 3.1 we see that:

EL(B, ∂D\B)
x

B×∂D\B
u(x)HD(dx, dy) = −EL(B, ∂D\B)

∫
∂D\B

∂nu(x)dx+ ue.

Moreover, similarly we obtain that � is equivalent to Ŵτ ∈ {−a, b}. Indeed, assuming for
example that we get the boundary values −a on ∂O\B, we can calculate using Theorem 3.7
that

Ŵτ = (a+ ue) EL(B ∪ (Aτ\∂D), ∂D\B)

∫
∂D\xB

∂nū(x) + ue = −a.

Here ū is the bounded harmonic function with values 0 in ∂D\B and 1 in B∪Aτ . The same

calculation yields that for all times smaller than τ , Ŵτ ∈ (−a, b), from where we conclude.

Let us point out the following corollary

Corollary 3.30 Let Au−a be an FPS with boundary condition u of Φ, where u is a bounded
harmonic function with piecewise constant boundary data. Then Au−a ∩ D is at positive
distance of any connected component of ∂D where u 6 −a.

Notice that if only a part of the boundary satisfies u 6 −a, then we also know that the FPS
stays at a positive distance of any point on this interval. Indeed, this follows from the level
line construction: we know from the proof of Proposition 3.22 and the remarks following the
proof that for Au−a,b any connected set of u−a,b is entirely part of the boundary of a component
of D\A−a,b; on the other hand we also know that any component with hAu−a,b + u 6 −a in
the complement of Au−a,b, will also be a component of the complement of Au−a. Putting this
together we conclude:

Corollary 3.31 Let Au−a be an FPS with boundary condition u of Φ, where u is a bounded
harmonic function with piecewise constant boundary data. Then Au−a ∩ D is at positive
distance of any connected J ⊆ ∂D where there is an open neighbourhood Jε such that u(x) 6
−a for all x ∈ Jε ∩ ∂D.
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3.4.4 Level lines as boundaries of FPS

Now, let us see that level line can be seen as the boundary of certain FPS. Let D be finitely
connected domain and ∂extD be the outermost connected component of ∂D, that is to say the
one that separates D from infinity. We consider two boundary points x0 6= y0 ∈ ∂extD that
split ∂extD in two boundary arcs, B1 and B2 such that y0,B2, x0 come in clockwise order.
Assume that u is a harmonic function such that on the boundary it is piecewise constant, it
is smaller than or equal to −λ on B2, infB1 u > −λ and inf∂D\∂extD u > λ. Note that thanks
to Lemma 3.16 there is a generalized level line η of Φ + u starting at y0 and targeted at x0.

Corollary 3.32 Let u be as above and Φ be a GFF in D. Then, there exists a connected
component O of D\Au−λ such that it contains B2 on its boundary as well as the generalized
level line of Φ + u from y0 to x0.

Proof. This basically just follows from the uniqueness of the FPS, i.e. Proposition 3.26.

First, construct η, the generalized level line of φ + u from y0 to x0. By Lemma 3.18 it
intersects B2 only at y0 and x0 and it does not intersect ∂D\∂B(0, 1). Denote by O the
connected component of D\η([0,∞]) containing B2 on its boundary: i.e. when we denote
by ∂extO the outermost connected component of its boundary, then it holds that ∂extO =
B2 ∪ η([0,∞]). To construct the FPS of level −λ in D it remains to construct the FPS of
level −λ inside each connected component of D\η([0,∞]).

If all of the boundary components of ∂D\∂extD are outside of O, then we can see that O
remains fixed in the remaining construction and thus by the uniqueness of FPS is a component
of the complement of Au−λ.

If some of them are inside O, we have to make sure that the FPS of level −λ construced
inside O does not touch B2 ∪ η([0,∞]). To do this, notice that the boundary values of
∂extO = B2 ∪ η([0,∞]) are bounded from above by −λ. Thus by Corollary the FPS of level
−λ inside O stays at positive distance of ∂extO = B2 ∪ η([0,∞]).

3.4.5 Measurability of ΦAu
−a

Corollary 3.31 implies that in the coupling (Φ, Au−λ), the harmonic extension hAu−a is a mea-
surable function only of the set Au−a. In a sense, this just follows from condition (1) of the
definition. A bit surprisingly, it comes out that ΦAu−a

is also measurable function of Au−a.
Notice that this is not true in the case of the graph metric FPS. The proof is short and
uses the construction of the Liouville quantum gravity (LQG) measure via the local sets of
the GFF in Chapter 4. For an introduction to the LQG see [DS11, Ber15a]. Here we just
recall that the subcritical Liouville measure µγ corresponding to the parameter γ ∈ (0, 2) is
the limit in probability of dµεγ(z) := εγ

2/2 exp(γΦε(z))dz where by Φε(z) we mean the circle
average of the GFF Φ on the circle of radius ε around the point z.

Proposition 3.33 Let Φ be a GFF in D. We have that ΦAu−a
is a measurable function of

the set Au−a.

In fact it is clearer to prove the claim for the sets

Au
b . The ones that will be used in
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Chapter 4 (see Remark 3.24) and then we can take γ positive.

Proof. To prove the measurability of Φ Au
b
, take 0 < γ < 2 and define µγ the γ−LQG

measure corresponding to Φ. The proof is based on three measurability statements:

1. Φ Au
b

is a measurable function of Φ: this follows from Lemma 3.25.

2. µγ is a measurable function of

Au
b , Φ

Au
b and h Au

−a : this follows basically from the proof
of Proposition 4.7.

3. Φ is a measurable function of µγ for a fixed γ < 2: this is Theorem 1.1 of [BSS14].

Indeed, in the proof of Proposition 4.7 (see also Section 4.5) it is shown that almost surely
as measures on D

eγuµDγ (Φ) = exp
(
γ
(
u+ h Au

b

))
µ
D\ Au

b
γ (Φ

Au
b ).

Thus, if F is a bounded measurable function, we have that

F (Φ Au
b
) = E

[
F (Φ Au

b
) | Φ

]
= E

[
F (Φ Au

b
) | µDγ (Φ)

]
= E

[
F (Φ Au

b
) | Au

b ,Φ

Au
b , h Au

b

]
.

Note that h Au
b

is a measurable function of

Au
b . Additionally, when A is a local set, then from

the definition it follows that ΦA and ΦA are conditionally independent given A. Hence

E
[
F (Φ Au

b
) | Au

b ,Φ

Au
b , h Au

−a

]
= E

[
F (Φ Au

b
) | Au

b ,Φ

Au
b
]

= E
[
F (Φ Au

b
) | Au

b

]
This proves the proposition.

Remark 3.34 Using the fact that the GFF can be seen as the derivative in γ at γ = 0 of
the Liouville measure, one can deduce an explicit expression for the measure on

Au
b :

lim
γ→0+

γ

∫
D\ Au

b

| log(d(z,

Au
b ))|d(z,

Au
b )

γ2

2 dz.

This has an interpretation as a generalized Minkowski content with gauge
√
| log ε|. To see

this take γ =
√
| log ε|−1

and observe that points at distance d = ε from the boundary then
maximize the integrand, which is then of constant order. Work in progress suggests that the
measure Φ Au

b
+ u − h Au

b
is up to a bounded multiplicative constants equal to the Minkowski

content.

3.4.6 Uniqueness and monotonicity of Au
−a,b

In this subsection we will prove that Au−a,b is the only BTLS satisfying (�). The monotonicity
then follows as in the proof of Proposition 2.2.

To prove the uniqueness of Au−a,b, we show that it can represented as a simple function of
Au−a and

Au
b , and then use the uniqueness of the FPS.

We say that a set A ⊆ D is connected to the boundary if every connected component of
A ∪ ∂D contains at least one boundary component of ∂D.

Proposition 3.35 Let Φ be a GFF in an n-connected domain D. Then almost surely the
union of the components of Au−a ∩

Au
b that are connected to boundary is equal to Au−a,b. In

particular, if D is simply connected we have that Au−a,b = Au−a ∩

Au
b
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Proof. From the monotonicity of two-valued sets (Proposition 3.22) and the construction
of the FPS (Lemma 3.25) we see that for any n > a ∨ b, we have that Au−a,b ⊆ Au−a,n ⊆ Au−a
and Au−a,b ⊆ Au−n,b ⊆

Au
b . Hence Au−a,b ⊆ Au−a ∩

Au
b . Moreover, as by construction Au−a,b

is connected to the boundary, we deduce that Au−a,b is contained on the union of connected
components of Au−a ∩

Au
b that are connected to the boundary.

We will now prove the converse inclusion. To do this, it suffices to show that for any
connected component of the complement of A−a,b, it is contained in either the complement
of Au−a, in the complement of

Au
b , or its intersection with Au−a ∩

Au
b is not connected to the

boundary.

First, let us consider components of the complement of A−a,b where hAu−a,b + u is less

or equal −a. By construction of the FPS (Lemma 3.25), we see that such a component is
also a connected component of D\Au−a. Similarly, if hAu−a,b + u is greater ot equal to b in a

component, then this component is a component of the complement of D\ Au
b .

Thus it remains to deal with components O of D\Au−a,b which have more than one bound-
ary component, and where u takes values that less than or equal to −a on some of the
boundary components, and values that are greater than or equal to b on all the other bound-
ary components. Pick one such component O.

Now, by the uniqueness of the FPS (Proposition 3.26) we know that in order to construct
the part of FPS Au−a intersecting O, we can first take Au−a,b, and then construct the FPS of
level −a in O. But now, by Corollary 3.30 we know that an FPS of level −a inside O cannot
touch any part of the boundary where u is smaller than or equal to −a. But similarly we see
that the part of FPS

Au
b intersecting O, cannot touch the boundary of O where u is larger

than or equal to b. Hence the intersection of Au−a ∩

Au
b ∩O cannot touch the boundary of O

and hence is not connected to the boundary of D. The proposition follows.

Figure 3.5: Graphical evidence of Lemma 3.35: On the left A−λ, on the right

A

λ and in the
middle A−λ,λ. Simulation done by B. Werness.

We are now ready to prove the uniqueness of two-valued sets Au−a,b for general boundary
data in n-connected domains. See Proposition 3.22 for the setting and precise statement.

Uniqueness of two-valued sets. In the proof of Proposition 3.22, we showed the exis-
tence of a two-valued set. Denote this set by Au−a,b. Suppose A′ is another two-valued set
coupled with the same GFF, i.e. it satisfies the condition (�) given just before Proposition
3.22.

First, notice that A′ has to be connected to the boundary: indeed, suppose for contra-
diction that there is a component B of A′ that is not connected to the boundary. Consider
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the component O of D\B that has D on part of its boundary, and let B = ∂O ∩B. WLOG
suppose that the boundary conditions on B are smaller or equal to −a. Then as in the last
paragraph of proof of Lemma 3.35, we see that the FPS of height −a will also contain this
component, and moreover it will also not be connected to the boundary. However, from the
construction (Proposition 3.25) and uniqueness of the FPS (Proposition 3.26) we know that
the FPS is connected to the boundary.

Now, inspecting the proof of Lemma 3.35, we conclude that exactly the same proof gives
that almost surely the union of the components of Au−a ∩

Au
b that are connected to boundary

is equal to A′. But we know from Lemma 3.35 that it is equal to Au−a,b and the claim follows.

3.5 Relating the first passage sets on metric graphs and

in continuum

In this section we show that the metric graph FPS converges to the continuum FPS and draw
several consequences. After detailing the set-up, we prove the convergence in probability of
the metric graph FPS towards its continuum counterpart. This follows rather simply from
general theory of local sets and the continuum characterization of the FPS. Next, we extend
the results of [Lup15] on the convergence of loop soup clusters to derive the equivalent of
Lemma 3.5 in the continuum, i.e. we show that first passage sets can be represented using
Brownian loops and excursions. Finally, we derive some corollaries involving level lines of the
GFF. For example, we prove the convergence of certain interfaces of the metric graph GFF
towards generalized level lines, and thus in particular towards SLE4(ρ) processes.

3.5.1 Set-up and basic convergence results

In this section we review some basic convergence results for random closed sets, random fields
and path measures. Most of the content is standard, but slightly reworded and reinterpreted.
For simplicity we restrict ourselves to Z̃2

n, the metric graph induced by vertices (2−nZ)2 and
with unit conductances on every edge. However, we believe that the convergence results we
obtain may be extended without problem to isoradial graphs. We consider our metric graph
Z̃2
n to be naturally embedded in C, and when we mention distances and diameters for objects

living on metric graphs, we always consider the Euclidean distance inherited from C.

3.5.1.1 Topologies and convergences on sets and functions

We work with multiply-connected bounded domains D. For us, domains are by definition
connected. We approximate them with metric graph domains obtained as intersections of
Z̃2
n with open subsets of C, i.e. by D̃n = Z̃2

n ∩ Dn, where Dn → D in an appropriate sense
detailed below. We say that such an approximation satisfies the condition � if

� There exists C,C ′ > 0 such that Dn ⊆ [−C,C]2, and the amounts of connected com-
ponents of C\Dn is less or equal to C ′.
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We say that a sequence of metric graph pointed domains (D̃n, zn) satisfy � if Dn satisfies �.
Sometimes we also need to work with open sets that are non connected, but have at most
countably many connected components (e.g. the complement of a CLE4 carpet). The same
condition makes sense in this case too.

We use the following topologies for open and closed sets:

• For open domains Dz with a marked point z ∈ Dz, we work with the Carathéodory
topology: (Dn, zn) converges to (Dz, z) in the sense of Carathéodory if

1. zn → z,

2. Dz ⊆ ∪N∈N ∩n>N Dn,

3. for any x ∈ ∂D there are xn ∈ ∂Dn with xn → x.

Notice that in this wording we do not have to assume simply-connectedness and indeed,
the Carathéodory topology generalizes nicely to multiply-connected setting (e.g. see
[Com13] and references within in this case).

• For closed sets, we work with the Hausdorff distance: the distance between two sets
A,B is the infimum over ε > 0 such that A ⊂ B +B(0, ε) and B ⊂ A+B(0, ε), where
B(0, ε) is the unit disk of radius ε and we consider the Minkowski sum. Note that the
ensemble of closed sets such that its complement is contained in [−C,C]2 is compact
for the Hausdorff topology.

• For open sets D that may not be connected, it is convenient to consider the Hausdorff
distance on their complements. In this case, Dn → D implies the Carathéodory con-
vergence for any pointed connected component (Dz, z) of D, see for example Theorem
1 of [Com13].

We are interested also in the convergence of functions on D̃n = Z̃2
n ∩Dn to (generalized)

functions on D. In fact, it is more convenient to look at functions to be defined on a fixed
domain [−C,C]2 containing D and Dn. Thus we extend the functions on D̃n to the whole

of [−C,C]2 by extending it harmonically outside of D̃n, in particular inside the square faces

delimited by D̃n. In the case of the metric graph GFF φ̃, its extension is still a Gaussian
process. We silently use these extensions everywhere when talking about the convergences
and often omit the word ‘extension’ for readability. If we want to be explicit, we use the
decoration ̂ for extensions, in particular ĜD̃n

will denote the Green’s function of the metric

graph GFF defined on D̃n and extended to [−C,C]2.

Both harmonic functions and GFF-s can be considered on any open set. If Φ is a GFF in
D, then we can write Φ =

∑
Dz ΦDz where the sum runs on the connected components Dz of

D and where ΦDz is a GFF in Dz independent of all the others. We consider the following
topologies:

• For convergence of (the extensions of) harmonic function we use the uniform norm on
compact subsets of D. We avoid ∂D because we want to allow for a finite number of
jumps on ∂D.

• For GFF-s on metric graphs, it is convenient to work (with their extensions) in the
Sobolev space H−1−ε([−C,C]2). For background on Sobolev spaces we refer the reader
to e.g. [AF03].

We will shortly see that these convergences are well-behaved. A key ingredient, that we



3.5. Relating the first passage sets on metric graphs and in continuum 110

will also use later, is the weak Beurling estimate (see for e.g. Proposition 2.11 of [CS11] for
the discrete case and Proposition 3.73 of [Law08] for the continuum case):

Lemma 3.36 (Beurling estimate) There exists β > 0 such that for all K ⊆ Z̃2
n with C

connected components all of them with size at least δ, and for all z ∈ Z̃2
n\K and ε 6 δ/2

Px(X̃ hits B(z, ε) before hitting K) 6 const(C, δ)

(
d(z,K)

ε

)β
,

where X̃ is a metric graph Brownian motion started at z. The same estimate holds in the
continuum, i.e. if we replace Z̃2

n by C and consider the two-dimensional Brownian motion.

The following lemma is basically contained in [CS11] Proposition 3.3 and Corollary 3.11.
Although the statements there include more stringent conditions (like boundaries being given
by Jordan curves and simply-connectedness), one can verify that this is not really used in the
proofs. For similar statements one can also see Proposition 3.5 and Lemma A.1 in [BL14].

Lemma 3.37 Suppose (Dn)n∈N are open sets that satisfy condition �, and Dn → D in the
sense that their complements converge in the Hausdorff topology. Then, we have that:

1. If H is a bounded function on [−C,C]2 with at most a finite number of discontinuity
points on ∂D and continuous elsewhere, then the (extensions of the) harmonic functions

defined on D̃n by boundary values given by H converge to the unique harmonic function
with boundary values H.

2. For continuous bounded f defined on QC = [−C,C]2 we have that,

lim
n→+∞

x

QC×Qc
f(z)ĜD̃n

(z, w)f(w)dzdw =
x

QC×QC

f(z)GD(z, w)f(w)dzdw,

where ĜD̃n
is the Green’s function of the extension of the metric graph GFF.

Similarly, for any connected component Dz of D containing z, if (Dn, zn) converge towards
(D, z) in the Carathéodory sense, then the statements also hold.

Proof. As commented on above, the proofs are basically contained in [CS11]. Hence we
will only sketch the steps with appropriate references.

1. Pre-compactness in the uniform norm on compacts of D, and harmonicity outside of
∂D both follow from the proof of Proposition 3.1 in [CS11]. In particular, we know that
each subsequential limit is a bounded harmonic function. To determine the boundary
values one finally uses Beurling estimate as in the proof of Proposition 3.3 in [CS11].

2. The convergence of the (extension of the) discrete Green’s function on [−C,C]2∩Zn to
the continuum Green’s function on [−C,C]2 is well-known and can be explicitly shown
via eigenfunction expansion of the Green’s function. The convergence of G[−C,C]2∩Z̃n
and Ĝ[−C,C]2∩Z̃n follows.

For the general case, note that function ĜD̃n
(z, ·)−G[−C,C]2∩Z̃2

n
(z, ·) is harmonic outside

far of ∂Dn with uniformly bounded boundary values. Thus it converges by (1). To de-

duce the convergence of the integral one finally uses the known fact that Ĝ[−C,C]2∩Z̃2
n
(z, w) 6

c(log(‖z − w‖) + 1) and dominated convergence. For more details see e.g. Proposition
3.5 of [BL14].
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We can now deduce a useful corollary for the convergence of the metric GFF-s:

Corollary 3.38 Suppose (Dn)n∈N are open sets that satisfy condition �, Dn → D in the
sense that their complements converge in the Hausdorff topology. Then the (extensions of

the) metric graph GFF-s on D̃n converge to a GFF on D. Moreover, for any connected
component Dz of D containing z, if (Dn, zn) converge towards (D, z) in the Carathéodory
sense, then the restrictions of φ̃ to D converge to a zero boundary GFF on D.

Proof. Lemma 3.37 (2) guarantees finite-dimensional convergence, thus it remains to prove
tightness. The norm of the Sobolev space H−1(D) is given by (e.g. see [Dub09], Section 4.2.)

‖f‖2
H−1 =

x

D×D
f(z)GD(z, w)f(w)dzdw.

But using Lemma 3.37 (2) and denoting QC = [−C,C]2 we can explicitly calculate to see
that

sup
n∈N

E
[
‖φ̃n‖2

H−1(QC)

]
= sup

n∈N

x

QC×QC

ĜD̃n
(z, w)GD(z, w)dzdw <∞.

Hence by the Sobolev embedding theorem, we have that (φ̃n)n∈N is tight in H−1−ε([−C,C]2)
for any ε > 0 and the convergence follows.

The latter part follows similarly.

3.5.1.2 Topologies and convergences on loops and excursions

Now let LD
α and LD̃n

α , be respectively a continuum and a metric graph loop-soup. Moreover

for u positive on ∂D and un positive on ∂D̃n, let ΞD
u and ΞD̃n

un be respectively independent PPP
of boundary-to-boundary Brownian excursions of intensity µD,uexc and boundary-to-boundary

metric graph excursions of intensity µD̃n,unexc . We use the following topologies when we work
with for the measures of paths, i.e. excursions and loops:

• It suffices to consider paths as closed subsets in D, i.e. to work with Hausdorff distance.

• For sets of paths (Γn)n∈N, we consider for each ε the subset Γεn of Γn, consisting of paths
that have diameter larger than ε. We say that (Γn)n∈N converges to Γ if for all dyadic
ε > 0, we have that Γεn is finite, each element of Γεn converges to some element in Γε

′
n

for some ε′ 6 ε, and conversely each element in Γε is a limit of a path in some Γεn.

The following Lemma says that these convergences also behave nicely:

Lemma 3.39 Suppose (Dn)n∈N are open sets that satisfy condition �, Dn → D in the sense
that their complements converge in the Hausdorff topology. Moreover, let u be a positive
harmonic function in [−C,C]2\∂D defined by piecewise constant boundary values on ∂D and

un harmonic functions on D̃n converging to u. Then, we have that for all ε > 0:

1. µD̃nloop1Diam(γ)>ε → µDloop1Diam(γ)>ε. In other words, for all α > 0 it exists a coupling such

that LD̃n
α → LD

α .
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2. µD̃n,unexc 1Diam(γ)>ε → µD̃,uexc 1Diam(γ)>ε. In other words, there exists a coupling such that

ΞD̃n
un → ΞD

u .

Similarly, for any connected component Dz of D containing z, if (Dn, zn) converge towards
(D, z) in the Carathéodory sense, then the statements also hold.

Proof. (1) The equivalent statement for random walk loop-soups on Z2
n ∩Dz for a domain

Dz is given in Corollary 5.4 of [LTF07]. The proof for the metric graph loop-soups in that
context is exactly the same. As remarked just after the proof, the ideas extend to our non-
simply connected case with finitely many boundary components. Moreover, one can verify
that one can also approximate Dz using Z2

n ∩ Dn where (Dn, zn) → (Dz, z) in the sense of
Carathéodory. As the convergence of Dn → D in the sense that the complements converge in
the Hausdorff metric implies the Carathéodory convergence for all components, and we have
only countably many components, the claim follows.

(2) Essentially the proof follows the steps of [LTF07]: we need to first show convergence
of excursions with diameter larger than ε that visit some compact set inside D, and then to
show that there are no excursions of diameter ε that stay δ close to the boundary.

For the first part it suffices to show that for any closed square Q ⊆ D with rational
endpoints, we have weak convergence 1γ∩Q6=∅µD̃n,unexc → 1γ∩Q 6=∅µD,uexc . This follows from the
Markov property for the metric graph excursions (Proposition 3.2) and the Brownian ex-

cursion measure (Proposition 3.8). Indeed, we can decompose the excursions in D (or D̃n)

at their first hitting time at Q into an excursion from ∂D (or ∂D̃n) to ∂Q and a Brownian
motion (continuum 2D or on metric graph) started on ∂Q and stopped at its first hitting

time of ∂D (or ∂D̃n). The convergence of the second part just follows from the convergence
of random walks to Brownian motion inside compacts of D and the Beurling estimate for the
convergence of the actual hitting point. For the excursion from ∂D (or ∂D̃n) to ∂Q, we can
decompose it further into an excursion from ∂Q′ to ∂Q, where Q′ is some closed square with
rational endpoints containing Q in its interior, and a time-reversed Brownian motion (con-

tinuum 2D or on metric graph) from ∂Q′ to the boundary of ∂D (or ∂D̃n). The convergence
of both pieces is now clear.

Finally, we need to show that for all ε > 0,

lim
δ→0

lim sup
n→+∞

µD̃n,unexc

(
Diam(γ) > 2ε, sup

x∈γ
d(x, ∂D) 6 δ

)
= 0.

To do this we can again use the Markov decomposition. We cover the boundary of D̃n, for
all n, with open disks (B(zi, ε))i∈I . The minimal number of disks needed depends on ε, but
is uniformly upper bounded in n. Any excursion that is at least 2ε in diameter and has one
endpoint in B(zi, ε), has to hit ∂B(zi, ε). But then it can be decomposed into an excursion

from ∂D̃n to ∂B(zi, ε) and a metric graph BM from ∂B(zi, ε) to ∂D̃n. The probability that
the latter goes ε far without getting δ far from ∂D can be bounded by Beurling estimate
(Lemma 3.36) and goes to 0 as δ → 0 uniformly in sufficiently large n.

3.5.2 Convergence of first passage sets

In this subsection we prove that the discrete FPS converge to the continuum FPS. Recall
that by convention the FPS always contains the boundary of the domain.
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Proposition 3.40 Let (D̃n)n∈N satisfy condition � and suppose that the complements of
Dn converge in the Hausdorff topology to the complement of some open set D. Moreover
suppose that (un)n∈N is a sequence of bounded harmonic functions in D̃n such that un → u, a
bounded harmonic function with piecewise constant boundary values. Denote further for any
z ∈ D by Dz the connected component of z in D. Then for any Dz, the FPS restricted to
this component converges in law: (φ̃D

z

n , (Ãun−a ∩Dz) ∪ ∂Dz) ⇒ (ΦDz , Au−a) as n → ∞, where
Au−a is the FPS in the component Dz.

Furthermore, if we couple (φ̃n)n∈N and ΦD such that φ̃Dn → ΦD in probability as generalized

functions, then (φ̃D
z

n , (Ãun−a ∩Dz) ∪ ∂Dz)→ (ΦDz , Au−a) in probability.

Remark 3.41 The convergence of the open sets Dn → D in the sense that their complements
converge implies, for any z ∈ D and any zn → z, the Carathéodory convergence of (Dn, zn)
to (Dz, z). Yet it does not imply that ∂Dn converge to ∂Dz in the Hausdorff metric, hence
the need to treat the boundary separately.

The proof follows from two simple lemmas in the spirit of the proof of Theorem 1.2 of
[SS13]. The first one says that the metric graph local sets converge towards continuum local
sets. The second one is a general lemma, which in our case will imply that, due to the
uniqueness of the FPS, the convergence in law of the pair (GFF, FPS) can be promoted to
a convergence in probability.

Lemma 3.42 (Convergence of metric local sets) Let (D̃n)n∈N satisfy condition � and suppose
that the complements of Dn converge to the complement of an open set D in the Hausdorff
topology. Moreover, let (φ̃n, An) be such that An is optional for φn and that for some c > 0,
the sets An have almost surely less than c components none of which reduces to a point.

Then (φ̃n, An, (φ̃n)An) is tight and any sub-sequential limit (Φ, A,ΦA) is a local set coupling.
Additionally, for any connected component Dz of D we have that (φ̃D

z

n , (An ∩Dz)) converges
to a local set coupling in Dz and the harmonic function is given just by the restriction of ΦA

to Dz.

Proof. Let us first argue tightness. By Lemma 3.38 we know that the GFF-s converge in
law. Moreover, the space of closed subsets of the closure of a bounded domain is compact for
the Hausdorff distance. Hence the sequence An is tight. By conditioning on An and using
Jensen’s inequality, we can uniformly bound the expected value of the H−1−2ε([−C,C]2) norm
of (φ̃n)An and obtain tightness of (φ̃n)An . Finally, by the Markov decomposition φ̃−(φ̃n)An =
φ̃An and the triangle inequality, we see that also (φ̃n)An are tight in H−1−ε([−C,C]2). Thus
we have tightness of the quadruple (φ̃n, An, (φ̃n)An , (φ̃n)An). Now pick a subsequence (that
we denote the same way) such that this quadruple converges in law to (Φ, A,Φ1,Φ2). From
the joint convergence we then have that for any bounded continuous functionals f1 and f2

lim
n→+∞

E
[
f1((φ̃n)An)f2((φ̃n)An , An)

]
= E

[
f1(Φ1)f2(Φ2, A)

]
.

On the other hand, conditionally on (An, (φ̃n)An), the law of (φ̃Ann ) is that of a metric graph

GFF in D̃n\An. By Lemma 3.38, it follows that E[f1((φ̃n)An)|An] → E[f1(ΦA)|A] in law.
Thus, by bounded convergence, we have that

lim
n→+∞

E
[
EAn [f1((φ̃n)An)]f2((φ̃n)An , An)

]
= E

[
f1(ΦA)f2(Φ2, A)

]
= E

[
E[f1(Φ1)|A]f2(Φ2, A)

]
,
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giving the claim.

It remains to show that Φ1 is almost surely harmonic in D\A: indeed, then from Lemma
3.10, it would follow that A is local and Φ1 = ΦA and Φ2 = ΦA. In this respect, let
∆n be the discrete Laplacian. From Lemma 2.2 of [CS11], it follows that for any smooth
function f , inside any compact set where derivatives of f remain bounded we have that
∆nf(u) = ∆f(u) + O(2−n). But from integration by parts it follows that if f is a smooth
function with compact support in D\A, then ((φ̃n)An ,∆nf) = 0 for sufficiently large n. Hence
(Φ1,∆f) = 0 almost surely and thus Φ1 is harmonic in D\A.

The final claim just follows from Lemma 3.38 and the simple fact that if A is a local set
for Φ in a non-connected domain D, then for any component of D, Dz, we have that A∩Dz

is a local set of ΦD

The next lemma shows how to promote convergence in law to convergence in probability.
See Lemma 4.5 in [SS09], and Lemma 31 in [Sha16] for earlier appearances in the context
of GFF and level lines, and of Gaussian multiplicative chaos respectively. We give a slight
rewording of the latter proof adapted to our setting.

Lemma 3.43 Let (Xn, Yn)n∈N∪{∞} be a sequence of random variables in a metric space,
living all of them in the same probability space. Suppose we know that

1. (Xn, Yn)⇒ (X∞, Y∞)

2. Xn → X∞ in probability.

3. There exists a measurable function F such that F (X∞) = Y∞.

Then (Xn, Yn)→ (X∞, F (X∞)) in probability.

Proof. Denote Mn := (Xn, Yn, X∞, F (X∞)). Because, each coordinate is tight we have
that up to a subsequence Mn ⇒ (X̄∞, F (X̄∞), X∞, F (X∞)). Thus, any linear combination
of them will also converge in law. Note that by (2), (Xn, X∞) → (X∞, X∞), so X̄∞ = X∞.
This fact implies that a.s. Ȳ∞ = F (X∞), thus Yn − F (X∞) converges in law, and therefore
in probability, to 0.

We have now all the tools to prove the convergence.

Proof of Proposition 3.40. When min∂D̃n un > −a, we know that (φ̃n)An + un is con-

stantly equal to −a on D̃n\An and the claim follows directly from the two Lemmas above.

When min∂D̃n un < −a, we can again use the two Lemmas above to obtain the convergence
to a local set (A,ΦA) in probability. Moreover, it is easy to see that the conditions (1) and
(2) in the Definition 3.23 hold for A, as these properties hold for all approximations and pass
to the limit. Thus, it just remains to argue for (3). This condition however follows from
the Beurling estimate. Pick some component O of the complement of A and any z on its
boundary. We can then choose a small enough ball U1

z around z such that the boundary
conditions only change once in this neighbourhood. By the Beurling estimate (Lemma 3.36)
we can further choose a even smaller ball Uz such that the Brownian motion started inside
Uz∩O exits O through U1

z ∩∂O with a probability larger than 1− ε
4 max |u| . By the convergence

of An → A in probability and Beurling estimate again, we can choose n0 large enough so that
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for all n > n0 the metric graph Brownian motion started inside Uz ∩ (Z̃2
n\An) exits Z̃2

n\An
through U1

z ∩ (Z̃2
n\An) with probability larger than 1− ε

2 max |u| and un − u 6 ε/2 uniformly

over D̃n ∩D. A final use of Beurling estimate then implies that for any zn ∈ Uz ∩ (Z̃2
n\An),

we have that h̃An(zn)+un(zn) > min{−a, infw∈Uz∩O u(w)}−ε, where hAn is the metric graph
harmonic function outside of An as in Proposition 3.1.The claim follows.

3.5.3 Convergence of clusters of loops and excursions

In this subsection we assume that u is non-negative. Let LD
α and LD̃n

α denote respectively a

continuum and metric graph loop-soups of intensity α ∈ (0, 1/2]. Similarly, let ΞD
u and ΞD̃n

un

denote PPP of boundary-to-boundary excursions in the continuum of intensity µD,uexc and in

the metric graph setting of intensity µD̃n,unexc respectively. We sample the loop-soups and PPP

of excursions independently and are interested in the clusters of LD
α ∪ΞD

u and LD̃n
α ∪ΞD̃n

un that
contain at least one excursion. By definition two paths belong to the same cluster if they are
joined by a finite chain of paths along which two consecutive ones intersect. We denote by
A = A(LD

α ,Ξ
D
u ) and Ãn = Ãn(LD̃n

α ,ΞD̃n
un ) the closed union of such clusters.

The main content of this subsection shows that metric graph clusters converge to their
continuum counterparts:

Proposition 3.44 Suppose (D̃n, zn) satisfy the condition � and converge to (D, z) in the
Carathéodory sense. Moreover suppose that u is a non-negative bounded harmonic function
and un → u uniformly on compact subsets of D. We also assume that whenever u = 0 on a
part of the boundary B, then for any sequence of metric graph boundary points xn → x ∈ B

we have that un(xn) = 0 as well, for n large enough. Then the sequence of compact sets

(Ãn ∩D)n>0 converges in law for the Hausdorff metric towards A.

Let us explain the additional condition on the convergence of un. We want to avoid the
following situation. Assume B is an arc of the boundary ∂D and u equals 0 on B. Then
A does not intersect B. However one could approximate u by un small but positive on
Bn ⊆ ∂D̃n approaching B. Then almost surely Bn ⊂ Ãn and the limit of Ãn would contain
B.

The core of our proof is the following lemma, saying that there are no loop-soup clus-
ters that at the same time stay at a positive distance from the boundary, but also come
microscopically close to it.

Lemma 3.45 Let α ∈ (0, 1/2]. Suppose that (Ω̃n, wn)n∈N satisfy � and (Ω̃n, wn) → (Ω, w)
in the Carathéodory sense. Then, for all δ > 0,

lim
ζ→0

sup
n∈N

P
(

There is C cluster of LΩ̃n
α s.t. d(C, ∂Ω̃n) 6 ζ, sup

z∈C
d(z, ∂Ω) > δ

)
= 0.

Note that the above lemma is not implied by the convergence result proved by Lupu in
[Lup15]. However, it could have been proved using the same strategy as in [Lup15]. In this
Chapter we will have a slightly different approach, relying on the convergence of first passage
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sets. We will first show how the proposition follows from this lemma, and then prove the
lemma.

Proof of Proposition 3.44. From Lemma 3.37 we know that

{γ ∈ LD̃n
α |γ ∩D 6= ∅} ⇒ LD

α , {γ ∈ ΞD̃n
un |γ ∩D 6= ∅} ⇒ ΞD

u ,

as n→∞. Also (Ãn)n∈N is a sequence of random closed sets and thus is tight. Thus we can
extract a subsequence (which we denote in the same way) along which

({γ ∈ LD̃n
α |γ ∩D 6= ∅}, {γ ∈ ΞD̃n

un |γ ∩D 6= ∅}, Ãn ∩D)n∈N

converges in law to a triple (LD
α ,Ξ

D
u ,A). By using Skorokhod’s representation theorem, we

may assume that this convergence is almost sure. Then, as A is a measurable function of LD
α

and ΞD
u , it remains to show that A = A almost surely.

Let us first show that A ⊆ A. To do this we consider loops and excursions with cutoff
on the diameter and the clusters formed by these loops and excursions. More precisely,
respectively in the continuum and on the metric graph, let Aε and Ãε denote the union of
clusters, that are formed of loops and excursions that have diameter greater or equal to ε > 0,
and that contain at least one excursion. Here by diameter we always mean the diameter for
the Euclidean distance on C, even for paths living on metric graphs. Note that both Aε

and Ãε consist a.s. of finitely many path, and are in particular compact, since a.s. there
are finitely many loops and excursions of diameter larger than some value. Now, in our
coupling almost surely metric graph loops converge to continuum Brownian loops, metric
graph excursions to Brownian excursions, and moreover by (Lemma 2.7 in [Lup16b]) their

intersection relations also converge. Hence we have that Ãε
n ∩D

a.s.→ Aε. On the other hand

Ãε
n ⊆ Ãn and Aε → A as ε→ 0. We conclude that A ⊆ A almost surely.

Let us now show that A ⊆ A. First notice that there exists a deterministic sequence

ε(n)↘ 0 such that for a deterministic subsequence we denote the same way Ã
ε(n)
n ∩D a.s.→ A.

Indeed, as both Ãε
n ∩D

a.s.→ Aε as n→∞, and Aε a.s.→ A as ε→ 0 in the Hausdorff distance,
we can apply a diagonal argument to choose the sequence ε(n).

Now, fix a dense sequence of distinct points (wi)i>0 in D. Let Õn(wi) and Õ
ε(n)
n (wi), denote

the connected components containing wi of D̃n\Ãn and D̃n\Ãε(n)
n respectively. By connected

component of wi on a metric graph we mean the connected component that either contains
wi or contains the dyadic square surrounding wi. For any fixed wi it is defined only with
certain probability that converges to 1 as n→ +∞. Further, define O(wi) as the connected
component of wi in D\A and for any δ > 0 let Θδ(wi) be the connected component of wi in
D\(A +B(0, δ)). As the condition on the boundary convergence of un → u guarantees that
A ∩ ∂D = A ∩ ∂D, it remains to prove that A ∩D ⊆ A ∩D. To do this it suffices to show
that for all wi and δ > 0

lim
n→+∞

P(Θδ(wi) ⊆ Õn(wi)) = 1. (3.7)

For any fixed wi, we will apply Lemma 3.45 to Ω = O(wi) and Ω̃n = Õ
ε(n)
n (wi). Note that

C\O(wi) has at most as many connected components as C\D. Moreover, from Theorem 1 of

[Com13] we know that the Hausdorff convergence of Ã
ε(n)
n to A implies the Carathéodory con-

vergence of (Õ
ε(n)
n (wi), wi)→ (O(wi), wi). Finally, conditioned on Ã

ε(n)
n , the law of L

Õ
ε(n)
n (wi)

α
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(i.e. the law of the metric graph loops of LD̃n
1/2 that are contained inside Õ

ε(n)
n (wi)), is that of

a metric graph loop soup in Õ
ε(n)
n (wi). Hence Lemma 3.45 implies that

lim
n→+∞

P
(

There is C cluster of LÕ
ε(n)
n (wi)

α s.t. d(C, Ãε(n)
n (wi)) 6 2ε(n), sup

z∈C
d(z, ∂O(wi)) > δ

)
= 0.

(3.8)

The metric graph loops that intersect but are not contained in Ã
ε(n)
n are by construction all

of diameter smaller than ε(n). Thus, the only way for Ãn to have points δ-far from Ã
ε(n)
n

is the event in (3.8) to be satisfied. We conclude that, with probability converging to 1, we

have Ãn ∩Θδ(wi) = ∅. Hence we obtain (3.7) and conclude the proof of the proposition.

Now, we present a short proof of the lemma using the already proved convergence of FPS.
The idea is to add Brownian excursions to the loop soup to get an FPS. Then, when the event
of having a macroscopic cluster close to the boundary occurs, we use bounds on the FPS and
the fact that Brownian excursions intersect any cluster that goes from microscopically close
to the boundary to a macroscopic distance, to conclude.

Proof of Lemma 3.45. Notice that by monotonicity of the clusters in α, it suffices to prove

the claim for α = 1/2. By Lemma 3.37 we can couple L
Z̃2
n

1/2 in such a way that L
Z̃2
n

1/2

a.s.→ LC
1/2.

We also add PPP-s of excursions ΞΩ̃n
n and ΞΩ

u for some constant u > 0 to be chosen later.

We do it in such a way that ΞΩ̃n
n independent of L

Z̃2
n

1/2, ΞΩ
u independent of LC

1/2, and

{γ ∈ ΞΩ̃n
n |γ ∩ Ω 6= ∅} a.s.→ ΞΩ

u .

Now, let us define

En,ζ =

{
There is C cluster of LΩ̃n

α s.t. d(C, ∂Ω̃n) 6 ζ, sup
z∈C

d(z, ∂Ω) > δ

}
.

Then, by the representation of a metric graph first passage set (Ãu0)n inside Ω̃n by loops and
excursions (Corollary 3.5), we can bound En,ζ ⊂ En,u

1 ∪ En,ζ,u
2 , where

En,u
1 =

{
sup

z∈(Ãu0 )n

d(z, ∂Ω) > δ/2

}

En,ζ,u
2 =

{
There is C cluster of LΩ̃n

α s.t. d(C, ∂Ω̃n) 6 ζ, sup
z∈C

d(z, ∂Ω) > δ, but ΞΩ̃n
u ∩ C = ∅

}
.

Now by Proposition 3.40 for any constant and positive boundary condition u, we have
((Ãu0)n ∩ Ω) ∪ ∂Ω ⇒ Au0 in law in Hausdorff topology. On the other hand by convergence
of nested local sets (Lemma 3.10), monotonicity of FPS (Lemma 3.26) and the fact that

A0
0 = ∂Ω, we know that P

(
supz∈Au0 d(z, ∂Ω) > δ

)
→ 0 as u→ 0. Thus we get

lim
u→0

lim sup
n→+∞

P(En,u
1 ) = 0.

So we can chose u such that P(En,u
1 ) is arbitrarily small, uniformly in n large.
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It remains to show that, for any fixed value of u,

lim
ζ→0

lim sup
n→+∞

P(En,ζ,u
2 ) = 0.

On one hand, as the excursion measure has infinite mass on the diagonal, it follows that for
any x ∈ ∂Ω, there is is a.s. a Brownian excursion in ΞΩ

u disconnecting x from Ω\B(x, δ/2) in
Ω. Hence, any connected set joining x to a point at distance δ from ∂Ω has to intersect this
excursion. On the other hand, we know that {γ ∈ ΞΩ̃n

u |γ ∩ Ω 6= ∅} converges in law to ΞΩ
u .

The lemma follows.

3.5.4 Representation of the continuum FPS with Brownian loops
and excursions

From Proposition 3.5 we know that a FPS on a metric graph is represented as closure of
clusters of metric graph loops and excursions. By using the convergence of the metric graph
FPS to the continuum FPS (Proposition 3.40) and the convergence of clusters of metric graph
loops and excursions to their continuum counterparts (Proposition 3.44), we obtain a similar
representation in continuum:

Corollary 3.46 (FPS = clusters with excursions) Let u be a non-negative harmonic function
with piecewise constant boundary values that change a finite number of times. Then the set
A(LD

1/2,Ξ
D
u )∪∂D corresponding to the closure of clusters containing excursions, and the first

passage set Au0 , have the same law.

Suppose now that we are in the setting of Proposition 3.40. We know that (Ãun−a ∩D) ∪
∂D converges in law to Au−a. However, by convention Au−a is defined to contain ∂D, and

Proposition 3.40 does not guarantee that there is no part of Ãun−a that intersects D but at the
limit converges to a non-trivial part on ∂D. This can be addressed using Corollary 3.46.

Corollary 3.47 Suppose we are in the setting of Proposition 3.40. Let B denote

B = {x ∈ ∂D|u(x) 6 −a}.

Assume that for any sequence of metric graph boundary points xn ∈ ∂D̃n converging to a

x ∈ B, we have that un(xn) 6 −a for n large enough. Then Then (Ãun−a\∂D̃n) ∩D converges

in law to Au−a\∂D.

Proof. It is clear that a subsequential limit of (Ãun−a\∂D̃n) ∩D is at least as large as

Au−a\∂D. It is also contained in Au−a. What we need to show is that it does not contain
unwanted points on ∂D.

First assume that −a 6 inf u. Then Au−a has the same law as Au+a
0 and Au+a

0 \∂D has

same law as A(LD
1/2,Ξ

D
u+a). Similarly (Ãun−a\∂D̃n) ∩D has the law of (Ãun+a

0 \∂D̃n) ∩D that

has the law of Ã(LD̃n
1/2,Ξ

D̃n
un+a) ∩D. Thus the claim follows from Proposition 3.44.

For the general case, consider the boundary condition u∗ := u∨(−a) and u∗n = un∨(−a) on

D and D̃n respectively. Notice that then u∗n, u
∗ still satisfy the assumption in the statement.
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Furthermore, by monotonicity of the FPS (Lemma 3.26) we have that Au−a ⊆ Au
∗
−a. Similarly,

on the metric graph Ãun−a ⊆ Ã
u∗n
−a. We now apply the previous case to Ã

u∗n
−a and conclude using

the assumption and the fact that Au−a\∂D = Au
∗
−a\∂D = ∂D\B.

We derive some more consequences of Corollary 3.46. Firstly, the non-degenerate first
passage sets are have almost surely Hausdorff dimension equal to 2.

Corollary 3.48 (Hausdorff dimension of FPS) Let u be harmonic piecewise constant on ∂D.
Suppose that {z ∈ ∂D|u(x) > −a} is non-empty. Then Au−a has almost surely Hausdorff
dimension 2.

Notice that if u 6 −a then Au−a = ∂D almost surely.

Proof. First consider the case u > −a onD. Then Au−a has the law of Au+a
0 and by Corollary

3.46 the first passage set is obtainable from clusters of Brownian loops and excursion. Since
the trace of a planar Brownian motion has Hausdorff dimension 2, so has Au−a.

Now we do not assume that u > −a everywhere on D. Then first sample

Au
−a. Then

D\ Au
−a has almost surely a connected component O on which uO > −a, where uO is the

harmonic function with boundary condition u on ∂O ∩ ∂D and −a on ∂O ∩ ∂ Au
−a. Then the

first passage set of level −a inside this component O, AO,uO−a , is of Hausdorff dimension 2.

Since AO,uO−a ⊆ Au−a, so is Au−a.

Next, we see that Au0 satisfies an Harris-FKG inequality. This follows from the general
Harris-FKG inequality for Poisson point processes (Lemma 2.1 in [Jan84])

Corollary 3.49 (Harris-FKG) The boundary condition u is non-negative. Let F1 and F2

be two bounded measurable functionals on compact sets. We assume that F1 and F2 are
increasing, that is to say if K ⊆ K ′, Fi(K) ⊆ Fi(K

′). Then

E[F1(Au0)F2(Au0)] > E[F1(Au0)]E[F2(Au0)].

Remark 3.50 One could also obtain a Harris-FKG inequality for Au−a from a Harris-FKG
inequality for the GFF Φ. Then one does not need the constraint u > −a. First, note that
Au−a is an non-decreasing function of Φ: if f ∈ H1

0 (D), f > 0, then Au−a(Φ) ⊆ Au−a(Φ+f) a.s.
This can be proven similarly to the monotonicity part in Proposition 3.26. Further, Φ satisfies
itself a Harris-FKG inequality: if F1 and F2 are functionals such that Fi(Φ + f) > Fi(Φ) a.s.
for f ∈ H1

0 (D), f > 0, then E[F1(Φ)F2(Φ)] > 0. See [Pit82] for the Harris-FKG property
for finite-dimensional Gaussian vectors with covariance matrix having non-negative entries.

Next, we obtain a geometric description of the outermost clusters in a Brownian loop-
soup LD

1/2 when we condition on their outer boundary. More precisely, let D now be simply
connected. Then the outer boundaries of outermost clusters (not surrounded by others) in a
Brownian loop-soup LD

1/2 are distributed like a conformal loop ensembles CLE4 ([SW12]). It
is also shown there that conditioned on one of these boundaries Υ, the Brownian loops in the
interior surrounded by Υ (Int(Υ)) that do not touch Υ are distributed like a Brownian loop-

soup L
Int(Υ)
1/2 inside Int(Υ). Moreover, Qian and Werner showed in [QW15] that conditioned

on Υ, the loops that intersect Υ are independent from those that do not intersect it, and
they have the law of a PPP of Brownian excursions from Υ to Υ inside Int(Υ) with intensity
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µ
Int(Υ),2λ
exc . Combining this with Corollary 3.46, we can give a geometric description of the the

whole outermost cluster:

Corollary 3.51 (Cluster of LD
1/2 = A2λ

0 =A−2λ) Let the domain D be simply connected.

Conditioned on the outer boundary Υ of a Brownian loop-soup cluster in LD
1/2, the topological

closure of the cluster itself is distributed like a first passage set A2λ
0 = A−2λ inside Int(Υ),

the interior surrounded by Υ.

3.5.5 Representation of level lines and convergence to level lines

In [WW13a] the authors show that in simply connected domains SLEκ(ρ) curve with κ ∈
(8/3, 4] can be obtained as “envelopes” of clusters of Brownian excursions from boundary to
boundary and Brownian loops inside the domain. We will first show how to extend this to
our generalized level lines in multiply connected domains, and then use this to prove that
certain interfaces of the metric graph GFF converge to these generalized level lines.

So let D be finitely connected and let ∂extD be the outermost connected component of
∂D, that is to say the one that separates D from infinity. We consider two boundary points
x0 6= y0 ∈ ∂extD that split ∂extD in two boundary arcs, B1 and B2. Assume that u is a
harmonic function such that on the boundary it is piecewise constant, equal to −λ on B2,
infB1 u > −λ and inf∂D\∂extD u > λ.

Then by Lemma 3.16 there is a generalized level line η of Φ+u starting at y0 and targeted
at x0. Moreover by Lemmas 3.17 and 3.18, we know that it almost surely ends at x0. Denote
the component of D\η that contains B2 on its boundary by D2. Set D1 = D\(D2 ∪ η).

Consider on the other hand an independent PPP-s of loops LD
1/2 and boundary-to-boundary

excursions ΞD
u+λ. By definition there are no excursions hitting B2\{x0, y0} in ΞD

u+λ. Let
D2 be the unique connected component of D\A(LD

1/2,Ξ
D
u+λ) such that B2 ⊂ ∂D2 and let

∂2A(LD
1/2,Ξ

D
u+λ) = ∂D2 ∩ A(LD

1/2,Ξ
D
u+λ). It is also a path in D joining x0 and y0 like the

generalized level line η. The following corollary says that these two paths agree (see Figure
3.6 for an illustration):

Corollary 3.52 (Level line = envelope of Brownian excursions and loops) Let D be finitely
connected and u, η and ∂2A(LD

1/2,Ξ
D
u+λ) as above. Then the generalized level line η has same

law as ∂2A(LD
1/2,Ξ

D
u+λ)

Proof. It suffices to show that D2 has same law as D2. Consider the first passage set Au−λ.
Under the same GFF, it is equal to Au+λ

0 which in turn has same law as A(LD
1/2,Ξ

D
u+λ). Thus

∂2A(LD
1/2,Ξ

D
u+λ) has the same law as the boundary of the connected component of D\Au−λ

that has B2 on its boundary.

Note that D2 is connected. We can construct Au−λ as follows. First, sample η and then

construct in D1 the first passage set AD1,u1
−λ . Here u1 is the harmonic function that has

boundary condition λ on η and u on ∂D1\η. Then one can check that AD1,u1
−λ ∪ B2 satisfies

the definition of FPS, and thus by uniqueness Au−λ = AD1,u1
−λ ∪ B2. In this construction, the

connected component of D\Au−λ that has B2 on its boundary is D2.
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Figure 3.6: Artistic view of the level line (in red) as envelope of Brownian excursions (in
blue) and loops (in green). Magenta contours outline some other boundary components of
Au−λ.

Remark 3.53 More generally, other level lines, or families of multiple level lines, can be
obtained as boundaries of clusters of Brownian loops and excursions, as long as these level
lines are boundaries of a same first passage set. For instance, in a simply connected domain,
one can get in this way multiple commuting SLE4 curves, which correspond to alternating
boundary conditions 0, 2λ (Figure 3.7). In [PW17] appears an expression for probabilities of
different pairings.

Figure 3.7: Multiple (here 5) commuting SLE4 as boundaries of clusters of Brownian loops
(green) and excursions (blue).

Next we show that certain interfaces of the metric graph GFF converge in law to level
lines of the continuum GFF. Let D, x0, y0, B1, B2, u, η be as previously. Consider D̃n
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open subset of Z̃2
n such that we have Hausdorff convergence of D̃n ∪ ∂D̃n to D and that of

Z̃2
n\D̃n to C\D. Let ∂extD̃n be the boundary of the only unbounded connected component of

Z̃2
n\D̃n. We assume that B1,n ∪B2,n is a partition of ∂extD̃n, such that Bi,n converges to Bi,

and moreover B1,n and B2,n are separated by exactly two 2−n× 2−n dyadic squares, of which

one contains x0 and the other y0 (see Figure 3.8). Let un be harmonic on D̃n such that un
is constant −λ on B2,n, infB1,n > −λ, inf∂D̃n\∂extD̃n > λ and un converges to u uniformly on
compact subsets of D. We have seen that with this boundary conditions, the metric graph
first passage set Ãun−λ contains the boundary B2,n only by convention, i.e. it satisfies

Ãun−λ\∂D̃n = ∂D̃n\B2,n.

Let ∂2Ã
un
−λ be all the points in ∂Ãun−λ that are connected in Aun−λ to B1,n and in D̃n\Aun−λ to

B2,n. A.s. ∂2Ã
un
−λ contains no vertices and the edges it intersects define a path from x0 to y0

in the dual lattice of (2−nZ)2 (in red on Figure 3.8).

Figure 3.8: In thick black lines the first passage set Ãun−λ on the metric graph D̃n. Black dots

represent ∂D̃n. The red interface converges in law to a level line of the continuum GFF.

Corollary 3.54 (Convergence to level lines from metric graph) With the notations above,

∂2Ã
un
−λ converges in law for the Hausdorff topology to the level line η of the continuum GFF.

In particular, if the domain D is simply connected and the boundary condition u is constant
equal to b > −λ on B1, ∂2Ã

un
−λ converges in law to the trace of an SLE4(ρ) process, with

ρ = b/λ− 1.

Proof. ∂2Ã
un
−λ is a boundary “component” of Ãun−λ and η that of Au−λ. The convergence of

Ãun−λ to Au−λ in the Hausdorff topology implies that the limit of ∂2Ã
un
−λ contains η and does not

intersect D2, i.e. the B2 side of η (right on Figures 3.6 and 3.8). Yet this convergence does
not exclude that in the limit there are bubbles attached to η on its B1 side (left on Figures
3.6 and 3.8). To address this issue, we are going to use the representation of the level line η
as the boundary of clusters of loops and excursions, and some results from [vdBCL16] that
state that the clusters of a Brownian loop-soup are “well connected”, that is to say that, if
we remove the microscopic Brownian loops up to some scale, the outer boundaries of clusters
do not change too much.
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From Corollary 3.52 we have the representation η = ∂2A(LD
1/2,Ξ

D
u+λ). Consider further

metric graph loop soup LD̃n
1/2, metric graph PPP of excursions ΞD̃n

un+λ and the union of clusters

containing at least one excursion Ãn = Ãn(LD̃n
1/2,Ξ

D̃n
un+λ). Using Lemma 3.37 we can couple

everything on the same probability space so that the metric graph PPP and unions of clusters
converge to their continuum counterparts.

Now define ∂2Ãn to be the set of points on ∂Ãn that are connected in Ãn to B1,n and in

D̃n\Ãn to B2,n. As before, it has the same law as ∂2Ã
un
−λ.

As in the proof of Proposition 3.44 we also consider clusters of loops and excursions that

have diameter larger than ε, denoted by Aε = Aε(LD
1/2,Ξ

D
u+λ) and Ãε

n = Ãε
n(LD̃n

1/2,Ξ
D̃n
un+λ) in

the continuum and on the metric graph respectively. Define ∂2A
ε and ∂2Ã

ε
n as above.

From Corollary 5.3 in [vdBCL16] it follows that for fixed ε > 0, ∂2Ã
ε
n converges as n→ +∞

in Hausdorff topology to ∂2A
ε. Thus, as ∂2A

ε is on the B1 side of η, we obtain that ∂2Ãn is
asymptotically “squeezed” between ∂2A

ε and η.

But now Theorem 4.1 in [vdBCL16] implies that as ε → 0, ∂2A
ε converges to ∂2A = η

and hence the claim follows.

Remark 3.55 Using absolute continuity of level lines, one can extend the convergence result
above to the case where the boundary condition is not constantly equal to −λ on B2, but is
less or equal to −λ on B′2 and equal to −λ on B2\B′2, where B′2 ⊂ B2 and d(B′2, {x0, y0}) > 0.

Finally, we will show how the representation of level lines as boundaries provides an explicit
coupling of level lines for the GFF-s with different boundary conditions. Moreover, we also
give an exact formula for the conditional probability that the two level lines agree in this
coupling, conditioned on one of the level lines. In fact, in the non-boundary touching case,
the existence of a coupling where level lines of two GFF-s with different boundary conditions
agree with positive probability follows already from Corollary 2.14. Here we provide an
explicit such coupling with exact formulas.

Let D, x0, y0, B1, B2, u, η be as previously. Moreover let u∗ be another harmonic
function that on the boundary is piecewise constant and changes value only finitely many
times. Suppose u∗ > u and let

B3 = {x ∈ ∂D|u∗(x) > u(x)}.

Let Φ∗ be a GFF. Then we can define η∗, a generalized level line of Φ∗ + u∗ from y0 to x0.

Corollary 3.56 (Coupling of level lines with different boundary conditions) Assume that
d(B3,B2) > 0. Then there is a coupling of random curves η and η∗ such that the event η = η∗

has positive probability. The conditional probability of this event given η is

P(η∗ = η|η) = 1η∩B3=∅ exp (−M(u, u∗, η)) ,
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Figure 3.9: Coupling level lines by adding additional excursions. B3 is in orange. In blue are
the excursions of δΞ. Each has at least an endpoint in B3. In green are the clusters of LD

1/2

right to η that are intersected by δΞ.

where

M(u, u∗, η) =
1

2

∑
i=1,2

y

B3∩∂Di
×η×B3

(u∗ − u)(x1)HDi(dx1, dx2)µDharm(x2, dx3)(u∗ − u)(x3)

∑
i=1,2

y

B3∩∂Di
×η×∂D\B2

(u∗ − u)(x1)HDi(dx1, dx2)µDharm(x2, dx3)(u+ λ)(x3),

where HDi(dx1, dx2) is the boundary Poisson kernel on ∂Di × ∂Di and µDharm(x2, dx3) is the
harmonic measure on ∂D seen from x2.

Remark 3.57 A crude lower bound for above probability is given by

1η∩B3=∅ exp

(
−1

2

∑
i=1,2

sup(u∗ − u)2M(B3 ∩ ∂Di, η)−
∑
i=1,2

sup(u∗ − u) sup(u+ λ)M(B3 ∩ ∂Di, η)

)
,

where the modulus M(B3 ∩ ∂Di, η) is taken inside Di.

Proof. If we have used the same zero-boundary GFF Φ, then the generalized 0-level lines
from x0 to y0 of Φ+u and Φ+u∗ would have been a.s. different (unless u∗ = u). To construct
the coupling we rather apply Corollary 3.52 as follows. Consider an independent loop soup
LD

1/2, PPP of excursions ΞD
u+λ and another PPP of excursions with intensity µD,u

∗+λ
exc −µD,u+λ

exc ,

δΞ. Set ΞD
u∗+λ = ΞD

u+λ ∪ δΞ. We now construct η as the envelope of LD
1/2 ∪ ΞD

u+λ, and η∗ as

the one of LD
1/2 ∪ ΞD

u∗+λ (Figure 3.9). In this construction,

P(η∗ = η|η) = P(∀γ ∈ δΞ, γ ∩ η = ∅|η) = 1η∩B3=∅ exp
(
−(µD,u

∗+λ
exc − µD,u+λ

exc )({γ|γ ∩ η 6= ∅})
)
,

which exactly gives the right expression.
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3.6 Future directions

In this section, we briefly explain how the set-up of this chapter provides a platform to ap-
proach several other questions and allows, not only to describe the GFF but also to calculate
the law of certain observables of CLE4 explicitly.

Let us note that it is possible to construct a zero-boundary GFF in a simply connected
domain D as follows.

1. Sample a CLE4, then, independently inside each CLE4 loop set the boundary condition
to 2λ or −2λ with probability 1/2.

2. Inside each CLE4 loop, sample a first passage set A2λ
0 (= A−2λ) or

A−2λ
0 (= A−2λ(−Φ))

according to the boundary conditions given in the last step. This deterministically
induces ΦA2λ

0
or Φ A−2λ

0
respectively.

3. Inside each hole of these first passage sets one has a zero-boundary GFF independent
of all the others. Iterate this construction inside each one of this.

Thanks to the Miller-Sheffield CLE4 coupling it is possible to see that the sum of the measures
ΦA2λ

0
and Φ A2λ

0
sample through this procedures converges to a GFF. Because all the sampled

sets are in fact measurable functions of the GFF obtained, we have decomposed the whole
two-dimensional GFF by alternating CLE4-s and 2λ−FPS-s.

As shown in Corollary 3.51, each of the FPS A2λ
0 , resp.

A−2λ
0 , inside a CLE4 loop, is the

topological closure of a cluster in a Brownian loop-soup of parameter 1/2. So we have the
following picture: given a Brownian loop-soup LD

1/2 of parameter 1/2, one tosses for each
cluster C of Brownian loops an independent and uniform sign σC; the geometry of the cluster
C induces a positive measure µC supported on it by the function A−2λ 7→ (ΦA−2λ

+ 2λ);
then one sums these measures (with disjoint supports), signed by σC,

∑
C cluster of LD

1/2
σCµC,

and obtains in law a zero-boundary GFF. This construction should work not only on simply
connected domains, but also on finitely connected ones, and more generally on bordered
Riemann surfaces. In this construction, the clusters of a Brownian loop-soup of parameter
1/2 appear as same-sign components of the GFF, and one can call them excursion sets, by
analogy with the excursions away from 0 of a one-dimensional Brownian motion. Thus, in
some sense, we obtain a excursion decomposition of the continuum GFF in dimension 2.

In fact, one would hope to obtain, as in the case of the one-dimensional Brownian motion, a
deterministic construction of the two-dimensional GFF from the Brownian loop-soup. In the
one-dimensional case it goes as follows: take the occupation time of the loop-soup, its square-
root gives the absolute value of the Brownian motion. Next, consider the local time at zero of
this Brownian motion and subtract it from the absolute value. By Lévy’s theorem, this has
the law of a Brownian motion. This construction has an analogue on metric graphs [LW16].
The local time is replaced by the local time distance to the boundary. By convergence, this
would induce a similar coupling in the continuum. The clusters of LD

1/2 would correspond
to positive excursions of Φ above some negative level, and the value of Φ on the cluster
would be again given just by the geometry of the cluster. In a simply connected domain,
the “local time distances” between the boundary ∂D and the outermost clusters would be
the time labels of CLE4 loops in a conformal invariant growth mechanism of CLE4 (Section
4 in [WW13b]) and the overall coupling between the CLE4 and the GFF Φ would be the
one of Theorem 1.2.2 in [WW16] (the “second coupling”, see also [AS17b]). However, we still
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lack the understanding why the time labels of the CLE4 loops are measurable functions of
the CLE4 loop ensemble, or in other words why the Lévy transformation remains measurable
in the continuum. Understanding this and showing the convergence from metric graph to
continuum would also allow us to prove several of the conjectures of [LW16].

Next, our techniques also allow us to do some precise calculations, still in progress: for
example, we can calculate the law of the extremal length between the CLE4 loop surrounding
zero and the boundary. Moreover, we can also calculate certain joint laws between different
nested loops. This will be a topic of [ALS17b].

Finally, there is a question about the positive measure on the trace of the FPS. We already
have an explicit formula for constructing the measure ΦA−a from A−a (see Remark 3.34) and
we hope to show that it is up to multiplicative constants equal to a Minkowski content w.r.t.
the right gauge. This would provide the existence of a non-trivial Minkowski measure on
clusters of Brownian loops and excursions, which would be of interest on its own. It would be
interesting to see whether this measure could also be seen a Hausdorff measure with respect
to possibly a different gauge.



Chapter 4

Liouville measure via level sets

4.1 Introduction

Gaussian multiplicative chaos (GMC) theory, initiated by Kahane in the 80s [Kah85] as
a generalization of multiplicative cascades, aims to give a meaning to “exp(Γ)” for rough
Gaussian fields Γ. In a simpler setting it was already used in the 70s to model the exponential
interaction of bosonic fields [HK71], and over the past ten years it has gained importance as
a key component in constructing probabilistic models of so-called Liouville quantum gravity
in 2D [DS11, DKRV16].

One of the important cases of GMC theory is when the underlying Gaussian field is equal
to γΓ, for Γ a 2D Gaussian free field (GFF) [DS11] and γ > 0 a parameter. It is then
possible to define random measures with area element “exp(γΓ)dx ∧ dy”. These measures
are sometimes also called Liouville measures [DS11] and we will do so for convenience in
this chapter. Due to the recent work of many authors [RV07, DS11, Ber15b, Sha16] one
can say that we have a rather thorough understanding of Liouville measures in the so-called
subcritical regime (γ < 2). The critical regime (γ = 2) is trickier, but several constructions
are also known [DRSV14a, DRSV14b, JS15, Pow17].

Usually, in order to construct the GMC measure, one first approximates the underlying
field using either a truncated series expansion or smooth mollifiers, then takes the exponen-
tial of the approximated Gaussian field, renormalizes it and shows that the limit exists in
the space of measures. In [Aı̈d15] the author proposed a different way to construct mea-
sures of multiplicative nature using nested conformally invariant loop ensembles, inspired by
multiplicative cascades. He conjectured that in the subcritical and critical regime, and in
the case where these loop ensembles correspond to certain same-height contour lines of the
underlying GFF, the limiting measure should have the law of the Liouville measure. In this
chapter we confirm his conjecture. This is done by providing new constructions of the sub-
critical and critical Liouville measures using a certain family of so called local sets of the GFF
[SS13, ASW17] and reinterpreting his construction as a special case of this general setting.
Some of our local-set based constructions correspond to simple multiplicative cascades, and
others in some sense to stopping lines constructions of the multiplicative cascade measures
[Kyp00]. To our knowledge we provide a first “non-Gaussian” approximation of Liouville
measures that is both local and conformally invariant. We also remark that our construction
strongly uses the Markov property of the GFF and hence does not easily generalize to other
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log-correlated fields.

One simple, but important, consequence of our results is the simultaneous construction of
a GFF in a simply connected domain and its associated Liouville measure using nested CLE4

and a collection of independent coin tosses. Start with a height function h0 = 0 on D and
sample a CLE4 in D. Inside each connected component of its complement add either ±π to
h0 using independent fair coins. Call the resulting function h1. Now repeat this procedure
independently in each connected component: sample an independent CLE4, toss coins and
add ±π to h1 to obtain h2. Iterate. Then, it is a consequence of Section 2.4,that these
piecewise constant fields hn converge to a GFF Γ. It is also possible to show that the nested
CLE4 used in this construction is a measurable function of Γ. Proposition 4.10 of the current
chapter implies that one can construct the Liouville measures associated to Γ by just taking
the limit of measures

Mγ
n (dz) = eγhn(z) CR(z;D \ An)

γ2

2 dz.

Here CR(z;D \ An) is the conformal radius of the point z inside the n-th level loop.

Observe that the above approximation is different from taking naively the exponential of hn
and normalizing it pointwise by its expectation. In fact, it is not hard to see that in this setting
the latter naive procedure that is used for mollifier and truncated series approximations would
not give the Liouville measure.

In the critical case, and keeping to the above concrete approximation of the GFF, regu-
larized Liouville measures can be given by the so-called derivative approximations:

Dn(dz) =

∫
O

(
−hn(z) + 2 log CR−1(z,D \ An)

)
e2hn(z) CR(z;D \ An)2 dz.

As the name suggests, they correspond to the derivative of the above measure Mγ
n w.r.t. to

γ, taken at the critical parameter γ = 2. We show that these approximate signed measures
converge to a positive measure that agrees (up to a constant factor 2) with the limiting
measure of [Aı̈d15] described in Section 4.3.3, and also to the critical Liouville measure
constructed in [DRSV14b, Pow17].

The connection between multiplicative cascades and the Liouville measure established
by our construction makes it possible to directly adapt many techniques developed in the
realm of branching random walks and multiplicative cascades to the study of the Liouville
measure. For example, this allows us to prove a“Seneta–Heyde”rescaling result in the critical
regime by following very closely the proof for the branching random walk in [AS14] and doing
minimal extra work. Finally, our proofs are robust enough to study the Liouville measure in
non-simply connected domains and also to study the boundary Liouville measure.

The rest of the chapter is structured as follows. We start with preliminaries on the
GFF, its local sets and Liouville measure. Then, we treat the subcritical regime and discuss
generalizations to non-simply connected domains and to the boundary Liouville measure.
Finally, we handle the critical case: we first show that our construction agrees with both a
construction by E. Aidekon (up to a constant factor 2) and a mollifier construction of the
critical Liouville measure; then, we consider the case of Seneta-Heyde scaling.
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4.2 Preliminaries on the Gaussian free field and its lo-

cal sets

Let D ⊆ R2 denote a bounded, open and simply connected planar domain. By conformal
invariance, we can always assume that D is equal to D, the unit disk. Recall that the Gaussian
Free Field (GFF) in D can be viewed as a centered Gaussian process Γ, indexed by the set
of continuous functions in D, with covariance given by

E [(Γ, f)(Γ, g)] =
x

D×D
f(x)GD(x, y)g(y)dxdy. (4.1)

Here GD is the Dirichlet Green’s function inD, normalized such that GD(x, y) ∼ log(1/|x−y|)
as x→ y for all y ∈ D. Note that this is the ONLY chapter of this thesis where we use this
normalization.

Let us denote by ρεz the uniform measure on the circle of radius ε around z. Then for
all z ∈ D and all ε > 0, one can define Γε := (Γ, ρεz). We remark that this concrete choice
of mollifying the free field is of no real importance, but is just a bit more convenient in the
write-up of the critical case.

An explicit calculation then shows that:

E
[
ε
γ2

2 exp (γ(Γ, ρεz))

]{
= CR(z;D)γ

2/2 if d(z, ∂D) > ε,
6 1 if d(z, ∂D) < ε,

(4.2)

where CR(z;D) is the conformal radius of z in the simply-connected domain D.

The Gaussian free field satisfies a spatial Markov property, and in fact it also satisfies a
strong spatial Markov property. To formalise this, the concept of local sets was introduced in
[SS13]. They can be thought as the generalisation of stopping times to a higher dimension.

Definition 4.1 (Local sets) Consider a random triple (Γ, A,ΓA), where Γ is a GFF in D,
A is a random closed subset of D and ΓA a random distribution that can be viewed as a
harmonic function, hA, when restricted to D \ A. We say that A is a local set for Γ if
conditionally on A and ΓA, ΓA := Γ− ΓA is a GFF in D \ A.

Here, by a random closed set we mean a probability measure on the space of closed
subsets of D, endowed with the Hausdorff metric and its corresponding Borel σ−algebra.
For simplicity, we will only work with local sets A that are measurable functions of Γ and
such that A ∪ ∂D is connected. In particular, this implies that all connected components of
D\A are simply-connected. We define FA = σ(A) ∨ σ(ΓA).

Other than the Markov property apparent from the definition, we will use the following
simple properties of local sets. See for instance [SS13, Wer16] for further properties.

Lemma 4.2 Let (An)n∈N be an increasing sequence of local sets measurable w.r.t. Γ. Then

1. FAn ⊂ FAn+1 ,

2.
⋃
An is also a local set and ΓAN → Γ⋃

An in probability as N →∞,
3. if

⋃
An = D, then the join of the σ-algebras FAn is equal to σ(Γ). Moreover, Γn := ΓAn

then converges to Γ in probability in the space of distributions.
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The property (1) follows from the fact that our local sets are measurable w.r.t. Γ and the
characterization of local sets found in [SS13]. Properties (2) and (3) follow from the fact that
when An ∪ ∂D is connected we have that GD\An → GD\A.

In other words, one can approximate the Gaussian free field by taking an increasing
sequence of measurable local sets (An)n∈N and for each n defining Γn := ΓAn . In some sense
these give very intrinsic approximations to the GFF. For example, one could intuitively think
that An are the sets that discover the part of the surface described by the GFF that is linked
to the boundary and has height between −n and n.

4.2.1 Two useful families of local sets

One useful family of local sets are the so-called two-valued local sets introduced in Chapter
2 and denoted by A−a,b. For fixed a, b > 0, A−a,b is a local set of the GFF such that: the
value of hA inside each connected component of D \A is constant with value either −a or b;
and that is thin in the sense that for all f smooth we have (ΓA, f) =

∫
D\A f(z)hA(z) dz. The

prime example of such a set is CLE4 coupled with the Gaussian free field as A−2λ,2λ, where
λ is an explicit constant equal to λ = π/2 in our case. In analogy with stopping times, they
correspond to exit times of Brownian motion from the interval [−a, b]. We recall the main
properties of two-valued sets:

Proposition 4.3 Let us consider −a < 0 < b.

1. When a+ b < 2λ, there are no local sets of Γ with the characteristics of A−a,b.

2. When a + b ≥ 2λ, it is possible to construct A−a,b coupled with a GFF Γ. Moreover,
the sets A−a,b are

• Unique in the sense that if A′ is another local set coupled with the same Γ, such
that for all z ∈ D, hA′(z) ∈ {−a, b} almost surely and A′ is thin in the sense
above, then A′ = A−a,b almost surely.

• Measurable functions of the GFF Γ that they are coupled with.

• Monotonic in the following sense: if [a, b] ⊂ [a′, b′] and −a < 0 < b with b+a ≥ 2λ,
then almost surely, A−a,b ⊂ A−a′,b′.

• A−a,b has almost surely Lebesgue measure 0.

• For any z, log CR(z;D\A−a,b) − log CR(z;D) has the distribution of the hitting
time of {−a, b} by a standard Brownian motion.

Another nice class of local sets are those that only take one value in the complement of A.
We call them first passage sets and denote them by Aa (if they only take the value a). These
correspond to one-sided hitting times of the Brownian motion: hence the name. They are of
interest in describing the geometry of the Gaussian free field and are treated in more detail
in Chapter 3. Here, we only provide one working definition and refer to Chapter 3 for a more
intrinsic definition, uniqueness and other properties not needed in the current chapter.

Definition 4.4 (First passage set) Take a > 0. We say that Aa is the first passage set (FPS)
of a GFF Γ, with height a, if it is given by

⋃
nA−n,a.

We need a few properties of these sets. The first follows from the definition, the second
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and third from Proposition 2.23:

• We have that ΓAa = a− νa, where νa is a positive measure supported on Aa;

• Aa has zero Lebesgue measure;

• For any an →∞ we have that
⋃
Aan = D.

Note that because the circle-average of the GFF (Γ, ρεz) is a.s. well-defined for all z ∈ D,
ε > 0 simultaneously, it also means that (νa, ρ

ε
z) is a.s. well-defined and positive for all z, ε

as above.

We have already seen in Proposition 3.26 these three properties characterize Aa uniquely.
However, in this chapter we only need a weaker uniqueness statement that is a consequence
of the following lemma:

Lemma 4.5 Denote A1 = A−a,a with a > λ and define iteratively An by exploring copies
of A−a,a in each connected component of the complement of An−1. Then, almost surely for
a dense countable set z ∈ D the following holds: for k ∈ N, let nz be the first iteration
when hAnz (z) = ak, the connected component D\Anz containing z is equal to the connected
component of D\Aak containing z.

Proof. The proof follows from the uniqueness of two-valued sets A−a,b. Indeed, construct
sets Bn by taking B1 = A1 and then repeating the construction of Ai only in the components
where the value of hBn is not yet ak. Thus, by construction Bn ⊂ An. Moreover, for any z
up to and including the first iteration where ΓBk(z) = ak, the connected component of the
complement of An and Bn containing z coincide.

Now, note that for a fixed z ∈ D, nz is almost surely finite. Thus it suffices to prove that
for all n ∈ N, the set Bn is contained in A−dane,ak and that all connected components of D\Bn

where hBn takes the value ak are connected components of D\A−dane,ak where hA−dane,ak is
equal to ak. To see this, first note that hBn ∈ {−an,−a(n − 1), . . . , ak}. In particular, in
each connected component where hBn = c /∈ {−dane, ak} we can construct the two-valued
sets A−dane−c,ak−c. This gives us a local set B̃ s.t. hB̃ takes only values in {−dane, k}. It

is also possible to see that B̃ is thin, by noting that inside each compact set its Minkowski
dimension is smaller than 2 (Proposition 1.14 and comment after Definition 1.15). Then,
by uniqueness of the two-valued sets, Lemma 4.3, B̃ is equal to Adane,k. To finish, notice
that we the connected components of D\Bn where hBn took the value ak are also connected
components of B̃ with the same value.

In particular, from this lemma it follows that we can also construct Aa in a different way:
denote A1 = A−a,a and define A2 by iterating independent copies of A−a,a in each component
of the complement of D \A1 where hA1 6= a. Repeat this procedure again in all components
of the complement for which the value still differs from a. This iteration gives an increasing
sequence of local sets An, whose limit is equal to Aa. For a concrete example, one could take
A−2λ,2λ to be equal to CLE4 in its coupling with the GFF, and the above procedure would
yield A2λ. In fact the sets (A2λn)n∈N are exactly the sets that the author [Aı̈d15] proposes as
a basis for the construction of the Liouville measure.
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4.3 Overview of the Liouville measure and loop con-

structions of Aı̈dekon

There are many ways to define the Liouville measure in the subcritical case, the differences
amounting to how one approximates the underlying GFF. We will first describe the approxi-
mations using circle averages in the subcritical case. Then we will discuss the critical regime,
and finally present the nested-loop based constructions from [Aı̈d15] that are conjectured to
give the Liouville measure. From now on we will set D = D for simplicity.

4.3.1 Subcritical regime

Let us recall that we denote Γε(z) = (Γ, ρεz) the ε-circle average of the GFF around the point
z as before. It is known that Γε(z) is a continuous Gaussian processes that converge to Γ a.s.
in the space of distributions as ε→ 0. Thus, one can define approximate Liouville measures

µγε (dz) := ε
γ2

2 exp (γΓε(z)) dz.

In the subcritical regime we have the following result [DS11, Ber15b]:

Theorem 4.6 For γ < 2 the measures µγε converge to a non-trivial measure µγ weakly in
probability. Moreover, for any fixed Borel set O ⊂ D we have that µγε (O) converges in L1 to
µ(O).

In fact it is known that the measure is also unique, in the sense that the same limit can
be obtained using any sufficiently nice mollifier instead of the circle average. We will show
that the approximations using local sets give the same measure.

4.3.2 Critical regime

It is known that for γ > 2, the measures µεγ converge to zero [RV07]. To define the critical
measures an additional renormalization is therefore required. One way to do it is to use the
so-called derivative martingale, originating from studies on branching random walks. Define

νε(dz) :=
∂

∂γ

∣∣∣∣
γ=2

µγε (dz) = (−Γε(z) + 2 log(1/ε))ε2 exp (2Γε(z)) dz

It has been recently shown in [Pow17, Theorem 1.1] that νε converges weakly in probability to
a non-trivial limiting measure µ′2 as ε→ 0. Moreover, µ′2 coincides with the critical Liouville
measure defined in [DRSV14a, DRSV14b]. We will again show that the approximations using
local sets converge towards same measure.

Another way to define the critical measure is to use the so-called Seneta-Heyde renor-
malization [AS14, DRSV14b]. In the case of the circle-average process the approximating
measures would be defined as:

ν̄ε(dz) :=
√

log 1/εµ2
ε(dz).

It has been shown [HRV15, JS15] that ν̄ε converges in probability to
√

2
π
µ′2 as ε → 0. We

will prove an analogous result in our setting.



133 4. Liouville measure via level sets

4.3.3 Measures constructed using nested loops

In [Aı̈d15] the author proposes a construction of measures, analogous to the Liouville measure,
using nested conformally-invariant loop ensembles. We will now describe it in a concrete
context that is related to this chapter.

Consider a CLE4, and inside each loop toss an independent fair coin. Keep the loops with
heads on top, and sample new CLE4 loops in the others. Also toss new independent coins
inside these loops. Keep track of all the coin tosses for each loop and repeat the procedure
inside each loop where the number of heads is not yet larger than the number of tails. Define
the resulting set as Ã1. Now define Ãk iteratively by sampling an independent copy of Ã1

inside each connected component of D \ Ãk−1.

For any Borelian O ⊂ D we can now define

M̃γ
k (O) =

1

ECR(0,D \ Ã1)γ2/2
k

∫
O∩D\Ãk

CR(z,D \ Ãk) γ
2

2 dz (4.3)

It is shown in [Aı̈d15] that for γ < 2 the measures defined by M̃γ
k converge weakly almost

surely to a non-trivial measure M̃γ. It is also conjectured there that the limiting measures
coincide with the Liouville measures µγ. We will prove this statement below.

It is further proved in [Aı̈d15] that for γ > 2, these measures converge almost surely to
zero. In the critical case, however, one can again define a derivative martingale D̃γ

k by taking
a derivative with respect to −γ. In other words one sets:

D̃γ
k(O) = −2

∂

∂γ
M̃γ

k (O)

(we include the factor 2 here to be consistent with the definition in [Aı̈d15]). It is shown in
[Aı̈d15] that the measures D̃k := D̃2

k converge to a non-trivial positive measure D̃∞. In this
chapter, we prove that D̃∞ = 2µ′2.

4.4 Local set approximations of the subcritical Liou-

ville measure

In this section we prove that one can approximate the Liouville measure of a GFF in a
simply connected domain using increasing sequences of local sets (An)n∈N with

⋃
An = D.

In particular, the measure constructed in [Aı̈d15] will fit in our framework and thus it agrees
with the Liouville measure. In fact, for simplicity, we first present the proof of convergence
in this specific case.

First, recall that we denote by hA the harmonic function given by the restriction of ΓA
to D \ A. For any local set A with Lebesgue measure 0 and bounded hA, we define for any
Borelian set O ⊆ D:

Mγ(O, A) :=

∫
O

eγhA CR(z;D \ A)γ
2/2 dz.

Notice that as hA is bounded, we can define it arbitrarily on the 0 Lebesgue measure set A.
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Proposition 4.7 Fix γ ∈ [0, 2). For a > 0, let Aa be the a-FPS of Γ and µγ be the Liouville
measure defined by Γ. Then for each Borelian set O ⊂ D,

Mγ
a (O) := Mγ(O, Aa) = eγa

∫
O

CR(z;D\A)γ
2/2dz

is a martingale with respect to FAa and converges a.s. to µγ(O) as a → ∞. Thus, a.s. the
measures Mγ

a converge weakly to µγ.

Before the proof, we make two remarks. First, we make the connection between our
martingale and the martingales of [Aı̈d15]:

Remark 4.8 As a consequence of Lemma 4.5, the fact that A−2λ,2λ has the law of CLE4

and the fact that the value of its corresponding harmonic function is independent in each
connected component of D\A−2λ,2λ, we see that Ã1 of Section 4.3.3 is equal in law to A2λ.
Furthermore, the sequence (Ãk)k∈N has the same law has the sequence (A2λk)k∈N.

Now, by the iterative construction and conformal invariance the random variables

log CR(0,D \ Ãi)− log CR(0,D \ Ãi−1)

with A0 = ∅ are i.i.d. Thus, ECR(0,D \ Ã1)
γ2

2

k

= ECR(0,D \ Ãk) γ
2

2 .

Moreover, it is a consequence of Lemma 2.23 that − log CR(0,D\Ãk) corresponds precisely
to the hitting time of kπ by a standard Brownian motion started from zero. In our case, when
2λ = π, we therefore see that

eγ2λk = E
[
CR(0,D \ Ã1)

γ2

2

]−k
.

Furthermore, since Leb(A2λ) = 0 implies that Mγ
a (O ∩ A2λ) = 0, we have that Mγ

2λk agrees
with the measure M̃γ

k defined in (4.3). Hence Proposition 4.7 confirms that the limit of M̃γ
k

corresponds to the Liouville measure.

Remark 4.9 Second, in order to avoid repetition, we recall here as a remark the standard
argument showing that the almost sure weak convergence of measures is implied by the almost
sure convergence of Mγ

a (O) over all boxes O with dyadic coordinates. This follows from two
observations: first, the sub-space of Radon measures on D with bounded mass is compact and
second, the boxes O with dyadic coordinates generate the Borel σ-algebra. Notice that we do
not show that we have strong convergence of measures, i.e. we do not know whether almost
surely µγ(O) is the limit of Mγ

a (O) for all Borelian O.

Proof of Proposition 4.7. By Remark 4.9, it suffices to prove the convergence statement
for Mγ

a (O). When γ ∈ [0, 2), we know that µγε (O) → µγ(O), in L1 as ε → 0, where µγε is as
in Theorem 4.6. Thus,

E [µγ(O) | FAa ] = lim
ε→0

E [µγε (O) | FAa ] .

The key is to argue that
lim
ε→0

E [µγε (O) | FAa ] = Mγ
a (O). (4.4)

Then Mγ
a (O) = E [µγ(O) | FAa ] and we can conclude using the martingale convergence the-

orem and the fact that
⋃
Aa = D.



135 4. Liouville measure via level sets

To prove (4.4), define Aεa as the ε-enlargement of Aa. By writing Γ = ΓAa + ΓAa and using
that (ΓAa , ρ

z
ε) = a for any z ∈ D\Aεa, we have

E
[∫

O\Aεa
eγ(Γ,ρzε) εγ

2/2 dz

∣∣∣∣FAa

]
=

∫
O\Aεa

eγa εγ
2/2E

[
e(ΓAa ,ρzε)

∣∣∣FAa

]
dz

Using (4.2) we recognize that the right hand side is just Mγ
a (O\Aεa).

But now for any fixed a, as CR(z,D) 6 1 and Aa has zero Lebesgue measure, we have
that Mγ

a (O∩Aεa) = oε(1). On the other hand, from the fact that (ΓAa , ρ
z
ε) 6 a for any z, and

(4.2), it follows that

E
[∫

O∩Aεa
eγ(Γ,ρzε) εγ

2/2 dz

∣∣∣∣FAa

]
6 Leb(Aεa)e

γa.

Thus, we conclude (4.4) and the proof. �

We now state a more general version of this result, which says that one can construct
the Liouville measure using a variety of local set approximations. The proof is a simple
adaptation of the proof above. We say that a generalized function T on D, for which the
circle-average process Tε(z) := (T, ρεz) can be defined, is bounded from above by K if for all
z ∈ D and ε > 0, we have that Tε(z) 6 K.

Proposition 4.10 Fix γ ∈ [0, 2) and let (An)n∈N be an increasing sequence of local sets
for a GFF Γ with

⋃
n∈NA

n = D. Suppose that almost surely for all n ∈ N, we have that
Leb(An) = 0 and that ΓAn is bounded from above by Kn for some sequence of finite Kn.
Then for any Borel O ⊂ D, Mγ

n (O) defined by

Mγ
n (O) =

∫
O

eγhAn (z) CR(z;D \ An)γ
2/2 dz

is a martingale with respect to {FAn}n>0 and

lim
n→∞

Mγ
n (O) = µγ(O) a.s.

where µγ is the Liouville measure defined by Γ. Thus, almost surely the measures Mγ
n converge

weakly to µγ.

Let us mention two natural sequences of local sets for which this proposition applies. The
first is when we take an, bn ↗ ∞ and study the sequence (A−an,bn)n∈N. The second is when
we take the sequence (An−a,b)n∈N for some a, b > 0, where An−a,b is defined by iteration 1. Note
that in the case where a = b = 2λ, we recover the result described in the introduction for the
iterated CLE4.

Observe that whereas our martingale agrees with the one given in [Aı̈d15] for the case of
first-passage sets, for any cases where hAn can take more than one value, the martingales
are in fact different. Yet, we can still identify the limit of the martingale M̃γ

n (O) of [Aı̈d15],
corresponding to an iterated CLE4 (i.e. (CLEn

4 )n∈N.) In this case Aidekon’s martingale
converges in distribution to ηγ(O) := E [µγ(O)|F∞], where µγ is the Liouville measure and

1We set A1
−a,b = A−a,b and define An

−a,b by sampling the A−a,b of ΓAn−1
−a,b inside each connected component

of D\An−1
−a,b
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F∞ is the σ-algebra containing only the geometric information from all iterations of the
CLE4. This σ-algebra is strictly smaller than FAn−2λ,2λ

, which also contains information on
the labels of CLE4 in its coupling with the GFF. It is not hard to see that ηγ is not equal to
µγ.

4.5 Generalizations

In this section, we describe some other situations where an equivalent of Proposition 4.10 can
be proven using the same techniques as the proof of Proposition 4.7. In the following we do
not present any new methods, but focus instead on announcing the propositions in context,
so that they may be used in other works. We also make explicit the places where the results
are already, or may in the future, be used.

4.5.1 Non-simply connected domains and general boundary con-
ditions.

Here we consider the case when Γ is a GFF in an n-connected domain D ⊆ D (for more
context see Chapter 3). First, let us note that in this set-up (4.2) becomes

E
[
ε
γ2

2 exp (γ(Γ, ρεz))

]{
= e−

γ2

2
G̃D(z,z) if d(z, ∂D) > ε,

6 1 if d(z, ∂D) < ε,

where we write GD(z, w) = − log |z − w| + G̃D(z, w), i.e. for any z ∈ D, G̃D(z, ·), is the
bounded harmonic function that has boundary conditions log(|z − w|) for w ∈ ∂D. Addi-
tionally, if we work with local sets A such that all connected components of A ∪ ∂D contain
an element of ∂D, then Lemma 4.2 will hold. All local sets we refer to here are assumed
to satisfy this condition. These facts and assumptions are enough to prove the following
proposition:

Proposition 4.11 Fix γ ∈ [0, 2) and let (An)n∈N be an increasing sequence of local sets
for a GFF Γ with

⋃
n∈NA

n = D. Suppose that almost surely for all n ∈ N, we have that
Leb(An) = 0 and that ΓAn is bounded from above by Kn for some sequence of finite Kn.
Then for any Borel O ⊂ D, Mγ

n (O) defined by

Mγ
n :=

∫
O

eγhAn (z)− γ2
2
G̃D\An (z,z) dz, O ⊂ D

is a martingale with respect to {FAn}n>0 and

lim
n→∞

Mγ
n (O) = µγ(O) a.s.

where µγ is the Liouville measure defined by Γ. Thus, almost surely the measures Mγ
n converge

weakly to µγ.

The equivalent of the sets A−a,b and Aa are defined in n-connected domains in Section 3.4
and it is easy to see that their iterated versions satisfy the hypothesis of Proposition 4.11. In
particular, the above construction allowed us to prove that the measure ΓAa is a measurable
function of Aa.
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4.5.2 Dirichlet-Neumann GFF

In this section we take Γ to be a GFF with Dirichlet-Neumann boundary conditions in
D+ = D ∩H. That is, Γ satisfies (4.1), with GD replaced by GD+ : the Green’s function in
D+ with Dirichlet boundary conditions on ∂D and Neumann boundary conditions on [−1, 1].
To be more specific, we set GD+(x, y) = GD(x, y) +GD(x, ȳ), with GD as in Section 4.2. Then
GD+(x, y) ∼ log(1/|x − y|) as x → y in the interior of D+ and GD+(x, y) ∼ 2 log(1/|x − y|)
when y ∈ (0, 1).

Let A be a closed subset of D̄+. Suppose that Γ is a Dirichlet-Neumann GFF in D+\A with
Neumann boundary conditions on [−1, 1]\A and Dirichlet boundary conditions on the rest
of the boundary. Let z ∈ [−1, 1] and define %εz to be the uniform measure on ∂B(z, ε) ∩ D+.
Then, in this set-up (4.2) becomes

E
[
εγ

2/4 exp
(γ

2
(Γ, %εx)

)]{ = CR(x;D\Ă)γ
2/4 if d(z, ∂(D\Ă)) > ε,

6 1 if d(z, ∂(D\Ă)) < ε.
(4.5)

Here we set Ă := A ∪ Ā for Ā = {z ∈ C : z̄ ∈ A}.
There is also a notion of local sets for this Dirichlet-Neumann GFF. We say that (Γ, A,ΓA)

describes a local set coupling if, conditionally on (A,ΓA), ΓA := Γ − ΓA is a GFF with
Neumman boundary conditions on [−1, 1]\A and Dirichlet on the rest. For connected local
sets such ∂D+ ∪ A is connected, Lemma 4.2 still holds (by the same proof given for the
0-boundary GFF).

We are interested in the boundary Liouville measure on [−1, 1]. Take γ < 2, ε > 0 and a
Borel set O ⊆ [−1, 1]. We define the approximate boundary Liouville measures as follows:

υγε (O) := εγ
2/4

∫
O

exp
(γ

2
(Γ, %εx)

)
dx

where here dx is the Lebesgue density on [−1, 1]. It is known (see [DS11, Ber15b]) that
υγε → υγ in L1 as ε→ 0. Moreover, it is also easy to see that υγ is a measurable function of
F[−1,1] - this just comes from the fact that the Dirichlet GFF contains no information on the
boundary. Thus, we have all the necessary conditions to deduce the following Proposition
using exactly the same proof as in Section 4.4.

Proposition 4.12 Fix γ ∈ [0, 2) and let (An)n∈N be an increasing sequence of local sets
for a GFF Γ with

⋃
n∈NA

n ⊇ [−1, 1]. Suppose that almost surely for all n ∈ N, we have
that Leb[−1,1](An) = 0 and that ΓAn restricted to An is bounded from above by Kn for some
sequence of finite Kn. Then for any Borel O ⊂ [−1, 1], Mγ

n (O) defined by

Mγ
n (O) :=

∫
O

e
γ
2
hAn (z) CR(z;D\Ăn)

γ2

4 dz

is a martingale with respect to {FAn}n>0 and

lim
n→∞

Mγ
n (O) = υγ(O) a.s.

where where µγ is the boundary Liouville measure defined by Γ. Thus, almost surely the
measures Mγ

a converge weakly to υγ.
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It has recently been proven in [QW17] that sets satisfying the above hypothesis do exist,
and that they can be used to couple the Dirichlet GFF with the Neumman GFF. Let us
describe some concrete examples of these sets. If Γ is a Dirichlet-Neumman GFF, then in
[QW17] it is shown that there exists a (measurable) thin local set Ã(Γ) of the GFF such that:

• Ã(Γ) has the law of the trace of an SLE4(0;−1) going from −1 to 1

• hÃ(Γ) is equal to 0 in the only connected component of D+\Ã(Γ) whose boundary
intersects ∂D ∩H

• in the other connected components, hÃ(Γ) is equal to ±2λ, where conditionally on Ã(Γ)
the sign is chosen independently in each component.

There are two interesting sequences of local sets we can construct using this basic building-
block. The first one is the boundary equivalent of (An−2λ,2λ)n∈N, and the second is the bound-
ary equivalent of (A2λn)n∈N. The first one is also described in [QW17, Section 3]. The con-
struction goes as follows: choose A1 = Ã(Γ) and construct An by induction. In the connected
components O of D\An that contain an interval of R, we have that ΓAn restricted to O is a
Dirichlet-Neumman GFF (with Neumann boundary condition on R∩∂O). Thus, by conformal
invariance we can explore the set Ã(Γ |O) in each such component O. We define An+1 to be
the closed union of An with Ã(Γ |O) over all explored components O. Note that hAn ∈ {2λk}
where k ranges between −n and n. It is also not hard to see that An is thin (it follows from
the fact that hA ∈ L1(D\A) and that for any compact set K ⊆ D+ the Minkowski dimension
of An ∩ K is a.s. equal to 3/2, see Proposition 1.11). Thus, we deduce that ΓAn 6 2λn.
Additionally, note that by adjusting [MS11, Lemma 6.4], we obtain from the construction of
A1 that for any z ∈ (−1, 1) the law of 2(log(CR−1(z,D\Ă1)) − log(CR−1(z,D)) is equal to
the first time that a BM exits [−2λ, 2λ]. It follows that for all n ∈ N, LebR(An ∩ [−1, 1]) = 0
and also

⋃
n∈NA

n ⊇ [−1, 1]. Hence we see that the sequence (An)n∈N satisfies the conditions
of Proposition 4.12.

For the second sequence of local sets, take B1 = Ã(Γ) and define Bn+1 to be the closed
union of Bn with all Ã(Γ |O) such that O is a connected component of D\Bn, hBn |O6 2λ
and ∂O contains an interval of R. Denote A1(Γ) the closed union of all the Bn. Due to the
fact that Bn are BTLS with hBn 6 2λ on [−1, 1], we have that ΓA1 restricted to [−1, 1] is
smaller than or equal to 2λ. Additionally, note that 2(log(CR−1(z,D\Ă1))− log(CR−1(z,D))
is distributed as the first time a BM hits 2λ. Now, we iterate to define An(Γ) as the closed
union of An−1(Γ) and A1(Γ |O), where O ranges over all connected components of D+\A(n−1)

containing an interval of R. The sequence (An)n∈N satisfies the condition of Proposition
4.12. Note that in this case the martingale simplifies and contains only information on the
geometry of the sets An:

Mγ
n := eγ2λn

∫
O

CR(z;D\Ăn)γ
2/4dz.

The fact that this martingale is a measurable function of An allows us to use the same
techniques as in Lemma 3.33 to prove that the measure 2λn − ΓAn on R is a measurable
function of An.

It is also explained in [QW17] that the sets An we have just constructed, and the definition
of the boundary Liouville measure using them, might help to reinterpret an SLE-type of
conformal welding first studied in [She16].
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4.6 Critical and supercritical regimes

In this section it is technically simpler to restrict ourselves to the simply connected case and
study a special family of sequences of local sets, though the results hold in a more general
setting. Namely, we assume that our sets An are formed by an iterative procedure. That
is, A1 = A(Γ) is some measurable local set coupled with the GFF Γ, and An+1 is formed
from An by, in each component O of D \ An, exploring A(ΓA

n
). Notice, for example, that

the iterated CLE4 coupling described in the introduction is covered by this hypothesis, as
are the couplings with Aan for any a > 0.

We first show that the martingales defined in Section 4.4 converge to zero for γ > 2.
Then, in the critical case γ = 2, we define a derivative martingale and show it converges to
the same measure as the critical measure µ′2 from [DRSV14a, DRSV14b, Pow17], and 1/2
times the critical measure D̃∞ from [Aı̈d15]. Finally, we show that for An = Aan we can
also construct the critical measure using the Seneta-Heyde rescaling (analogous to the main
theorem of [AS14].) More precisely, for all Borelian O ⊂ D, we have that

√
anM2(O, An)

converges in probability to 4√
π
µ′2(O) as n→∞.

4.6.1 (Super)critical regime.

Lemma 4.13 Set γ > 2 and assume that An is formed by iteration as above and that⋃
nAn = D. Assume further that A is such that hA is constant in each connected component

of D \ A almost surely. Then Mγ
n → 0 almost surely.

Remark 4.14 Due to the iterative nature of the construction, the condition
⋃
nAn = D, i.e.

that in the limit the iterated sets cover the whole domain, is implied for example by a simple
requirement on the local set A = A1 - it suffices to have that there exists ε, δ > 0 such that
for any point z ∈ D, the probability that CR(z;D\A1) < (1− ε) CR(z;D) is bigger than δ.

In [Aı̈d15], Aı̈dekon also considers the critical and supercritical cases for his iterated loop
measures. In particular, from his results one can read out that, with the notation of Propo-
sition 4.7, for any a > 0 and γ > 2, we have Mγ

an → 0 almost surely as n→∞.

The proof follows from a classical technique stemming from the literature on branching
random walks [Lyo97], but is based on the local set coupling with the GFF.

Proof. From (4.2) and a direct calculation we see that Mγ
n (D)/Mγ

0 (D) is a mean one mar-
tingale, where Mγ

0 (D) =
∫
D CR(z,D)γ

2/2 dz. Let us define a new probability measure P̂ via
the change of measure

dP̂
dP

∣∣∣∣∣
FAn

=
Mγ

n (D)

Mγ
0 (D)

. (4.6)

It is well known, see for example [Dur10], that in order to show that Mγ
n (D) → 0 almost

surely under P, it suffices to prove that lim supnM
γ
n (D) = +∞ a.s. under P̂.

To show this we actually consider a change of measure on an enlarged probability space.
Define a measure P∗ on (Γ, (An)n, Z) by sampling (Γ, (An)n) from P and then independently,
sampling a random variable Z ∈ D with law proportional to Lebesgue measure. Note that
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under P∗ the process
ξn = eγhAn (Z)+γ2/2 log CR(Z,D\An)

is a martingale with respect to the filtration F ∗
An = FAn ∨ σ(Z). Thus we can define a new

probability measure P̂∗ by

dP̂∗

dP∗

∣∣∣∣∣
F∗An

:=
ξn

E[ξ0]
(4.7)

Then if P̂ is the restriction of P̂∗ to FAn , P̂ and P satisfy (4.6). Therefore it suffices to prove
that under P̂∗ and conditionally on Z, we have lim supnM

γ
n (D) = +∞ almost surely. By the

Köebe-(1/4) Theorem and [Aı̈d15, Lemma 2.4] we only need to prove that under this law
almost surely

lim sup
n

eγhAn (Z)+(γ2/2+2) log CR(Z,D\An) = +∞.

However we can calculate, using (4.2) that

γhAn(Z) + (γ2/2 + 2) log CR(Z,D \ An)

is a random walk with non-negative mean (started from (γ2/2 + 2) log CR(Z,D)) under this
law. This allows us to conclude.

4.6.2 The derivative martingale in the critical regime

We now show the convergence of the derivative martingale (when γ = 2, defined below) for
the particular case of iterated A−a,a, a > λ. For any Borel set O ⊆ D and local set A, we
define

Dγ(O, A) :=

∫
O

(
−hA(z) + γ log CR−1(z,D \ A)

)
eγhA(z) CR(z;D \ A)γ

2/2 dz.

The rest of this section is devoted to proving the following proposition.

Proposition 4.15 Assume that An is formed by iterating A−a,a n times, for a > λ. Then

for any Borel O ⊂ D we have that D̂n(O) := D2(O, An) is a martingale and converges almost
surely to a finite, positive limit D̂∞(O) as n→∞. In particular the signed measures D̂n(O)
converge weakly to a limiting measure that is independent of the choice of a > 0 and agrees
with the critical measure µ′2 defined in [DRSV14a, DRSV14b], and 1/2 times the critical
measure D̃∞ defined in Theorem 1.3 of [Aı̈d15].

Before the proof, let us first comment on the case where the set we are going to iterate is
Aa; so n iterations gives Aan. In the case a = 2λ, observe that twice the derivative martingale
2D2(O, A2λn) is equal to D̃n defined in (1.3) of [Aı̈d15] (see Remark 4.8). Thus, we know that
when we iterate A2λ, its associated sequence of measures converges to a limit D̃∞. In fact it
follows from [Aı̈d15], that for all dyadic a > 0, Dn(O) := 2D2(O, Aan) converges to the same
limit. Doob’s maximal inequality then implies that there exists a modification of 2D2(O, At)
that also converges to D̃∞ as t→∞.
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These martingales are not uniformly integrable (U.I.) and thus, our previous techniques
do not apply directly. However, we will discuss how to pass through certain U.I. martingales
to get convergence in the case of Dn(O). We will then use this case to show convergence for
D̂n(O). We remark that these U.I. martingales, given in the proof below, are similar but not
exactly the same as the analogous U.I. martingales introduced in [DRSV14a, Aı̈d15].

We make Dn(O) uniformly integrable via localization. To do this, let us introduce the
following stopping times:

τβ := inf
n

{
n ∈ N : inf

z∈D\Aan
−hAan(z) + 2 log CR−1(z,D \ Aan) ≤ −β

}
.

Notice that Aa(n∧τβ) is then also a local set of Γ and we can define Dβ
n(O) := 2D2(O, Aa(n∧τβ)).

As always, we include the factor 2 for comparison with martingales in [Aı̈d15]. Then Dβ
n(O)

is a martingale, due to the fact that it is the derivative with respect to −γ of the martingale
2Mγ(O, A

n∧τβ
a ).

4.6.2.1 Dβ
n(O) is uniformly integrable

Let us first show the following claim:

Claim 4.16 The martingale Dβ
n(O) is uniformly integrable for all β > 0 and so converges

almost surely and in L1 to some limit L(O, β) as n→∞.

Proof. Indeed, for η > 0, let Eη(n, z) be the event that

{−am+ 2 log CR−1(z,D \ Ama ) ≥ −η for all m 6 n}.

Then Proposition 3.2. of [Aı̈d15] implies that for all η > 0,

D̄η
n(O) :=

∫
O

h1

(
−2an+ 4 log CR−1(z,D \ Ana) + 2η

)
1Eη(n,z)e

2an CR(z;D \ Ana)2 dz (4.8)

is a U.I. martingale. Here h1(u) is a so-called renewal function, that satisfies h1(u) > Ru for
some R > 0. We conclude that the stopped martingale D̄η

n∧τβ(O) is also U.I. Given that

−h
A
n∧τβ
a

(z) + γ log CR−1(z,D \ An∧τβa ) > −a− β

we can bound
|Dβ

n(O)| 6 R−1|D̄2β+2a
n∧τβ |.

The claim follows.

4.6.2.2 Comparison with Aı̈dekon’s limit

We first show that our UI martingales converge to Aı̈dekon’s limit, and then use this to treat
the case where An is formed by iterating A−a,a.

Claim 4.17 The martingales Dβ
n(O) converge to D̃∞(O) as first n→∞ and then β →∞.
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Proof. From the definition, Dβ
n(O) and 2D2(O, Aan) are equal on the event {τβ = ∞}.

Additionally, P(τβ =∞) is equal to 1− o(β), due to the fact that almost surely

inf
z∈D

inf
n∈N

(
−2an+ 4 log CR−1(z,D \ Aan)

)
> −∞. (4.9)

This is proved [Aı̈d15] after the statement of Proposition 3.2 (see also Remark 4.8 of the
current chapter).

In particular, as 2D2(O, Aan) tends to D̃∞(O) by [Aı̈d15] (together with the comments
after Proposition 4.15) we see that limβ→∞ L(O, β) is also equal to D̃∞(O) in this case.

Now, let us come back to the case where An is formed by iterating A−a,a. To do this,

define D̂β
n(O) := D2(O, An∧τ̂β), for

τ̂β := inf
n

{
n ∈ N : inf

z∈D\An
−hAn(z) + 2 log CR−1(z,D \ An) ≤ −β

}
.

First, observe that when both An, the iterated A−a,a, and Aan are coupled with the same
GFF as local sets, Lemma 4.5 implies that a.s. {τ̂β = ∞} = {τβ = ∞} and that for all
n 6 m, An∧τ̂β ⊆ Aa(m∧τβ). Thus, as long as the limit on the lefthand side exists, we have

lim
β→∞

lim
n→∞

D̂β
n(O) = lim

n→∞
D̂n(O).

So, it suffices to argue that

2D̂β
n(O)1{τ̂β=∞} → L(O, β)1{τ̂β=∞}, as n→∞.

To see this we will use the strategy of the proof of Proposition 4.7.

Namely, consider a local set A with zero Lebesgue measure, and such that (ΓA, f) is
bounded from above by K > 0 (in the sense explained before Proposition 4.10). Then from
an explicit calculation similar to the key claim of Proposition 4.7 we have that for any γ > 0,
a.s. and in L1(Ω) as ε→ 0,

E
[∫

O

(γ log(1/ε)− Γε(z))eγΓε(z)ε
γ2

2 dz | FA

]
→ Dγ(O, A).

Now, for n 6 m let F̂n and Gm be the sigma-algebras corresponding to the local sets
An∧τ̂β and Aa(m∧τβ) respectively. Noting that a.s. An∧τ̂β ⊆ Aa(m∧τβ),

1

2
E
[
Dβ
m(O) | F̂n

]
= E

[
lim
ε→0

E
[∫

O

(γ log(1/ε)− Γε(z))eγΓε(z)ε
γ2

2 dz | Gm
]
| F̂n

]
= lim

ε→0
E
[∫

O

(γ log(1/ε)− Γε(z))eγΓε(z)ε
γ2

2 dz | F̂n

]
= D̂β

n(O).

Due to the fact that Dβ
m(O) → L(O, β) in L1 we have that E

[
L(O, β)|F̂n

]
= 2D̂β

n(O) and

so 2D̂β
n(O)→ E

[
L(O, β)|F̂∞

]
. However, the event {τ̂β =∞} is F̂∞-measurable and on this

event the limit of An∧τ̂β is D (by Lemma 4.3 and Remark 4.14). Similarly to Lemma 4.2, it

then follows that F (Γ)1{τ̂β=∞} is F̂∞ measurable for any measurable function of Γ. Thus,

we have that 2D̂β
n(O)1{τβ=∞} → L(O, β)1{τβ=∞}, as required.
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4.6.2.3 Comparison with mollified measures.

It remains to prove the latter claim of the proposition, i.e. to show that the limiting measure
D̂∞ = 1

2
D̃∞ is equal to the measure µ′2 from [DRSV14b, Pow17], described in Section 4.3.3.

We again mollify our measures using the circle average, and choose a sequence εk → 0 such
that νε → µ′2 a.s. Whenever we write ε→ 0, it means that we are converging to 0 via (εk)k∈N.
We set, for fixed O ⊂ D,

νβε (O) =

∫
O

(−Γε(z) + 2 log(1/ε))1{Tβ(z)6ε} e2Γε(z)−2 log(1/ε)

where Tβ(z) = sup{ε 6 ε0 : 2Γε(z) − 2 log(1/ε) 6 −β} and ε0 is some fixed starting point
such that dist(z, ∂D) > ε0 for all z ∈ O. It is shown in [Pow17, Proposition 3.6] that νβε (O)
is uniformly integrable for fixed β > 0. Additionally, define

Cβ := {−Γε(z) + 2 log(1/ε) + β > 0 for all z ∈ D, 0 < ε 6 d(z, ∂D)}

then P(Cβ) = 1− o(1) thanks to [HRV15, Theorem 6.3].

The strategy is to prove, for An the n-FPS of the GFF, that

lim
β→∞

lim
n→∞

lim
ε→0

E
[
νβε (O) | FAn

]
1{τβ=∞} (4.10)

is equal to both µ′2(O) and 1
2
D̃∞(O) almost surely.

Let us first show that (4.10) is equal to µ′2(O). Observe that since νβε (O) is uniformly
integrable, we have by Fatou’s and reverse Fatou’s lemma that, if the limit in ε exists (we
will show that is does in the next step)

E
[
lim inf
ε→0

νβε (O) | FAn

]
6 lim

ε→0
E[νβε (O) | FAn ] 6 E

[
lim sup
ε→0

νβε (O) | FAn

]
.

Taking the limit as n, β →∞ we obtain that

lim
β→∞

lim inf
ε→0

νβε (O) 6 lim
β→∞

lim
n→∞

lim
ε→0

E[νβε (O) | FAn ] 6 lim
β→∞

lim sup
ε→0

νβε (O).

However, since νβε (O) = νε(O) on the event Cβ, and almost surely 1Cβ ↑ 1 as β → ∞, the
right and left hand sides of the above two expressions are equal to µ′2(O). Since also almost
surely 1{τβ=∞} → 1 as β →∞, we deduce that (4.10) is equal to µ′2(O).

We now show that (4.10) is equal to 1
2
D̃∞(O). Write E[νβε (O) | FAn ] := E1(n, β, ε) +

E2(n, β, ε) where

E1(n, β, ε) :=

∫
O\Aεn

EAn
[
(Γε(z) + 2 log(1/ε))1{Tβ(z)6ε} e2Γε(z)−2 log(1/ε)

]
dz;

E2(n, β, ε) :=

∫
O∩Aεn

EAn
[
(Γε(z) + 2 log(1/ε))1{Tβ(z)6ε} e2Γε(z)−2 log(1/ε)

]
dz;

and EAn is the regular conditional expectation w.r.t. FAn . Here we used that Γε(z) =
(ΓAn , ρ

ε
z)+ΓAnε (z), where conditionally on FAn (i.e. under PAn) ΓAn is a GFF in D\An. This
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implies that limε→0E
2(n, β, ε) = 0 almost surely. To see why, note that (ΓAn , ρ

ε
z) 6 n and

that when ε > d(z, An), the variance of ΓAnε (z) is uniformly bounded (independently of z and
ε). This implies that the integrand is of order ε2 log(1/ε) uniformly in z.

To deal with E1, observe that if ε 6 d(An, z) then (ΓAn , ρ
ε
z) = n. Additionally, due to

the Markov property of the GFF and an explicit computation, we have that conditionally on
FAn , i.e., under the probability PAn ,(

−n− ΓAnδ (z) + 2 log(1/δ)
)
1{Tβ(z)6δ} e2n+2ΓAnδ (z)−2 log(1/δ)

is a (reverse) martingale for 0 < δ 6 δn(z) := d(z, ∂D \ An). Thus, we have that E1(n, β, ε)
is equal to∫

O\Aεn
EAn

[
(−n− ΓAnδn(z)(z) + 2 log(1/δn(z)))1{Tβ(z)6δn(z)} e2n+2ΓAn

δn(z)
(z)−2 log(1/δn(z))

]
dz.

Since the integrand does not depend on ε, taking the limit in ε simply yields the integral
over the whole of O \ An.

Now, we rewrite limε→0E
1(n, β, ε) as a difference between∫

O\An
EAn

[
(−n− ΓAnδn(z)(z) + 2 log(1/δn(z))) e2n+2ΓAn

δn(z)
(z)−2 log(1/δn(z))

]
dz

and∫
O\An

EAn
[
(−n− ΓAnδn(z)(z) + 2 log(1/δn(z)))1{Tβ(z)>δn(z)} e2n+2ΓAn

δn(z)
(z)−2 log(1/δn(z))

]
dz

Notice that the first of these terms is equal to Dn(O)/2. Let us further rewrite the second
term. First, we use Girsanov’s theorem. Since ΓAnδn(z) is a normal random variable with mean

0 and variance log(1/δn(z))− log(1/CR(z,D \ An)), we see that this term is equal to∫
O\An

e2n−2 log CR−1(z,D\An) ẼAnz
[(
−n− ΓAnδn(z) + 2 log (1/δn(z))

)
1{Tβ(z)>δn(z)}

]
dz

where P̃Anz is the measure under which the process (ΓAnδ (z))δ has the same covariance structure
as under PAn but with means shifted by 0 6 Cov(ΓAnδ (z),ΓAnδn(z)(z)) 6 2.

Next, we further decompose this as a sum of E3(n, β) and E4(n, β) with

E3(n, β)

:=

∫
O\An

e2n−2 log CR−1(z,D\An) ẼAnz
[(
−ΓAnδn(z) + 2 log

(
CR(z,D \ An)

δn(z)

))
1{Tβ(z)>δn(z)}

]
dz

and

E4(n, β) :=

∫
O\An

e2n−2 log CR−1(z,D\An)
(
−n+ 2 log CR−1(z,D \ An)

)
P̃Anz (Tβ(z) > δn(z)) dz.

To bound E3, we notice that Γnδn(z)(z) has bounded variance under ẼAnz , and that the

quantity (CR(z,D \ An))/δn(z) is uniformly bounded by the Koebe’s 1/4-Theorem. This
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means that the whole expression is less than some constant times Mn(O), which we know
converges to 0 a.s. as n→∞.

For E4 first note that the law of ΓAnδ under P̃Anz is equal to its law under PAn up to a
shift that is uniformly bounded by 2. Thus we have that P̃Anz (Tβ(z) > δn(z)) 6 PAn(Cc

β−2).
Additionally, on the event {τβ =∞} we also have for all z ∈ O

−n+ 2 log CR−1(z,D \ An) + β > 0.

This implies that

|E4(n, β)|1{τβ=∞} 6 (|Dn(O)|/2 + βMn(O))E[Cc
β−2|FAn ]1{τβ=∞}.

But the limit of the RHS as n→∞ is equal to 1
2
D̃∞(O)1Ccβ−2

1{τβ=∞}. As this tends to 0 as

β →∞ we conclude.

4.6.3 Seneta-Heyde rescaling.

Finally, we show that one can also perform a so-called Seneta-Heyde rescaling for the con-
struction of the critical Liouville measure using local sets. While this result itself is of interest,
one of the other main objectives of this section is a proof to demonstrate how simple it is in
this framework to transfer techniques and methods from multiplicative cascades and branch-
ing random walks to the study of the Liouville measure. We plan to make further use of this
in a follow-up paper. The proof in this section follows very closely that of [AS14], so we only
give an outline, point to concrete analogies, and highlight some minor differences. It might
be helpful to have the article [AS14] on the side, although we aimed to make the section
readable on its own too.

Proposition 4.18 (Seneta-Heyde Rescaling) For all a > 0, and Borelian O ⊂ D, we have
that

√
anM2(O, Aan) → 4√

π
µ′2(O) in probability as n → ∞. In particular the measures√

anM2
n converge weakly in probability to 4√

π
µ′2.

Again, by Remark 4.9, it suffices to prove the convergence statement for
√
anM2(O, Aan).

For simplicity, we work in the case a = 1 and define Mn := M2(O,An). Before proving this
proposition we need to define carefully a certain family Q̂η of rooted measures. Recall that if
(Γ, Z) has the law P̂∗(dΓ, dz) defined in (4.7), then the process

Sn := −2n+ 4 log CR−1(Z,D \ An)

is a random walk with mean-zero increments under the conditional law P̂∗(dΓ|Z). Recall also
the definition of D̄η

n given in (4.8):

D̄η
n(O) :=

∫
O

h1

(
−2n+ 4 log CR−1(z,D \ An) + 2η

)
1Eη(n,z)e

2n CR(z;D \ An)2 dz.

We already showed that D̄η
n is a positive martingale with respect to (FAn)n and our initial

probability measure P. Hence we can define a new probability measure Qη by setting it, when
restricted to FAn , to have Radon-Nikodym derivative D̄η

n(O)/D̄η
0(O) with respect to P.
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Again we extend this to a rooted measure on the field Γ plus a distinguished point Z by
setting Q̂η(dΓ, dz) restricted to F ∗

An
= FAn ∨ σ(Z) to be

h1(−2n+ 4 log CR−1(z,D \ An) + 2η) e2n−2 log CR−1(z,D\An) 1Eη(z,n)
1O(z)

D̄η
0

dz P[dΓ].

We make the following observations:

1. The marginal law of Z under Q̂η is proportional to

h1(4 log CR−1(z,D) + 2η) CR(z,D)21O(z)dz.

2. The marginal law of the field Γ under Q̂η is given by Qη.

3. Write Q̂η
z = Q̂η[· | Z = z] for the law of Γ given the point Z = z. The law of the

sequence (An)n under this measure can be described as follows. First sample A1 with
law weighted by

h1(−2 + 4 log CR−1(z,D \ A1) + 2η)

h1(η + 4 log CR−1(z,D))
1Eη(z,1) e2−2 log CR−1(z,D\A1) .

Then given Ak for any k > 1, construct an independent copy of (An)n inside each
component of D\Ak that does not contain the point z. Inside the component containing
z, let us call this Bk, construct the components of Ak+1 ∩ Bk by weighting their laws
by

h1(−2(k + 1)− 4 log CR(z,D \ Ak+1) + 2η)

h1(−2k − 4 log CR(z,D \ Ak) + 2η)
1Eη(z,k+1) e2+2 log CR(z,D\Ak+1)−2 log CR(z,D\Ak) .

This defines the law of the sets An, and hence also by iteration the law of Γ.

It follows directly from the above construction that the law of Sn = −2n+4 log CR(z,D\An)
under Q̂η

z has the same as its law under P̂∗[· | Z = z], but conditioned to stay above −2η.

Now, we note some useful properties of the renewal function see for example [AS14, Section
2]):.

• First, recall from Claim 4.16 that h1(u) > Ru for all u > 0 for some positive R.

• By the renewal theorem, c0 := limu→∞(h1(u)/u) exists and lies in (0,∞).

• Let θ = 2/(
√
πc0) (in the case of Aan, θ = 2/(

√
πac0)). Then

P̂∗
[

min
16i6n

Si > −u | z
]
∼ θh1(S0 + u)√

n
(4.11)

as n → ∞, for any u > 0. Moreover, the above holds uniformly in u ∈ [0, bn] for any
sequence bn ∈ R+ such that limn→∞ bn/

√
n = 0.

Now set

M̄η
n(O) :=

∫
O

e2n CR(x;D \ An)21Eη(x,n) dx.

Using the fact that D̄η
n converges a.s. to a positive measure and that D̄η

n = D̄n for η large
enough, one can show, following exactly [AS14, Proof of Theorem 1.1], that in order to prove
the Proposition 4.18 it suffices to establish the next claim:
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Claim 4.19 For any η > 0,
√
nM̄η

n/D̄
η
n → θ in Qη probability as n→∞.

Proof. The overall strategy follows very closely [AS14] and is to control the first and second

moments of M̄η
n

D̄ηn
as n→∞:

Q̂η

[
M̄η

n

D̄η
n

]
=

θ√
n

+ o

(
1√
n

)
and Q̂η

[(
M̄η

n

D̄η
n

)2
]
6
θ2

n
+ o

(
1

n

)
(4.12)

These estimates prove the result by Jensen and Chebyshev’s inequalities. The key ob-
servation lies in rewriting the moments using the rooted measure. Indeed, we can write for
(Γ, Z) distributed under Q̂η

M̄η
n

D̄η
n

= Q̂η

[
1

h1(−2n+ 4 log CR(Z,D \ An) + 2η)
| FAn

]
(4.13)

and thus we have Q̂η[M̄η
n/D̄

η
n] =

∫
z
Q̂η
z [1/h1(−2n+ 4 log CR(z,D \ An))] dQ̂η[dz]. The first

moment estimate (4.12) then follows easily using estimates on the renewal function, as in
[AS14, proof of Proposition 4.1, Equation (4.1)].

We now move on to the second moment claim. Using random walk estimates and Jensen
inequality, exactly as in [AS14, Lemmas 4.3-4.4], and (4.13), one can see that

Q̂η
z

[(
M̄η

n

D̄η
n

)2
]

= Q̂η
z

[
M̄η

n

D̄η
n

1

h1(−2n+ 4 log CR−1(z,D \ An) + 2η)

]
= O

(
1

n

)
. (4.14)

Thus, to prove the second moment bound, it suffices to find a sequence of events En with
Q̂η(En)→ 1 as n→∞ so that

Q̂η
z

[
M̄η

n

D̄η
n

1En
h1(−2n+ 4 log CR−1(z,D \ An) + 2η)

]
6
θ2

n
+ o

(
1

n

)
(4.15)

holds uniformly in z. To do this, we pick a sequence kn → ∞ such that kn/
√
n → 0 and

kn/(log n)6 → ∞ as n → ∞ (the reason for this choice will become clear later). We then
decompose M̄η

n and D̄η
n by writing

M̄η
n = M̄η,[0,kn]

n + M̄η,[kn,n]
n ; D̄η

n = D̄η,[kn,n]
n + D̄η,[0,kn]

n

where the superscript [0, kn] refers to the integral over Bkn and the superscript [kn, n] refers
to the integral over O \Bkn , where Bkn is the connected component of D \ An containing z.

We now define our sequence of events En by setting En = E1
n ∩ E2

n, where

E1
n := {D̄η,[kn,n]

n 6 1/n2}; E2
n = {Skn ∈ [k1/3

n , kn]}.
Since under Q̂η

z , Sn is a centered random walk conditioned to stay above −2η, it is clear at
least that Q̂η [E2

n]→ 1 as n→∞. Putting aside the issue of whether or not Q̂η [E1
n]→ 1 for

the moment, the next step is to bound (4.15) above by

Q̂η
z

[
M̄

η,[kn,n]
n

D̄η
n

1E1
n

h1(−2n+ 4 log CR−1(z,Bn) + 2η)

]

+ Q̂η
z

[
M̄

η,[0,kn]
n

D̄
η,[0,kn]
n

1E2
n

h1(−2n+ 4 log CR−1(z,Bn) + 2η)

]
.
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Then, using that RM̄
η,[kn,n]
n 6 D̄

η,[kn,n]
n 6 1/n2, as in [AS14, Proof of Lemma 4.5], it can be

deduced that the first term is o(1/n). For the second term, we use that the two products in
the expectation are conditionally independent given F ∗

Akn
. We then have, by (4.11) and the

assumption that kn/
√
n→ 0, that

1E2
n
Q̂η
z

[
h−1

1 (−2n+ 4 log CR−1(z,Bn) + 2η) | F ∗
Akn

]
= θ/

√
n+ o(1/

√
n)

uniformly in ω and z. Since E2
n is F ∗

Akn
measurable, it therefore remains to prove that

Q̂η
z

[
(M̄η,[0,kn]

n /D̄η,[0,kn]
n )1E2

n

]
6 θ/

√
n+ o(1/

√
n). (4.16)

This is a consequence of our first moment estimate and the fact that M̄
η,[0,kn]
n /D̄

η,[0,kn]
n is

comparable to M̄η
n/D̄

η
n on the event E1

n. The details of this claim are exactly as in [AS14,
Lemma 4.5].

Thus, to finish the prove the proposition, it remains to establish that Q̂η [E1
n] → 1 as

n→∞. In fact we need to prove a stronger slightly stronger statement to also deduce (4.16)
as described above:

Lemma 4.20 Suppose that kn/
√
n→ 0 and kn/(log n)6 →∞ as n→∞. Then there exists

a deterministic sequence pn ↗ 1 such that 1E2
n
Q̂η
z

[
E1
n | F ∗

Akn

]
> pn.

It is only in the proof of this lemma that we need to do a bit of extra work. The extra
work comes from the fact that, unlike in the case of multiplicative cascades, in our setting
the sets at the n−th level have different shapes and sizes.

Proof of Lemma 4.20. Define further events E3
n and E4

n by setting

E3
n = ∩kn6j6n{Sj > k1/6

n }; E4
n = ∩kn6j6n{supw∈Bj |z − w| 6 jc CR(z,Bj)}

where c is some fixed constant to be chosen just below (as in [Aı̈d15, Lemma 3.5]). We argue
that:

(i) 1E2
n
Q̂η
z

[
E3
n | F ∗

Akn

]
> pn, where pn → 1 is deterministic;

(ii) 1E2
n
Q̂η
z

[
E4
n | F ∗

Akn

]
> qn, where qn → 1 is deterministic; and finally

(iii) Q̂η
z [D̄

η,[kn,n]
n 1E3

n∩E4
n
| F ∗

Akn
] 6 rn where rn = o(1/n2) is deterministic.

This proves the lemma by conditional Markov’s inequality. For (i), one uses the fact that
under the given conditional law, (Sj − Skn ; j > Skn) is a centered random walk conditioned
to stay above −Skn +2η. The details rely on estimates for the renewal function, and are as in
[AS14, Proof of Lemma 4.7]. Claim (ii) follows from the proof of [Aı̈d15, Lemma 3.5]. This
proof shows that, uniformly in z,

Q̂η
z

[
supw∈Bj |z − w| > jc CR(z,Bj) | F ∗

Akn

]
6 c′

√
j − knj−c

′c,

for some positive constant c′ that does not depend on c (note the right-hand side is deter-
ministic.) Choosing c large enough gives (ii). For (iii), we condition further on all the brother
loops of the point z (that is, for each kn 6 j 6 n− 1, the components of D \Aj contained in
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Bj but not Bj+1). After applying this conditioning, and using the description of (An)n given

after the statement of Proposition 4.18, we see that Q̂η
z

[
D̄
η,[kn,n]
n 1E3

n∩E4
n
| F ∗

Akn

]
is equal to

n−1∑
j=kn

sj + Q̂η
z

[∫
Bn

h1(−2n+ 4 log CR−1(w,Bn) + 2η) e2n−2 log CR−1(w,Bn) 1E3
n∩E4

n
dw | F ∗

Akn

]
,

where sj is

Q̂η
z

[
1E3

n∩E4
n

∫
Bj\Bj+1

h1(4 log CR−1(w,D \ Aj+1) + 2η − 2(j + 1)) e2(j+1)−2 log CR−1(w,D\Aj+1) dw | F ∗
Akn

]

6 CQ̂η
z

[
1E3

n∩E4
n

∫
Bj\Bj+1

h1(4 log CR−1(w,Bj) + 2η − 2j) e2j−2 log CR−1(w,Bj) dw | F ∗
Akn

]
,

for some constant C ∈ R. The inequality here follows because CR(w,D \ Aj) is decreasing
in j and h1 is bounded on either side by a linear function. Now, note that on the event
E3
n ∩E4

n, thanks to Koebe’s theorem, 2j − 2 logCR−1(w,Bj) is smaller than Sj + 2c log(j) +
2 log CR−1(z,Bj), and the area of each Bj is also O(CR(z,Bj)

2). This means that each sj
is O(exp(− 6

√
kn/2)n4c+1), and the assumption that kn/(log n)6 → ∞ therefore implies (iii).

�
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[LTF07] Gregory Lawler and José Trujillo Ferreras. Random walk loop soup. Transactions
of the American Mathematical Society, 359(2):767–787, 2007.

[Lup15] Titus Lupu. Convergence of the two-dimensional random walk loop soup clus-
ters to CLE. arXiv preprint arXiv:1502.06827, 2015. To appear in Journal of
European Mathematical Society.

[Lup16a] Titus Lupu. From loop clusters and random interlacements to the free field. The
Annals of Probability, 44(3):2117–2146, 2016.

[Lup16b] Titus Lupu. Loop percolation on discrete half-plane. Electronic Communications
in Probability, 21(30), 2016.

[LW04] Gregory Lawler and Wendelin Werner. The Brownian loop soup. Probability
Theory and Related Fields, 128(4):565–588, 2004.

[LW16] Titus Lupu and Wendelin Werner. The random pseudo-metric on a graph defined
via the zero-set of the Gaussian free field on its metric graph. arXiv preprint
arXiv:1607.06424, 2016. To appear in Probability Theory and Related Fields.

[Lyo97] Russell Lyons. A simple path to biggins’ martingale convergence for branch-
ing random walk. In Classical and modern branching processes, pages 217–221.
Springer, 1997.

[MP10] Peter Mörters and Yuval Peres. Brownian motion, volume 30. Cambridge Uni-
versity Press, 2010.



Bibliography 154

[MR06] Michael B. Marcus and Jay Rosen. Markov processes, Gaussian processes and
local times, volume 100. Cambridge University Press, 2006.

[MS11] Jason Miller and Scott Sheffield. The GFF and CLE(4), 2011. Slides, talks and
private communications.

[MS15] Jason Miller and Scott Sheffield. Liouville quantum gravity and the Brownian
map I: The QLE (8/3, 0) metric. arXiv preprint arXiv:1507.00719, 2015.

[MS16a] Jason Miller and Scott Sheffield. Imaginary geometry I: interacting sles. Proba-
bility Theory and Related Fields, 164(3-4):553–705, 2016.

[MS16b] Jason Miller and Scott Sheffield. Imaginary geometry II: reversibility of
SLEκ(ρ1;ρ2) for κ ∈ (0, 4). The Annals of Probability, 44(3):1647–1722, 2016.

[MS16c] Jason Miller and Scott Sheffield. Imaginary geometry III: reversibility of
SLEκ(ρ1;ρ2) for κ ∈ (4, 8). Annals of Mathematics, 184(2):455–486, 2016.

[MS16d] Jason Miller and Scott Sheffield. Quantum Loewner evolution. Duke Mathemat-
ical Journal, 165(17):3241–3378, 2016.

[MS17] Jason Miller and Scott Sheffield. Imaginary geometry iv: interior rays, whole-
plane reversibility, and space-filling trees. Probability Theory and Related Fields,
pages 1–141, 2017.

[MSW16] Jason Miller, Scott Sheffield, and Wendelin Werner. CLE percolations. arXiv
preprint arXiv:1602.03884, 2016.

[MW17] Jason Miller and Hao Wu. Intersections of SLE paths: the double and cut point
dimension of SLE. Probab. Theory Related Fields, 167(1-2):45–105, 2017.
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