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Abstract

This thesis presents a novel methodology for deriving control-oriented mod-

els of the raw emissions of diesel engines. An extended quasi-static ap-

proach is developed where some engine process variables, such as combus-

tion or cylinder charge characteristics, are used as inputs. These inputs

are chosen by a selection algorithm that is based on genetic programming

techniques. Based on the inputs selected, a hybrid symbolic regression al-

gorithm generates the adequate nonlinear structure of the emission model.

With this approach the model identification efforts can be reduced sig-

nificantly. Although this symbolic regression model requires only few pa-

rameters to be identified, it provides results comparable to those obtained

with artificial neural networks that include five times more parameters.

The symbolic regression model is capable of predicting the behavior of the

engine in operating points not used for the model parametrization and it

can be adapted easily to other engine classes.

The measurement data used to generate and test the raw emission

model are obtained on two different engine test benches, one is a heavy-

duty engine type and the other is a light-duty engine. Based on standard

engine maps, various actuator input variations are tested. Approximately

300 static measurement points of the entire engine operating range are

measured for both engine types. In addition, dynamic tests are performed
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including load steps, accelerations, and driving cycles to be able to identify

the transient behavior of the engine systems.

The model derived is then tested on two different application fields.

First, the model is used as a virtual sensor to estimate the engine out

emission during various operating conditions. Results from experiments

under steady-state and transient operating conditions are used to show

the accuracy of the modeling approach presented.

Second, the model is used to investigate optimal controls for the various

actuators of a modern diesel engine system. A novel optimization method

is proposed that allows a reduction of the pollutant emission of diesel en-

gines during transient operation. The key idea is to synthesize optimal

actuator commands using reliable models of the engine system and pow-

erful numerical optimization methods. Therefore, the raw emission model

is embedded into a mean-value engine model for the dynamics of the gas

path including the turbocharger, the fuel injection, and the torque gener-

ation. The optimization substantially changes the input signals, such that

the engine model is enabled to extrapolate all relevant outputs beyond the

regular operating area. A feedforward controller for the injected fuel mass

is used during the optimization to eliminate the nonlinear path constraints.

A direct single-shooting method is found to be most effective for the nu-

merical optimization. The simulation results show a significant potential

for reducing the pollutant emissions while increasing the driveability of the

vehicle.
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Zusammenfassung

Die vorliegende Arbeit behandelt eine neue Methode zur Herleitung rege-

lungstechnisch orientierter Modelle der Rohemissionen für Dieselmotoren.

Ein erweiterter quasi-stationärer Ansatz wurde entwickelt, wobei charakte-

ristische Prozessgrössen, wie zum Beispiel der Verbrennungsschwerpunkt

oder Zylinderladungskenngrössen als Eingänge benutzt werden. Die Mo-

delleingänge werden mittels eines mathematischen Verfahrens ausgewählt,

das auf einem evolutionären Algorithmus beruht. Basierend auf den aus-

gewählten Eingängen wird mittels eines symbolischen Regressionsverfah-

rens eine nichtlineare Modellstruktur für das Emissionsmodell hergeleitet.

Dank dieser Methodik kann der Modellierungsaufwand deutlich reduziert

werden. Obwohl die gefundene Modellstruktur nur wenige Parameter hat,

sind die Simulationsergebnisse vergleichbar mit künstlichen neuronalen

Netzen, die mehr als fünf mal so viele Parameter aufweisen. Die gefun-

dene Modellstruktur ist extrapolationsfähig und übertragbar auf andere

Motortypen.

Für die Herleitung und die Überprüfung der Modellstruktur wurden

Messungen auf zwei unterschiedlichen Motorprüfständen durchgeführt. Der

Erste ist ein Lastkraftwagen-Motor, der Zweite ein Lieferwagenmotor. Aus-

gehend von den standard Motorenkennfeldern, wurden verschiedenste Ak-

tuator Variationen durchgeführt. Für beide Motoren wurden ungefähr 300
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statische Messpunkte im ganzen Betriebsbereich vermessen. Zusätzlich wur-

den noch dynamische Messungen von Lastsprüngen, Beschleunigungen und

Fahrzyklen durchgeführt, um die Dynamik des Motorsystems zu identifi-

zieren.

Das hergeleitete Modell wurde auf zwei möglichen Anwendungsfeldern

getestet. Im Ersten stand die Verwendung als virtueller Sensor im Vorder-

grund. Das Modell wurde unter den verschiedensten Betriebsbedingungen

getestet. Simulationsergebnisse von stationären sowie transienten Bedin-

gungen zeigen die Genauigkeit des vorliegenden Modells.

Als Zweites werden optimale Betriebsstrategien des Dieselmotors un-

tersucht. Eine neue Optimierungsmethode ist entwickelt worden, welche

eine Verminderung der Rohemissionen während ausgewählten transienten

Übergängen erreicht. Die Grundidee ist, optimale Aktuatorstellungen her-

zuleiten, basierend auf präzisen Modellen und mächtigen numerischen Me-

thoden. Deswegen wurde das Rohemissionsmodell in ein Mittelwertmodell

eingebettet, welches die dynamischen Prozesse des Gaspfades, des Turbola-

ders, der Kraftstoffeinspritzanlage und der Drehmomententstehung abbil-

det. Der Optimierer verändert die Eingänge des Motorsystems wesentlich,

daher muss das Gesamtmodell sehr gute Extrapolationsfähigkeiten besit-

zen.

Eine Kraftstoffsteuerung für die eingespritzte Dieselmenge wird ver-

wendet, um die nichtlinearen Zustandsvorgaben einzuhalten. Das Opti-

mierungsproblem wird mittels eines direkten Verfahrens gelöst. Simula-

tionsergebnisse zeigen ein grosses Potential die Emissionen zu reduzieren

und ebenso die Fahrbarkeit des Fahrzeuges zu steigern.
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Chapter 1

Introduction

Due to ecological and economical reasons, drivetrains with low fuel con-

sumption and toxic exhaust emissions are required. Diesel engines are often

used for heavy-duty as well as for passenger car applications due to their

lower fuel consumption compared with gasoline engines. Unfortunately,

diesel engines emit relatively high amounts of nitrogen oxides (NOx) and

particulate matter (PM).

1.1 Motivation

Due to the more stringent emissions legislation, exhaust aftertreatment

devices have become necessary. In contrast to gasoline engines, where the

aftertreatment problem is solved by using an efficient three-way catalyst,

there is no aftertreatment system for diesel engines established as yet,

that would be comparable to the efficiency of a three-way catalyst. Nev-

ertheless, there exist promising devices to reduce the exhaust emissions

as well. Thus far economical reasons and restricted user friendliness have

prevented their further spread. The reduction of PM is tackled by using

a diesel particle filter (DPF), with the disadvantages of a higher fuel con-
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sumption due to the higher backpressure in the exhaust system and the

necessary regenerations of the filter. A selective catalytic reduction (SCR)

catalyst is typically used to reduce emissions of nitrogen oxides. However,

the SCR catalyst has a limited conversion rate and requires a second fluid

(urea solution) to be carried on board.

The optimal control of the entire engine system is a challenging task.

The engine control system cannot be optimized separately from the oper-

ation strategy of the aftertreatment devices due to the strong interactions

between them. Coordinated operation strategies are thus a promising step

toward effective engine systems. In addition, for each aftertreatment sys-

tem a different calibration of the engine is necessary to guarantee an op-

timal interaction of the entire system. The calibration of the electronic

control unit (ECU) is thus a time consuming process, requiring a large

amount of measurement data and experienced engineers. Although pow-

erful tools are available to support the calibration, the process is still far

away from being possible in a fully automatic way.

Figure 1.1 shows the structure of a modern diesel engine system with

its components and actuators. Several actuators affect the gas path and

the fuel injection system. The gas path is equipped with an EGR valve,

an intake air throttle, and a turbine with variable geometry (VTG). The

common-rail injection system adds several additional degrees of freedom

to the engine system. Multiple injection events with different injection

pressures, timings, and durations offer various design parameters for cali-

bration engineers. The optimal operation of a diesel engines themselves is

thus an ambitious task. The driver operates the vehicle to follow a desired

speed trajectory by actuating the gas pedal. The position of the gas pedal
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determines the amount of fuel injected into the cylinders. The additional

actuators present in the engine are used to increase engine power while

reducing the output of emissions at the same time. Therefore, the control

of this overactuated system offers a great potential for optimizations.

Currently, the control of diesel engines is mostly based on two-dimensional

maps [1]. The inputs of these maps are the quantity of the fuel injected

and the current engine speed. The maps are tuned until the results stay

within the legislated limits for a given test cycle while the desired drive-

ability of the engine is maintained. Feedback controllers are used to obtain

the predefined boost pressure, EGR rate, and fuel rail pressure stored in

the static engine maps. During transient operation, additional controls

are used to keep emissions within a reasonable range. For instance, the

actual injected fuel is restricted by limiters that are employed to prevent

turbine

compressor
EGR valve

EGR cooler

intercooler
throttle

catalytic converter

air filter

tank

common rail

high pressure pump

pressure control valve

deliverary control valve

pre pump

Figure 1.1: Illustration of a standard diesel engine and its components
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smoke. Not surprisingly, in transient operation, suboptimal trajectories of

the actuator inputs result, especially concerning the emissions values.

1.2 Objectives

On the basis of limited test bench availability due to economic and time

restrictions, mathematical models are an essential tool for optimizing the

configuration and the operation strategies of the engine system in static as

well as in transient operation modes. These targets can be reached only

with fast, yet accurate models based on a physics-oriented approach. Due

to the better portability of such approaches, their fast application to other

engines is guaranteed.

Therefore, the goal of the project is to develop a control-oriented raw

emission model (PM, NOx) of diesel engines. The main focus is on a sim-

ple description of engine-out emissions, while a good portability between

different engines is to be ensured. The following application areas are to

be investigated primarily:

• evaluation of engine system configurations,

• derivation of operation strategies ,

• controller design,

• application of virtual sensor designs.

Fast and accurate models allow the comparison and optimization of vari-

ous engine concepts and operation strategies, such as high or low pressure
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EGR or different aftertreatment configurations. The simulation-based en-

gine design reduces test bench time and the costly refitting of the en-

gine under investigation. New or different devices (e.g. turbocharger,

aftertreatment system) can be investigated without requiring any previ-

ously manufactured expensive hardware. Using engine models, adequate

control structures of the engine system can be investigated. In addition,

acting as virtual sensors, models can replace expensive sensors.

1.3 Contributions

The research carried out within the framework of this dissertation have

led to the following scientific publications:

• M. Benz, C.H. Onder, L. Guzzella, “Engine Emission Modeling using

a Mixed Physics and Regression Approach”, Journal of Engineering

for Gas Turbines and Power, vol. 132, 2010.

• M. Benz, M. Hehn, C.H. Onder, L. Guzzella, “Model-Based Actu-

ator Trajectories Optimization for a Diesel Engine Using a Direct

Method”, Journal of Engineering for Gas Turbines and Power, ac-

cepted.

The first paper was been submitted to the journal in March 2009 and is to

be published in 2010. It presents a novel methodology to derive control-

oriented model for static processes, which uses characteristic process vari-

ables as inputs into the model. The inputs are selected automatically by

an algorithm based on genetic programming techniques and artificial neu-

ral networks. A symbolic regression method derives the equations of the
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model. The methodology is tested on two different engine data sets.

The second paper was been submitted to the journal in September

2009 and is to be published in 2010. Based on a mean-value engine model

(MVEM) and the extended quasi-static emission model introduced in the

first publication, optimal input trajectories of a diesel engine system are

derived. The goals are reduced outputs of the transient raw emission or

an enhanced driveability, respectively.

The two publications have been incorporated in this thesis. Chapters 4

– 6 are mainly based on the first publication, while the second publication

forms part of Chapter 7.

1.4 Outline

The dissertation is organized as follows: In Chapter 2 the state-of-the-

art modeling approaches for engine systems are presented. In addition,

several methods discussed in literature to derive engine controls are briefly

introduced. In Chapter 3, the experimental setup is presented. Chapter

4 introduces the modeling methodology used, while Chapter 5 discusses

the raw emission model derived using an extended quasi-static modeling

approach. Various techniques are used to derive the mathematical model

of the raw emissions. The raw emission model is tested on two application

fields. In Chapter 6, the model is tested on various transient operations

of the engine acting as a virtual raw emission sensor. Chapter 7 presents

an investigation of optimal actuator controls. A direct single shooting

method is chosen to solve the optimal control problem. Therefore, the raw

emission model is embedded into a gas path model using a mean-value
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engine model approach. Chapter 8 summarizes the thesis and draws some

conclusions. In addition, an outlook for future research fields is provided.

All the symbols and abbreviations used are listed in Appendix A.
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Chapter 2

State of the Art

This chapter on the current state of the art contains two sections. Sec-

tion 2.1 provides an overview of current modeling approaches for engine

systems, whereas the focus of Section 2.2 is on the control of diesel engines.

2.1 Engine Modeling Approaches

To model the gas path of internal combustion (IC) engines, mean-value

models are the state of the art for control-oriented applications (see, for

example, [2], [3]). The mean-value model approach shows a good compro-

mise between computational efficiency and accuracy. The physics-based

approach simplifies the model calibration process. The relevant engine

dynamics are represented by ordinary differential equations. The combus-

tion is often treated as quasi-static in this modeling approach, since the

gas path actuators used cannot influence or control the fast dynamics of

the combustion process.

For the engine raw emissions a control-oriented modeling approach is

not established as yet. Current models reported in literature can be divided

into three main categories:
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• empirical models [4],[5],

• phenomenological models [6],

• three-dimensional computational fluid dynamics (CFD) models [7].

The phenomenological and the CFD models are usually crank-angle-based

and describe the in-cylinder processes in detail. Because of the high com-

putational costs of these models, such approaches are not feasible for tran-

sient simulations that must run much faster than real-time. Event- or

time-based empirical models are computationally more efficient. There-

fore they can be used for real-time simulations. Black-box models are

typical examples of this class of models. Since the internal structure of the

system is unknown, the input/output behavior is modeled with either an

artificial neural network (ANN) algorithm or with a polynomial approach

(see, for example, [4], [5]).

The disadvantage of such a black-box modeling approach is the vast

number of measurements needed to identify the parameters. This large

number of parameters limits the portability of such models to other engine

types or even to other operating points. The simulation results of these

approaches tend to have a poor agreement to measurement data outside

of the calibration range. Especially if the model is over-parametrized,

poor results can appear in some operation ranges. One approach used to

overcome these limitations is the use of so-called gray-box models, which

reflect some of the internal physical laws.

A simple polynomial approach is presented in [8], where a statistical

model of the (NOx) emissions was developed. That model is based on

relevant process variables. Because of the rather physics-based inputs, the
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model is suitable to being applied on different engine types. The relevant

process variables used are the center of combustion, the oxygen mass in the

cylinder, and the total mass in the cylinder at intake valve closing. The

inputs are chosen by expert knowledge. The model has been validated on

a large number of static data of heavy-duty engines to show its portability.

A quasi-static approach is presented in [9]. The transient emissions are

calculated by static base maps with transient correction factors, which are

functions of the actual air/fuel ratio. The model is validated on several

engines, showing a maximum relative error of approximately 30% during

transient operations.

An ANN approach is presented in [10] based on characteristic pressure

trace variables such as combustion center, maximum heat release rate, or

peak pressure generated from steady-state measurements. The ANN is

validated on measurement data from a transient driving cycle. The sym-

bolic regression (SR) algorithm searches for functional coherences between

the input and output data, which leads to a reduced number of parameters

needed. The authors of [11] presented a model based on a SR algorithm to

estimate the nitrogen oxide emissions directly from the electronic control

unit (ECU) signals. Symbolic regression is a technique to reduce the num-

ber of parameters needed based on genetic programming techniques [12].

The SR algorithm is able to represent dynamic and static nonlinear data.

2.2 Optimal Control of Diesel Engines

To simplify the calibration of the engine control unit, several methods

have been proposed in literature to replace the manual tuning of engine
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parameters. A commonly used mathematically assisted calibration process

is the design of experiments (DoE) method. An description of this kind of

calibration process is given in [13].

Another method to reduce the measurement effort is described in [2],

where the driving cycle is approximated by certain representative static

operating points. Thus, the emission limits, which are only given for the

integral behavior over the whole dynamic cycle, are incorporated into a

mathematical optimization of a limited amount of static operating points.

The sensitivities to all relevant inputs must be measured in these operating

points. Nevertheless these two approaches still require a immense amount

of measurement data. A model-based optimization of the static engine

control maps using neural network models is proposed by [14].

The optimal control of the actuators during transient operation is dis-

cussed in literature as well. Several investigations of the optimal control of

the turbocharger and the EGR valve have been conducted and published

in [15], [16]. The target of those approaches is a reduction of the transient

deviation of the air/fuel ratio using sophisticated control algorithms.

An approach to directly generate optimal input trajectories to reduce

emission quantities has been proposed by the authors of [17], who de-

rived an engine model using a generic test cycle with amplitude-modulated

pseudo-random binary signals as inputs. These models are then integrated

into an upper-level emission optimization tool to determine optimal engine

settings. A mean-value engine model based optimization method is pro-

posed by [18]. The model created is integrated in a dynamic optimization

process to generate optimal turbine control laws.



Chapter 3

Experimental Setup

The measurements are carried out on two different engine types. The

main parameters of these engines are shown in Table 3.1. Both are mod-

ern common-rail DI diesel engines equipped with a turbocharger and a

high-pressure EGR system. The test benches are equipped with an AVL

IndiComTM system to record the in-cylinder pressure traces. Since the

IndiComTM system delivers an on-line evaluation of the in-cylinder pres-

sure traces, the combustion characteristics such as combustion center can

be stored during transient measurements in realtime. The pressure and

temperature signals are measured in all receiver elements. The tempera-

ture at the outlet of the intercooler is controlled depending on the actual

Table 3.1: Technical data of the test bench engines

Engine type heavy-duty (HD) light-duty (LD)

Manufacturer Daimler Daimler
Feature EGR, twin scroll turbine EGR, VTG
Injection Common-rail DI Common-rail DI
Displacement volume 6.5 l 3.0 l
Number of cylinders 6 6
Maximum torque 950 Nm 440 Nm
Maximum power 194 kW 140 kW
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operating point. An additional heat flow meter (Sensyflow) is used at the

inlet of the engine.

The gas composition (NO, NOx, CO, CO2, O2, THC) of the exhaust

gas is measured with an AVL CEB II gas analyzer. The PM emissions are

measured with an AVL 430 opacimeter and an AVL 415S smoke meter. A

correlation curve is used to calculate the filter smoke number based on the

opacity signal measured during transient operation. During the transient

measurements, a fast nitric oxide (NO) sensor is used (Cambustion CLD

400). The probe is mounted directly after the exhaust valves. A second

fast NO signal is measured just before the sampling point of the CEB II

gas analyzer and the opacimeter sampling point, respectively. This mea-

surement setup allows the identification of the exhaust gas path dynamics.

The EGR rate is estimated based on CO2 measurements in the intake

and the exhaust manifolds. All the signals are stored at 100 Hz. During

transient measurements, the ECU variables are also stored on the ECU

application computer, at 1 kHz or 200 Hz, respectively. The measurement

data are synchronized by reference signals stored on both recorders.

An overview of the measurements taken is shown in Table 3.2. A base

map of both engines is measured. In addition, all the actuator inputs are

varied in six relevant operating points, well distributed over the engine op-

erating range. The systematic variations are measured starting from the

base map settings. Single and double actuator variations are measured to

cover the entire operating range of the engine. The data sets of both en-

gines include approximately 300 static measurement points. Measurements

of dynamic operation are taken as well to test the transient prediction capa-

bility of the proposed control-oriented emission model. The measurements
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are carried out on a highly dynamic test bench and include load steps at

constant engine speed, accelerations at constant load, and transient engine

cycles like the European Transient Cycle (ETC). To identify the actuator

dynamics, steps of all actuator inputs are measured as well.

Table 3.2: Overview of the measurement data

Engine Type heavy-duty light-duty

Static variations
Boost pressure [bar] 1.0-3.0 1.0-2.5
EGR fraction [%] 0-25 0-35
Fuel rail pressure [bar] 500-1600 300 - 1800
Start of injection [◦CA aTDC] (-20) - 10 (-3) - 10
Intake temperature [◦C] 25-70 25-75

Transient operating conditions
Actuator steps [-] - usoi, pf , uvtg, uegr

Load steps at constant speed [%] 40-80 20-80
Accelerations at constant load [rpm] - 1250-2750
Driving cycles - ETC Cycle
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Chapter 4

Modeling Methodology

The novel modeling methodology used can be separated into two steps.

First, the relevant process variables are chosen by an input variable selec-

tion algorithm (IVS), which is discussed in the next section. Using the

selected variables as inputs for the model, a hybrid symbolic regression al-

gorithm generates the efficient model equations using genetic programming

techniques. The symbolic regression algorithm is presented in Section 4.2.

4.1 Input Variable Selection Algorithm

The selection of the input variables is a important step in the modeling

approach. If the system is well known, the relevant inputs into the system

can be selected by expert knowledge. Often, the coherences of physical

systems are not well understood, or they are computationally expensive to

model. The practitioner thus needs an algorithm that selects the relevant

inputs directly from measurement data. Algorithms for the IVS task can

be classified in wrapper (model-based) or filter (model-free) methods (for

details see [19], [20]). Both approaches are briefly discussed next.

Filter techniques are model-free algorithms and utilize a statistical mea-
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sure to determine the interdependencies of the input and output variables

as the basis for the IVS. A popular method for the input selection is the

principal component analysis (PCA) [21]. Its drawback is its sensitivity to

noise and to data transformations. The underlying assumption of a linear

structure is contradictory to the highly nonlinear system being analyzed

here. For a nonlinear system, a common procedure for a filter-based IVS

approach has not been established yet in the scientific community, but

mutual information (MI) has recently been found to be a suitable measure

of dependence for IVS (for details, see [22], [23]). In the present case of

continuous data, the estimation of the mutual information can only be

approximated. The selection of input variables based on mutual informa-

tion is more robust to noisy data and nonlinear variable transformation.

However, to find an optimal solution the selection algorithm must be able

to handle redundant variables. Due to the model-free approach the IVS

task based on filter techniques is computationally more efficient than the

model-based wrapper techniques. Additionally the selection is more gen-

eral because it does not depend on a certain model structure.

In contrast, the wrapper approach used in this study treats the input

selection search as an optimization of an arbitrary model structure. The

input selector exists as a wrapper around the fitness evaluation and the

model calibration block. Figure 4.1 shows the procedure of the wrapper

approach. The input selection search proposes a potential subset of all the

possible inputs. The fitness evaluator calculates a fitness value for each

subset to estimate the performance of the selection. Therefore, the chosen

model structure is calibrated using the selected inputs. Once a certain

performance is reached, the algorithm terminates.
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Figure 4.1: The wrapper approach as an input selection algorithm

A frequently used input selection search is the forward or backward

selection, where the number of inputs is systematically increased or de-

creased by the most or least relevant inputs, respectively. Its drawback

is that it yields only a suboptimal subset selection, especially if the ini-

tial set of possible inputs includes highly correlated variables. Heuristic

techniques based on trial and error or so-called brute-force approaches can

be used to find the optimal subset. These selection algorithms require an

exhaustive search. If large numbers of possible inputs are available, these

approaches are computationally too expensive. Thousands of input com-

binations require a calibration of the model structure. Hence for practical

algorithms, the search is conducted for a satisfactory subset rather than

for an optimal subset.

An algorithm based on genetic-programming techniques is used in this

study to find a promising subset [12]. The input selection search proposes a

combination of potential input candidates. Each individual of the popula-

tion is represented by a bit string where 1 means that the input is selected

and 0 that the input is not selected, respectively. After estimating the

performance of each individual, a new population is generated. The algo-
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Figure 4.2: Bit string manipulation of the input selection algorithm

rithm is implemented in Matlab. The parameters of the IVS algorithm

used are shown in Table 4.1.

Figure 4.2 shows the scheme used to produce the new generation of

individuals. The best individuals proceed directly to the new generation

(elitism). The others are stochastically chosen for reproduction. The new

individuals are generated by a crossover or mutation operation. As the

inputs are neither sorted nor grouped, point mutations are used, where

randomly chosen bits are mutated from 0 to 1 or vice versa. Due to the

fact that only a small subset of potential inputs are to be selected, the

mutation rate from 1 to 0 is set higher than from 0 to 1. The mutation

rates from 0 to 1 r01 is calculated as

r01 =
ndes

ntot

(4.1)

and the mutation rate from 1 to 0 r10 as

r10 = 1 − ndes

ntot

(4.2)
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where ndes is the desired number of inputs and ntot the total number of

inputs.

The fitness values of the actual individuals are tested by a model. The

model to estimate the output values can be a polynomial (see [24]). Be-

cause of its higher flexibility, the output is calculated with a feedforward

ANN in this study. The ANN is adapted to the training data points y for

every new combination of inputs in the actual population using Levenberg-

Marquardt backpropagation [25].

The fitness value and the model output ŷ of each combination is then

stored in memory to avoid multiple evaluations of the same selection. The

fitness value of the selection is calculated as the mean square error of

the scaled emission value estimation and is additionally penalized with

the factor f if the number of the selected inputs nsel exceeds the desired

quantity ndes. The input selection search minimizes this fitness value J

J =
1

m

m
∑

k=1

(y(k) − ŷ(k))2 · f (4.3)

Table 4.1: Parameters of the input selection algorithm

Parameter Value

Population size 500
Generations ≈100
Desired number of inputs 2-5
Number of hidden layers 1
Number of neurons of ANN 5
Genetic operators elitism, mutation, crossover
Elitism fraction 0.1
Crossover function stochastic uniform
Crossover fraction 0.25
Mutation function uniform
Mutation fraction 0.65
Selection function stochastic uniform
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where m is the number of measurement data and f is

f =







1 if nsel ≤ ndes

nsel − ndes + 1 if nsel > ndes

. (4.4)

In the next step the parameter-intensive ANN is replaced with a lean model

structure determined by the symbolic regression algorithm discussed in the

next section.

4.2 Model Structure Derivation

As mentioned in the introduction of this chapter, the structure of the

model is found with a symbolic regression (SR) algorithm [12]. For all the

SR calculations, the GPLab toolbox for Matlab is used [26].

A cluster of eight computers reduces calculation time to generate the

model structure. The main node executes the tree manipulations and sends

the parameter calibration jobs to the slave nodes. Since nearly all of the

processor time is used to calibrate the parameters, the overall calculation

time can be reduced by nearly a factor of 7. The toolbox is equipped

with state-of-the-art genetic operators, survival, and reproduction meth-

ods. The individuals of the population are stored in trees. Figure 4.3

shows the tree structure and the possible tree manipulations. Two kinds

of mutations can occur. The first is the point mutation where several nodes

are mutated independently. The second is the tree mutation where a part

of the tree is exchanged for a new randomly generated tree. The new tree

part has a maximal size of nodes (initial maximal level). Due to the open

source code, the toolbox can easily be extended with the user’s own meth-
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Figure 4.3: Symbolic regression: tree manipulations

ods. GPLab uses functions and terminals to represent the individuals.

Any mathematical operation can be used as a function. Some operators

demand protection to guarantee that the output is a real number. In this

investigation the functions addition, multiplication, division, exponential,

and the power function are used. The division is protected as follows:

a/b =







a/b if b 6= 0

a if b = 0,
(4.5)
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Therefore, if the b vector has a zero element the division is not evaluated.

This part of the tree will presumably disappear or will be substituted due

to a mutation in one of the next generations since it does not influence the

fitness value. The power function is evaluated as

ab = exp(b · log(|a|)). (4.6)

which results in a slightly faster evaluation.

Terminals can be input variables (u1...un), constants (e.g. π), or ran-

dom numbers. A new type of terminals is introduced to extend the appli-

cation spectrum of the algorithm. The parameters (k1...k8) are used and

calibrated separately for each tree generated. The toolbox is therefore ex-

tended with a local search algorithm based on a Nelder-Simplex approach

[27]. The initial values of the parameters are set randomly between -1 and

1. The maximum number of variable parameters is approximately 8. If

more parameters are required, a different local search algorithm must be

used, for instance an evolutionary algorithm [28], since the solution found

by the Nelder-Simplex algorithm would be suboptimal.

To avoid oversized individuals, a filter function replaces individuals

with more nodes than a maximal tree size limit by randomly generated

new trees. All the important settings of the symbolic regression algorithm

used are shown in Table 4.2.

While the symbolic regression could also be used as an IVS algorithm,

the advantage of separating the two steps is a reduced calculation time.

The derivation of the model (ANN) used in the IVS algorithm takes around

10 seconds on a modern desktop computer. In contrast, for a given input
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combination on the same computer the symbolic regression requires more

than 50 hours to find the expected structure. A good selection of inputs

with a poorly trained symbolic regression still has an insufficient fitness

value. Therefore it is likely not chosen for the next generation. In addition,

the separation simplifies the application of specifications to the number of

inputs. Clearly, using the symbolic regression as an IVS algorithm is thus

not recommended. Another advantage of the separated selection is the

fact that different modeling approaches can be evaluated and compared.

Results of the modeling approach presented in this section are shown

in the next chapter. The method is used to derive an extended quasi-static

emission and combustion model of a diesel engine. However, the approach

can be applied to various modeling problems. Also, dynamic models could

be derived. In such a case, time-discrete signals with various numbers of

delays ∆t act as inputs

y = f (u1(t), u1(t − ∆t), ..., u1(t − i · ∆t), ..., (4.7)

un(t), un(t − ∆t), ..., un(t − i · ∆t)) , (4.8)

Table 4.2: Parameters of the symbolic regression algorithm

Parameter Value

Population size 1000
Generations ≈ 100
Functions plus, times, power, divide, exponential
Terminals constant, random number, parameter
Number of parameters 8
Genetic operators crossover, mutation
Mutation pointmutation, treemutation
Maximal tree size 25 – 60 nodes
Initial maximal level 6
Elitism keep best
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where n is the number of possible process variables and i the maximal

number of delays used. The number of delays is dependent on the slowest

dynamic of the process to model. The time delay is chosen based on the

fastest dynamic process.
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Control-Oriented Emission Model

The control-oriented emission model presented in this chapter is based on

an extended quasi-static approach. This simplified approach does not con-

sider any in-cylinder dynamics. Nevertheless, the transient deviations of

the boundary condition of the combustion, such as mass in the cylinder

at intake valve closing, affect the exhaust emissions. Therefore, the rele-

vant deviations of the boundary conditions are used as inputs for the raw

emission model.

The chapter is organized as follows. First, results of quasi-static sim-

ulations are presented and the deviations during transient operation are

discussed. In Section 5.2, the extended quasi-static approach for the raw

emissions is introduced. An important starting point for the design of

the extended quasi-static model is the choice of the relevant inputs, which

are selected by the input variable selection (IVS) algorithm introduced in

Chapter 4. Possible inputs are characteristic engine process variables such

as combustion center or cylinder mass. They are presented in Section 5.3.

The results of the IVS algorithm are discussed in Section 5.4. The effi-

cient structure of the model is then generated by the SR algorithm. The
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structure derived is presented in Section 5.5.

The advantage of these process-relevant inputs and their functional

coherence to the emission values is the reduction of parameters required

to describe the emission formation. The adequate and therefore efficient

structure reduces calculation time and future measurement efforts.

5.1 Quasi-Static Simulations

Quasi-static simulations are based on the assumption that maps are avail-

able that describe the correlation between the current operating point of

the engine defined by engine speed and fuel mass flow and the outputs

such as torque production. Depending on the application of these maps,

the inputs and outputs are swapped.

In this research the pollutant emission outputs that are subjected to

legal limits are stored in such base maps as well. These maps are built

with static measurement data of the entire operation range of the engine.

The inputs into these maps are engine speed and fuel mass flow, which

represent the actual operating point. The operating point variables are

scaled in order to increase the portability of the models generated. The

engine speed is expressed as the mean piston speed

cm =
ωe · S

π
, (5.1)

where ωe is the engine speed and S the stroke. The injected fuel mass

flow
∗

mf is scaled by the engine speed, the displacement value Vd, and the

lower heating value Hl of the fuel. The fuel mean effective pressure is then
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calculated as

pmf =
Hl·

∗

mf ·4π

Vd · ωe
. (5.2)

Using these maps, quasi-static simulations (QSS) can be performed. For

instance the quasi-static value of the engine torque Te0
is calculated as

Te0
= f(cm, pmf). (5.3)

The quasi-static values stored in the base map are linearly interpolated for

the current operating point defined by mean piston speed and fuel mean

effective pressure.

Quasi-static simulations are useful for calculating the fuel consumption

on a transient cycle. However, the quasi-static assumption fails for the cal-

culation of engine-out emissions, which is shown next. Figure 5.1 shows

a comparison of the result of quasi-static simulations and measurement

data during a load step. The measured engine torque and its quasi-static

simulation agree quite well. In contrast, the PM emissions of the engine

are substantially different from their QSS prediction. During the transient

phase, the amount of PM emissions detected is approximately ten times

higher than the quasi-static values, while the NO emissions are lower.

These deviations can be explained by analyzing the boundary condition of

the combustion process. The boost pressure substantially differs from its

QSS value during the load step. Figure 5.2 shows the difference between

measurement data and results of quasi-static simulations of the other gas

path variables and the injection actuators. The relevant gas path variables

are boost pressure, EGR rate, and the temperature after the intercooler.

The intake manifold temperature is strongly dependent on the EGR mass
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Figure 5.1: Comparison between measurement data (black) and results of
quasi-static simulations (gray) during a step from 20% to 80% load at 2000 rpm:
engine torque (a), boost pressure (b), PM emissions (c), and NOx (d).

flow and temperature. To separate the two dynamics, the temperature

after the intercooler is shown as well. Nevertheless, as a controlled inter-

cooler is used on the test bench, the temperature dynamics are different

from those of a real in-vehicle application of the engine. The gas path

variables influence the mass and the gas composition in the cylinder at

intake valve closing. The injection actuators are start of injection, fuel

rail pressure, and injection duration. The turbocharger inertia causes the

most significant dynamic effect in a modern DI diesel engine in that it in-
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Figure 5.2: Comparison between measurement data (black) and results of
quasi-static simulations (gray) during a load step at constant engine speed: EGR
rate (a), temperature after the intercooler (b), start of main injection (c), and
fuel rail pressure (d).

fluences the boost pressure and the EGR rate during transient operation.

This turbo lag is responsible for the high PM emissions during transient

operation of the engine, because these slow dynamics yield a relatively low

air/fuel ratio of the cylinder charge. The start of injection follows mostly

its quasi-static value in transient operating conditions. During a tip-in, the

common-rail injection system cannot follow the desired fuel rail pressure.

This leads to longer injection times, which increases the PM emissions
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during a few engine cycles. The longer injection time causes the first PM

emission peak during the load step shown in Fig. 5.1.

The influence of the cylinder wall temperature on the transient engine

raw emission is negligibly small [29]. Therefore the temperature effects are

neglected in the further investigations. The relevant boundary conditions

of the combustion and of the emission formation can be summarized as:

• operating point (injected fuel, engine speed),

• cylinder charge (mass, gas composition, and gas temperature in the

cylinder at intake valve closing),

• injection (fuel rail pressure, start, duration, and split of injection

events).

The deviations of the boundary conditions are considered in the extended

quasi-static emission model using correction factors. The extension de-

scribes the static and transient deviations of the raw emissions compared

with the quasi-static values. An overview of the control-oriented REM is

presented in the next section.

5.2 Extended Quasi-Static Model

Figure 5.3 shows the basic structure of the proposed control-oriented mod-

eling approach for the raw emission. The model output
∗

µy stands either

for the scaled PM emissions
∗

µPM or for the scaled NOx emissions
∗

µNOx
.

The proposed raw emission model consists of two static parts. In the base

map (QSS) part,
∗

µy0
= f(cm, pmf), (5.4)
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Figure 5.3: The structure of the control-oriented emission and combustion
model structure used.

the quasi-static output value
∗

µy0
is a function of the actual mean piston

speed cm and the fuel mean pressure pmf. The second part is the nonlinear

set point deviation model, which models the transient deviations or static

offsets of the emission values due to the changed boundary conditions

of the combustion. The output of the set point deviation model is the

correction factor γy. This correction factor models the ratio between the

actual emission value and the base map value. The correction factor is

modeled as a function of the operating point variables mean piston speed

and fuel mean pressure as well as the additional inputs γi. Since the

influences of these additional inputs may vary in the operating range, the

operating point variables have to be included in the model of the correction

factor γy

γy = f(cm, pmf, γ1, γ2, ..., γn). (5.5)

The inputs γi are the ratios of relevant engine process variables to their

base map values. These variables represent the relevant boundary con-
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ditions of the combustion. An input variable selection algorithm selects

these variables. The selection algorithm is discussed in detail in Chapter

4. The relevant engine process variables used are presented in Section 5.3.

The variables γi are calculated as

γi =
ui

ui0
, (5.6)

where ui is the actual value of the relevant engine process variable. The

base map value ui0 of this relevant engine process variable again depends

on the actual mean piston speed and the fuel mean effective pressure

ui0 = f(cm, pmf). (5.7)

The actual emissions value is then calculated as a multiplication of the

base map value and the correction factor

∗

µy= γy·
∗

µy0
. (5.8)

Neither the correction factor nor the base map value have any additional

dynamics. The dynamics are considered only in the transient behavior of

the inputs or correction factors, respectively. The structure is similar to

that of the approach reported in [30] where the proposed linear set point

deviation model is adopted as a virtual sensor to estimate and control

the actual NOx emissions at the engine out. Compared to [30], the main

difference in this research is the nonlinear formulation of the set point

deviation model. Since the PM emissions act highly nonlinear to air/fuel-

ratio deviations, the assumption of linearity would not be appropriate.
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Additionally, since the model should cover the entire operating range of

the engine, large deviations from the standard operating point settings can

occur in all boundary conditions.

The model can be calibrated with static measurement data due to the

quasi-static formulation. Since the post-processing of transient measure-

ment data is a demanding task, this formulation significantly simplifies the

parametrization. The relevant engine process variables used as inputs into

the set point deviation model can be provided by a mean-value model,

or by sensor signals. The application area of the REM defines the final

enveloping structure.

For the further calculation the emission values are scaled. This scaling

increases the portability and the extrapolation capabilities of the generated

models. Therefore the NOx mass flows are divided by the fuel mass flow.

The correction factors of the scaled NOx emissions range between 0.4 and

2.5. The filter smoke number (FSN) is used to represent the PM emission.

The base map values of the PM emissions are very low (≈ 0.1). In order

to reduce the range of the correction factor, the PM correction factor is

expressed as follows:

γ
PM

=

∗

µPM +1
∗

µPM0
+1

. (5.9)

The final correction factors thus range between 0.5 and 4.

The design procedure of the set point deviation model can be divided

into three main steps:

1. Definition of the relevant process variables by expert knowledge.

2. Selection of candidate variables from a set of characteristic process

variables using the IVS algorithm.
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3. Determination of a lean model structure based on the SR algorithm.

The results of the three steps are discussed in Sections 5.3 through 5.5.

5.3 Characteristic Process Variables

Most of the inputs (actuator values) into the system do not influence the

emission values directly. The following line of action exemplifies this state-

ment; the EGR valve actuator signal implies an open valve area. This valve

area yields a certain EGR mass flow, which influences the cylinder charge

at intake valve closed. Finally the exhaust gas mass in the cylinder signif-

icantly influences the raw emissions. Therefore, the model complexity can

be reduced by using directly the exhaust gas mass in the cylinder as an

input instead the actuator signal.

Analogously to this example, typical engine process variables must be

defined first. The number of process variables used as inputs should be

equal to or less than the number of actuators of the system. Otherwise an

overdetermined system results. Table 5.1 shows the characteristic process

variables used. Of course the list is not complete and other variables could

be added. In addition, the actuator input signals are added. These signals

are not selected by the IVS, as will be shown in the next section. This

result shows the advantage of using the typical engine process variables.

The values that are not measured directly are estimated.

The EGR fraction in the intake manifold is estimated based on the

CO2 measurement signal in the intake and exhaust receivers. The cylinder

charge is estimated based on the EGR ratio and the intake mass flow sensor

signal. The total cylinder charge is thus composed of intake air, external
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Table 5.1: The 40 characteristic process variables used

Signal type Symbol Description Unit

Actuator signals uvtg variable turbine geometry input [0-1]
uegr EGR valve input [0-1]
usoi start of injection [◦ CA]
pf actual fuel rail pressure [Pa]
tinj injection duration [µs]
uthr throttle input [0-1]

Gas path p2 intake manifold pressure [Pa]
ϑ2 intake manifold temperature [K]
∗
megr EGR mass flow [kg/s]
∗
mia intake air mass flow [kg/s]
p3 exhaust manifold pressure [Pa]
ϑ3 exhaust manifold temperature [K]
λ air/fuel ratio [-]
ωtc turbocharger speed [rad/s]

Cylinder charge me total mass in cylinder [kg]
mair air mass [kg]
mO2

oxygen mass [kg]
mCO2

carbon dioxide mass [kg]
mbg burnt gas mass [kg]
xair air ratio [-]
xO2

oxygen ratio [-]
xCO2

carbon dioxide ratio [-]
xbg burnt gas ratio [-]

Combustion τ
ID

ignition delay [µs]
ϕB01 start of combustion [◦ CA]
ϕB05 location of 5% fuel mass burnt [◦ CA]
ϕB10 location of 10% fuel mass burnt [◦ CA]
ϕB50 location of 50% fuel mass burnt [◦ CA]
ϕB90 location of 90% fuel mass burnt [◦ CA]
ϕB95 end of combustion [◦ CA]
∆ϕB10−B50 duration from ϕB10 to ϕB50 [◦ CA]
∆ϕB50−B90 duration from (ϕB50 to ϕB90) [◦ CA]
∆ϕco combustion duration (ϕB01–ϕB95) [◦ CA]
pmax peak cylinder pressure value [Pa]
ϕpmax location of peak cylinder pressure [◦ CA]
∗

Qmax maximum heat release rate (HRR) [J/◦ CA]
ϕ∗

Qmax

location of maximum HRR [◦ CA]

Injection spray ll liquid spray length [m]
llo lift-off length [m]
λco air/fuel ratio of initial combustion [-]
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EGR, internal EGR, and injected fuel mass.

A one-zone heat release analysis is performed to obtain the in-cylinder

process variables [31]. To avoid very large correction factors, all crank angle

based signals are expressed as crank angle after 20◦ CA before top dead

center. The model used to calculate the liquid fuel spray length and the lift-

off length of the injection spray is proposed by [32] and [33]. Due to the fact

that the calculation of the spray characteristics is an iterative process, it

is quite time consuming. Finally the set of characteristic process variables

contains highly redundant information which complicates the selection of

an optimal subset.

The next step is to select the best combination from these process

variables to build the inputs into the correction factor model. In total, 40

potential inputs are delivered to the IVS algorithm.

5.4 Results of the Input Selection

As mentioned in the previous chapter, it is not possible to calculate all

combinations of inputs due to the limited computational resources avail-

able [34]. Therefore, the input selection algorithm introduced is used to

choose a promising combination from the potential inputs defined in the

previous section.

The parameters of the IVS algorithm are discussed next. The desired

quantity of inputs is set to three, in addition to the operating point vari-

ables (mean piston speed, fuel mean pressure). The ANN used has four

neurons in one hidden layer. The number of parameters depends on the

number of inputs. If five inputs are selected, the number of parameters is
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36 for the ANN structure used. Hence a large number of measurement data

points is necessary to calibrate the ANN. Five times more measurement

data than parameters are needed at least. The measurement data set is

divided into a set of training data and a set of validation data. The best

fitness value of the population stagnates after approximately one hundred

generation runs. If the population size is five hundred, approximately fifty

thousand neural networks need to be adapted to the data sets.

To find the most promising input combination, both engine data sets

are used in parallel. The fitness value of each combination is calculated as

the sum of the mean square errors of both data sets

J =

(

1

m1

m1
∑

k=1

(y1(k) − ŷ1(k))2 +
1

m2

m2
∑

k=1

(y2(k) − ŷ2(k))2

)

· f (5.10)

where the factor f is calculated as in Eq. (4.4). The result of the IVS

algorithm is the Pareto front with the best combination of inputs found.

Few individuals evaluated have more than eight additional inputs due to
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Figure 5.4: Pareto front of the input selection algorithm for the normalized
nitrogen oxide emissions without factor f
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the factor f . Therefore, the Pareto front yields reliable results between

one and approximately eight additional inputs only.

Figure 5.4 clearly shows that the fitness value of the NOx emissions

decreases significantly until three additional inputs to the operating point

variables are reached. The benefit of a higher complexity is very low. The

six actuators (uegr, uthr, uvtg, usoi, pf , tinj) and the engine speed can be sum-

marized into three relevant process variables and the two operating point

variables. If more than six or seven inputs into the model are used, the

fitness value decreases even more. The calibration algorithm of the ANN

finds only a suboptimal solution for the large number of parameters in this

case. There are two likely explanations for this effect. Either the problem

is overparametrized, or the input range is overdetermined, i.e., several in-

puts or combinations of them contain redundant information. Both cases

result in an overfitted ANN which performs worse on the validation data.

Additionally, fewer possible combinations are tested with more than eight

parameters due to the extra penalty of the fitness value.

As expected, multiple combinations of inputs (due to the redundant

information) yield nearly the same fitness value in the case of three or

more inputs. If only two inputs are selected, the choice of the input subset

is more sensitive. Thus, the engineer can choose a combination of ”cheap”

inputs. Inputs are called “cheap” if they are variables directly measured

by a standard sensor or they can be easily calculated based on available

sensor signals.

Table 5.2 presents the results of the input selection algorithm for the

NOx emissions. If only one input is selected, the best choice is the air or

burnt gas fraction at intake valve closing. The best input combination for
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two inputs selects the combustion center and the air fraction. All the other

promising combinations in the Pareto front use one input describing the

cylinder mass composition and one describing a combustion characteristic

such as the start, the center, or the end of combustion. The benefit of

using two additional inputs instead of one is high. If three additional

inputs are chosen, the third input is used to characterize the cylinder mass

composition more accurately. For example, the mass and the air fraction

at intake valve closing are selected in addition to the combustion center.

The combustion center is used in every promising combination. The author

recommends the following input combination for the nitrogen oxides:

• operating point (mean piston speed, fuel mean pressure),

Table 5.2: Mean square error of each input selection for the NOx emissions

Light-duty [g/kg] Heavy-duty [g/kg]

One input xair 0.0352 0.0385
xbg 0.0374 0.0396
mbg 0.0410 0.0403
mair 0.0638 0.0977
λ 0.0580 0.1198
ϕB50 0.0964 0.1021
uegr 0.1639 0.0773

Two inputs ϕB50, xbg 0.0077 0.0049
ϕB50, xair 0.0074 0.0054
ϕB90, xair 0.0102 0.0056
ϕB90, xbg 0.0108 0.0059
ϕB05, xbg 0.0145 0.0170
ϕB05, xair 0.0141 0.0191

Three inputs ϕB50, p2, xair 0.0046 0.0029
ϕB50, me, xair 0.0048 0.0027
ϕB50, xair, ll 0.0044 0.0032
ϕB50, mair, xair 0.0055 0.0026
ϕB50, xair, p3 0.0050 0.0031
ϕB50, xair, λco 0.0049 0.0035
ϕB50, xair, ϑ3 0.0060 0.0026
ϕB50, xbg, ll 0.0055 0.0033
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• cylinder mass at intake valve closing me,

• air fraction in the cylinder at intake valve closing xair,

• combustion center ϕB50,

which results in the following equation for the NOx correction factor

γNOx
= f(cm, pmf, γme

, γxair
, γϕB50

). (5.11)

Then, inserting (5.11) into (5.8) yields the actual NOx emission value.

Table 5.3 presents the results of the inputs selection algorithm for the

PM emissions. If only one input is selected, the best choice is combustion

Table 5.3: Mean square error of each input selection for the PM emissions

Light-duty [FSN] Heavy-duty [FSN]

One input ∆ϕB50−ϕB90
0.0403 0.0413

me 0.0603 0.0517
mair 0.0612 0.0565
λ 0.0541 0.0646
ϕB90 0.0470 0.0842
ll 0.0897 0.1120
usoi 0.0948 0.2520

Two inputs ∆ϕB10−ϕB90
, mair 0.0331 0.0194

ϕB90, mair 0.0361 0.0206
ϕB90, me 0.0367 0.0184
ϕB50, mair 0.0330 0.0206
∆ϕB10−B90

, me 0.0363 0.0194
∆ϕB10−B90

, λ 0.0378 0.0193
ϕB50, me 0.0345 0.0240

Three inputs ϕB50,
∗

Qmax, me 0.0179 0.0173
ϕB90, pf , mair 0.0212 0.0144
ϕB10, ϕB50, me 0.0203 0.0160

ϕB05,
∗

Qmax, me 0.0196 0.0170
∆ϕB10−B90

, ϕB50, me 0.0242 0.0135
ϕB50, me, usoi 0.0219 0.0175
ll, mair, τinj 0.0177 0.0222
ϕB50, mair, usoi 0.0211 0.0189
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duration. The best input combination for two inputs is the combustion

duration and the air mass at intake valve closing. All other promising

combinations in the Pareto front use one input describing the cylinder

mass composition and one describing a combustion characteristic. If three

additional inputs are chosen, the third input is used to characterize the

combustion duration more accurately. For example, the fuel rail pressure

or the maximal heat release rate are selected additionally. The end of

the combustion seems to be more important for characterizing the PM

emissions. The benefit of using three additional inputs instead of two is

higher than for the NOx emissions. The following inputs are recommended

for the PM emissions:

• operating point (mean piston speed, fuel mean pressure),

• cylinder air mass at intake valve closing mair,

• fuel rail pressure pf ,

• location of the 90% fuel mass burnt ϕB90.

The PM correction factor is then estimated as follows:

γPM = f(cm, pmf, γmair
, γpf

, γϕB90
). (5.12)

The engine-out PM emission value is then calculated as

∗

µPM= (
∗

µPM0
+1) · γ

PM
− 1. (5.13)

In the next step, the artificial neural networks are replaced by a lean model

structure derived by using the symbolic regression algorithm.
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5.5 Results of the Symbolic Regression

In this section the results of using the symbolic regression algorithm are

presented. The symbolic regression is performed for two different data sets

in parallel. However, the inputs and the tree structure used are identical

for both data sets. Only the variable parameters are calibrated by the

local search algorithm for both data sets separately. The fitness value of

each individual is then calculated as the sum of the mean square errors

of both data sets. Hence both data sets are weighted equally. Figure 5.5

shows a plot of the NOx emission fitness values for various maximal tree

size limits. The fitness values decrease significantly up to a limit of 15

nodes for both data sets. If the limit is set higher than 40 nodes, the

mean square error marginally decreases. Therefore the maximal number

of nodes is set between 25 and 40.

Using a tree size limit of 25 nodes, the resulting function for the NOx
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Figure 5.5: Mean square error for the NOx emissions for the two different data
sets, light-duty engine (circle), heavy-duty engine (plus sign)
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correction factor γNOx
is

γNOx
=
(

γϕB50
· γxair

(γxair
+k3)

)k5·a·b

(5.14)

where a and b are defined as

a =

(

γϕB50

γxair

)k2·γme+k1

(5.15)

b =
γϕB50

cm
+ k4 (5.16)

The mean fuel effective pressure is not included in the function. Hence,

the influence of the load on the correction factor is negligible. Furthermore

not all of the variable parameters are used. The resulting formula has five

variable parameters.

The generated function for the PM correction factor γPM is

γPM =



γmair

(

γmair

a

(

k1
γϕB90

)

− γpf
)





k4·b

(5.17)

where a and b are defined as

a =
k2 · γmair

k3

γpf

+ k5 (5.18)

b = pmf + γϕB90
+ k6 (5.19)

The mean piston speed is not selected as an input. The formula contains

six variable parameters. Table 5.4 lists the optimized parameter values

for the NOx and the PM formulas, respectively. The parameters for the

NOx model diverge moderately for the two data sets, whereas the PM
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model parameters differ significantly for the two data sets. The resulting

small number of parameters of the models allows their fast application

to other engine types. In contrast to the ANN model used for the IVS

algorithm, the number of parameters needed can be reduced by a factor of

six. In addition, the reduced number of parameters is directly correlated to

the amount of measurement data needed for the calibration of the model,

as shown below. The results are comparable with those obtained from

the neural networks approach used in the IVS algorithm. The portability

of the emission models is shown using the two data sets from engines

of very different sizes. This result corroborates the use of well-selected,

characteristic engine process variables as inputs to the nonlinear statistical

model.

Figure 5.6a shows the parametrization results of the NOx formula de-

rived for various training data fractions. To parametrize the formula ,less

than one tenth of the measurement are needed to yield reliable results.

Therefore, the amount of measurement data required can be reduced sig-

nificantly. Fifty measurement data points selected out of the 300 points

are sufficient to calibrate the model. The PM emission formula requires

an increased training data fraction. Nevertheless, a training data fraction

Table 5.4: Parameter values of the resulting formulas

k1 k2 k3 k4 k5 k6

Light-duty engine
NOx 8.36 -8.94 -4.54 -2.41 -2.58 ...
PM 5.01 -775.0 152.0 -45.4 2.86 -1.33

Heavy-duty engine
NOx -3.61 3.03 -3.17 -3.04 -4.06 ...
PM 1.73 -0.02 463.0 -1.99 0.06 0.31
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Figure 5.6: Coefficient of determination of the training data set (gray) and
the validation data set (black) of the light-duty engine for various training data
fractions: NOx emissions (a) and PM Emissions (b).

of 30% is adequate as Fig. 5.6b shows. Since, the whole data set includes

approximately 300 data points, the measurement data set should include

at least 100 data points to parametrize the PM emission formula reliably.

The simulation results of the model structures derived with the pro-

posed method show a good correlation with the static measurement data.

Figures 5.7 and 5.8 show the results of the NOx and PM emission model

for the light-duty (LD) and the heavy-duty (HD) engine types. The regres-

sion of the PM emission is worse due to the relatively high measurement
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Figure 5.7: Regression plot of the NOx emissions: LD (a) and HD (b) engine
type using in-cylinder pressure sensors

errors, especially for low filter smoke numbers. Overall, the model per-

forms better on the HD engine data set. This fact can be explained by

the two different base maps used for the LD engine measurements. Un-

fortunately, for the LD engine only static and dynamic measurement data

with different base maps were available. The transient measurements are

carried out with a different timing of the start of injection. Therefore, the

base map used for the transient measurements is taken to calculate the

correction factor values for the static measurement data as well. Hence,

large correction factors occur in most static measured actuator variations.

Figure 5.9 shows the results of the emission model using non-optimized

parameters. The parameters of the LD engine data set are used to calcu-

late the emissions of the HD engine data set. The performance obtained

with the non-optimized parameters shows not only the portability of the

structure derived, but also of the parameters, even though the estimation

of the PM emissions contains some outliers.

Further results of the raw emission model are shown in the next chapter
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Figure 5.8: Regression plot of the PM emissions: LD (a) and HD (b) engine
using in-cylinder pressure sensors

where the model is used as a virtual sensor to estimate the raw emission

during various transients.

5.6 Summary and Discussion

The purpose of this analysis is to formulate a method to derive a control-

oriented model of the raw emissions of a diesel engine. The mixed physics

and regression approach proposed simplifies the generation of nonlinear

models. The models derived are advantageous due to their increased porta-

bility to other engines. The modeling methodology proposed is applicable

to various problems.

The method drastically reduces the calibration effort due to the reduced

number of parameters needed to describe the transient raw emissions. The

extended quasi-static approach is adequate to describe the combustion and

the formation of emissions. Due to the extended quasi-static approach, the

raw emission model can be calibrated with static measurement data, which
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Figure 5.9: Regression plot of the emission model using the HD engine data
set with the LD engine parametrization: NOx (a) and PM (b) emissions

lowers the application costs of the model and the requirements for the test

bench.

The inputs to the raw emission model are chosen by an input variable

selection procedure based on a genetic programming wrapper approach.

The input selector is fed with some 40 characteristic process variables.

Due to the highly redundant process variables used as candidates, the in-

put variable selection algorithm proposes a selection of promising subsets.

As expected, several combinations show a comparable performance. The

practitioner has the option of choosing a subset of inputs that is easy to

measure or to estimate.

The functional structure of the raw emission model is derived with a

symbolic regression algorithm. The toolbox used is extended with a local

search algorithm to calibrate the parameters of the functional relations

generated. The separation of the input variable selection task from the

model structure generation significantly reduces the computational effort.

The performance of the model derived is similar to that of an ANN with
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around ten times more parameters. The method used is tested on two

different engine types, and it yields similar results. The model shows a

good portability to other engine types, especially the NOx model.

In the next two chapters, the model derived is tested on two different

application scenarios. In Chapter 6, the raw emission model is used as a

virtual sensor to estimate the emission values during transient operation

of the engine. The simulation results are compared to measurement data,

showing the extrapolation capabilities of the derived modeling structure.

The static-formalized model performs well on various transients.

In Chapter 7 the raw emission model is embedded in a mean-value

engine model describing the gas path dynamics. The total engine sys-

tem model is used to investigate optimal actuator inputs during transient

operation of the engine.
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Chapter 6

Application I: Virtual Sensor

This chapter presents a virtual sensor application of the raw emission

model generated. Some of the transient inputs into the set point devi-

ation model can be provided directly by standard sensor signals of the

ECU. Nevertheless, several additional parts of the engine must be mod-

eled to estimate all of the relevant engine process variables selected. If the

REM is used as a virtual sensor, the cylinder charge variables (me, xair)

and the combustion characteristics (ϕB50, ϕB90) must be estimated by a

model. Figure 6.1 shows the signal flow chart of the three combined mod-

els. Due to the slow dynamics of the CO2 measurement device available,

the EGR mass flow is not measured during transient operation of the test

bench. Therefore a cylinder charge estimation is necessary to compare the

REM estimations with measurement data. The combustion characteristics

are measurable with a real-time cylinder pressure evaluation available at

the test bench. The combustion model is optional in this case.

The cylinder charge variables are estimated by a simple gas path model,

which is discussed in Section 6.1. The combustion model used is presented

in Section 6.2.
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If the emission model is used as a standalone, the entire engine systems

must be modeled. This includes the intake air path, the exhaust gas path,

the turbocharger, the EGR system, the gas-exchange cycle, and the com-

bustion cycle. In this case, the necessary dynamic signals can be estimated

by a state-of-the-art mean-value engine model [35]. Such an approach is

shown in the second application scenario discussed in Chapter 7.

6.1 Cylinder Charge Estimation

Due to the lack of an EGR mass flow sensor, the cylinder charge (mass

and gas composition) at intake valve closing must be estimated by a model.

The remaining gas path signals are measured directly by standard ECU

sensors. The EGR mass flow estimation is based on the intake mass flow

sensor signal and an engine mass flow estimation. The EGR mass flow can

be calculated as

∗

megr=
d

dt
m2+

∗

me,in − ∗

mhfm, (6.1)

uthr

uvtg

uegr

usoi

pf

Gas Path

Model

pmf

cm

usoi

pf

me

xair

Model

Combustion
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∗

µPM

∗

µNOx

Raw

Emission

Model

Figure 6.1: Interactions of the three models: virtual sensor application
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where
∗

mhfm is the intake air mass flow sensor signal, m2 the mass in the

intake manifold, and
∗

me,in the mass flow into the engine. The burnt gas

fraction of the EGR mass flow is estimated using the air/fuel ratio signal

λ. The conversion from air/fuel ratio to burnt gas fraction is defined as

follows:

xbg =
σ0 + 1

λ · σ0 + 1
, (6.2)

where σ0 is the stoichiometric air/fuel ratio. The mass flow into the engine

can be estimated using the volumetric pump approach (for details see

Section 7.1.2). The mass in the intake manifold is calculated using the

ideal gas law. If the temperature in the intake manifold ϑ2 is assumed to

be slowly varying, the derivative of the mass can be estimated as

d

dt
m2 =

d

dt
p2 ·

V2

R · ϑ2

, (6.3)

where d
dtp2 is the derivative of the intake manifold pressure signal, V2 the

manifold volume, and R the gas constant. Alternatively, the EGR mass

flow can be estimated modeling the EGR valve as a compressible flow

restriction element. Then, the mass flow trough the throttle (≈ ∗

mhfm) is

estimated using Eqs. (6.1) and (6.3). The intake air mass flow sensor is

not needed in this case.

The internal residual gas mass mrg is estimated as follows:

mrg =
p3 · Vc

R · ϑ3

, (6.4)

where p3 is the exhaust manifold pressure, ϑ3 the engine-out temperature,

Vc the top dead center cylinder volume, and R the gas constant of the
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exhaust gas. The burnt gas fraction of the residual gas mass is calculated

using Eq. (6.2). The cylinder charge at intake valve closing is composed of

intake air mass, external, and internal EGR mass. Due to the discretized

operation of the engine, signal delays must be considered as well. Details

on the in-cylinder time delays are discussed in Chapter 7.

The following sensors signals must be available to estimate the cylinder

charge:

• intake mass flow sensor,

• pressure sensor in the intake manifold,

• pressure sensor in the exhaust manifold,

• temperature sensor in the intake manifold,

• temperature sensor in the exhaust manifold,

• air/fuel-ratio sensor,

• engine speed.

If no exhaust manifold pressure pressure and temperature sensors are

available, the high-pressure gas path must be modeled as well. In addi-

tion, the turbine mass flow must be calculated. The equations needed are

discussed in Appendix B.5. The exhaust temperature could be estimated

using the approach presented in Chapter 7. To simplify the model, the

residual gas mass could be estimated as a constant factor of the in-cylinder

mass.
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6.2 Combustion Model

In addition, a combustion model is generated. The combustion model esti-

mates the combustion center and the location of the 90% fuel mass burnt.

This model is necessary if no cylinder pressure sensor signal is available.

The structure of the combustion model is similar to the emission model.

Again, the model is formulated as an extended quasi-static approach using

the same methodology as for the REM. The combustion center is calcu-

lated as follows:

ϕB50 = usoi + ∆ϕB50. (6.5)

where usoi is the start of injection angle and ∆ϕB50 represents the duration

between start of injection and location of 50% fuel mass burnt expressed

in crank angle degrees. Then, ∆ϕB50 is estimated as

∆ϕB50 = γ∆ϕB50
· ∆ϕB500, (6.6)

where ∆ϕB500 is the mapped quasi-static value and γ∆ϕB50
the correction

factor. The correction factor is a function of the operating point, the

cylinder mass me, the air fraction at intake valve closing xair, and the fuel

rail pressure prail

γ∆ϕB50
= f(cm, pmf, γme

, γxair
, γpf

). (6.7)

The functional coherences are derived again by the symbolic regression

algorithm. The location of 90% fuel mass burnt is estimated similarly as

ϕB90 = usoi + ∆ϕB90. (6.8)
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Figure 6.2: Regression plot of the combustion center: LD (a) and HD (b)
engine type

Then, ∆ϕB90 is calculated as

∆ϕB90 = γ∆ϕB90
· ∆ϕB900, (6.9)

where the correction factor γ∆ϕB90
is estimated as

γ∆ϕB90
= f(cm, pmf, γme

, γxair
, γpf

, γusoi
). (6.10)

If necessary, other combustion variables such as peak pressure, maximum

heat release rate, or location of 10% fuel mass burnt can be estimated

analogously. To avoid very large correction factors, all crank angle based

signals are expressed as crank angle after 20 ◦ bTDC.

The following ECU signals must be provided to estimate the combus-

tion characteristic variables start of injection, fuel rail pressure, injected

fuel mass, and engine speed. The other required signals (me, xair) are

estimated by the cylinder charge model.
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Figure 6.3: Regression plot of the combustion end: LD (a) and HD (b) engine
type
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Figure 6.4: Regression plot of the NOx emission model coupled with the com-
bustion model: LD (a) and HD (b) engine type without using in-cylinder pressure
sensors

The simulation results of the combustion model show a good correlation

with the static measurement data. Figures 6.2 and 6.3 show the results

of the combustion center and combustion end estimation for the light-

duty (LD) and the heavy-duty (HD) engine types. The regression of the

combustion end is worse due to higher measurement and pressure trace

evaluation errors. Overall, the model performs better on the HD engine
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Figure 6.5: Regression plot of the PM emission model coupled with the com-
bustion model: LD (a) and HD (b) engine type without using in-cylinder pressure
sensors

data set. This fact can be explained again by the two different base maps

used for the LD engine measurements.

Figures 6.4 and 6.5 show the results of the NOx and PM emission mod-

els coupled with the combustion model for the light-duty and the heavy-

duty engine types. The performance of the total model is comparable to

the results of the emission model only. Therefore, the estimation of the

combustion center and combustion end can be used replace the cylinder

pressure sensor. In the next section, simulation results obtained during

transient operation are shown.

6.3 Simulations and Results

The extended quasi-static model trained on static measurement data is

then tested with the same parameters during transient operating condi-

tions to show its extrapolation capabilities. All the transient results shown

are measurement data from the light-duty engine.
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The transient simulations are conducted together with the cylinder

charge and the combustion model to estimate the mass composition at

intake valve closing and the combustion characteristics, respectively. The

results presented next demonstrate the possibility of using the three models

combined as a virtual raw emission sensor.

Figure 6.6 shows a comparison between measurement data and sim-

ulation results of the combustion model during a load step. Due to the

smaller amount of air mass in the cylinder, the combustion process takes

longer during the transient phase. However, the combustion model is able

to predict these deviations from the base map as represented by the dashed

line. The combustion end is more sensitive to the cylinder charge mass and

composition. As the EGR valve is oscillating at the end of the load step,

the combustion end oscillates as well. Since the controller of the engine

was still under development, the transient behavior of the EGR controller
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Figure 6.6: Comparison of measurement data and simulation results of the
combustion center (a) and combustion end (b) during a load step from 20% to
80% at 2250 rpm, measurement (black), combustion model (gray), quasi-static
simulation (dashed);
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Figure 6.7: Comparison of simulation results and measurement data of PM (a)
and NOx (b) emissions during a load step from 20% to 80% at 2250 rpm, mea-
surement (black), raw emission model (gray), quasi-static simulation (dashed)
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Figure 6.8: Comparison of simulation results and measurement data of PM (a)
and NOx (b) emissions during a load step from 20% to 80% at 2750 rpm, mea-
surement (black), raw emission model (gray), quasi-static simulation (dashed)

is not optimized yet, which explains these oscillations.

Figure 6.7 shows the performance of the REM during a load step from

20% to 80% at 2250 rpm. The results of the simulation agree well with

the measurement data. During the turbolag phase, the amount of PM

emissions detected is approximately five times higher. Nevertheless, the
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Figure 6.9: Comparison of simulation results and measurement data of PM (a)
and NOx (b) emissions during an EGR-rate step from 0 to 10%, measurement
(black), raw emission model (gray)

emission model is able to predict these deviations. In this phase, the NOx

emissions are lower than in static operation due to the reduced amount of

oxygen available during combustion.

The transient characteristics of the investigated engine are simular to

results reported in [36]. The oscillation of the NOx emission observable

after the load step are due to the oscillating EGR valve. However, the

model is able to predict these oscillations for both species of engine-out

emissions. In addition, after the first two seconds of the load a static offset

remains. This effect can be explained by the fact that the EGR mass was

different from that in the stored base map. Nevertheless, the model is able

to predict these static offsets from the base map as well.

Figure 6.8 shows the performance of the REM during a load step from

20% to 80% at a higher speed, namely 2750 rpm. During the turbolag

phase, the amount of PM emissions detected is again significantly higher.

Nevertheless, the emission model is able to predict the measured load step
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Figure 6.10: Comparison of simulation results and measurement data of PM
(a) and NOx (b) emissions during a boost pressure step from 2.1 to 1.7 bar,
measurement (black), raw emission model (gray)
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Figure 6.11: Comparison of simulation results and measurement data of PM
(a) and NOx (b) emissions during a fuel rail pressure step from 600 to 800 bar,
measurement (black), raw emission model (gray)

very well.

Figures 6.9 – 6.12 show simulation results of actuator steps. The actu-

ator steps are carried out at a 60% load and an engine speed of 2000 rpm.

The gas path actuators (EGR valve and turbine actuator) influence the

boundary condition of the combustion dynamically. The slow increase in
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Figure 6.12: Comparison of simulation results and measurement data of com-
bustion center (a), combustion end (b), PM emissions (c), and NOx emissions
(d) during a start of injection step from 0 to 5◦ CA bTDC, measurement (black),
raw emission model (gray)

boost pressure due to the turbolag is evident in the emission data as well.

The PM emissions are more sensitive to a lower boost pressure than the

NOx emissions. The higher EGR rate reduces the NOx emissions by one-

half. The mixing dynamics of the intake receiver and the EGR controller

significantly influence the EGR mass at intake valve closing. In contrast,

the very fast injection actuators also cause a step in the emissions and

the combustion characteristics as shown in Figure 6.12. The only relevant
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dynamics are the exhaust path delay time and the gas mixing process in

the exhaust system.

6.4 Summary and Discussion

This chapter showed a potential application of the raw emission model as

a virtual sensor. The raw emission model is embedded in a simple gas

path and combustion model. The combination of the three models allows

an estimation of the raw emissions in transient operating conditions.

Simulation results of the three models are compared to measurement

data. The extended quasi-static approach is able to predict the quanti-

ties of the raw emissions and the combustion characteristics during vari-

ous transients. Hence the extrapolation capability of the control-oriented

model is shown. Another important observation, which can be seen is that

the combustion and emission formation can be treated as quasi-static, but

only if all relevant boundary conditions of the combustion such as cylin-

der charge composition are considered. Thus all the combustion and raw

emission models can be calibrated with measurement data obtained from

static operating condition. The requirements for the test bench are thus

much lower, and no fast exhaust gas analyzers are necessary.

In addition, the usage of the combustion and cylinder charge model

does not significantly degrade the performance of the emission model.



Chapter 7

Application II: Optimal Actuator

Controls

In the second application scenario of the raw emission model derived, opti-

mal controls for the engine actuators are investigated. The most important

transient operation for a diesel engine is a load step [37]. During accelera-

tion phases, the engine shows slower dynamics due to the relatively large

inertia of the drivetrain and the vehicle mass. As already mentioned in

the introduction, emission peaks occur during the transient operation of

diesel engines. In this chapter, optimal actuator controls are derived to

reduce these peaks and to increase the driveability of the vehicle. The

driveability of the vehicle is a measure of how fast the engine can change

from a low-load to a high-load operating point as perceived by the driver.

The chapter is structured as follows: First, the enveloping structure of

the raw emission model is presented in Section 7.1. The gas path model is

represented by a so-called mean-value approach.

In Section 7.2 a feedforward injection controller is introduced to elimi-

nate the path constraints of the optimal control problem. The numerical
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optimization procedure based on a direct shooting method is discussed in

Section 7.3. To demonstrate the capabilities of the method proposed, it is

applied for three test cases introduced at the end of Section 7.3. Two of

these test cases are focused on the reduction of transient emission levels,

while the third test case targets the improvement of the driveability of the

vehicle while not increasing the emission values significantly.

The results of the three optimal control problems are presented in Sec-

tion 7.4.

7.1 Control-Oriented Engine Model

The emission model derived in Chapter 5 is used together with a state-

of-the-art mean-value engine model (MVEM) representing the engine gas

path dynamics. Additionally, the MVEM provides the transient boundary

conditions such as boost pressure and EGR rate for the combustion and

the emission model. The MVEM approach is physics-oriented, i.e., it can

predict the engine behavior in operating points not included in the mea-

sured data set. During the optimization process the actuator inputs can

vary in a wide range. Therefore, all the engine component limits must be

represented by the model to guarantee a physically meaningful output for

arbitrary input signals. Otherwise, the optimization can converge to un-

realistic engine operating areas. In the next subsections, selected parts of

the mean-value engine model are described in more detail. The remaining

components are modeled in accordance with [35]. The detailed equations

of these components can be found in Appendix B.
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7.1.1 Gas Path Model

The basic part of the gas path system is the receiver block. It has a fixed

volume, and its states, such as temperature and pressure, are assumed to

be constant over the entire volume (lumped-parameter assumption). The

other main dynamics are the engine inertia, the turbocharger inertias, and

the actuator dynamics.

Two kinds of flow restriction elements are considered. The air filter,

the intercooler, the EGR cooler, and the oxidation catalyst are modeled

as incompressible flow restrictions since the gas velocity through these

devices is rather low. Details are presented in Appendices B.1 and B.2.

The temperature out of the coolers is modeled using the model described

in Appendix B.3.

The turbocharger is modeled in accordance with [35] and [38]. The

detailed equations can be found in Appendices B.4 and B.5. During tran-

sient operation, the pressure ratio over the compressor can become quite

large, which causes the compressor to surge. When this condition occurs,

the mass flow through the compressor is set to zero, and the derivative of

the mass flow is limited to adequately represent the surge condition. In

its low-speed regime, the compressor is modeled as an orifice. A smooth

change over the two regimes is implemented.

In the gas path a novel receiver approach is introduced to represent the

burnt gas fraction in the receiver system more accurately. The approach

is discussed in the next subsection.
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∑ ∗

min

∑ ∗

moutVrVp

∗

mp−r

Figure 7.1: Illustration of the pipe receiver model

Pipe Receiver

Beside the standard receiver block presented in Appendix B.8, a novel

receiver model including a transport delay for the burnt gas fraction is

implemented (see Fig. 7.1). This additional delay allows a more realistic

representation of the burnt gas fronts traveling through the receiver sys-

tem. Due to the high sensitivity of the emissions to the amount of burnt

gas in the cylinder at intake valve closing, the lumped value assumption

is not satisfactory for the burnt gas fraction. The transport delays for the

intake and exhaust manifolds depend on the operating point. These delays

are in the range of 50 - 150 ms [39]. The pressure and temperature are still

modeled as lumped values. The pipe volume and the receiver volume are

defined as follows:

Vp = Vtot · rp (7.1)

Vr = Vtot · (1 − rp), (7.2)

where Vtot is the total volume and rp the pipe volume fraction. The total

volume of the pipe receiver can be derived directly from the design. The
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pipe volume fraction is estimated based on the measured delay times. Since

the pressure and the temperature are modeled as lumped parameters and

if the different specific gas constants of air and burnt gases are neglected,

the following simplification is valid

mr

mp
=

Vr

Vp
, (7.3)

where mr is the mass in the receiver part and mp the mass in the pipe.

The receiver system equations thus consist of two mass balances (air mass

mair and burnt gas mbg) and one energy balance. The formulation of the

differential equation for the temperature derivative is analogous to that

of the standard receiver block. The energy balance of the total system is

given by
d

dt
U =

∗

Hin −
∗

Hout +
∗

Qin, (7.4)

where
∗

Qin is a heat flow into or out of the receiver, respectively. The

coupling between these three equations is given by the ideal gas law

pr · Vr = mr · R · ϑr, (7.5)

and the following caloric equations

U = (mr + mp) · cv · ϑr (7.6)

∗

Hin =
∑

∗

min ·cp · ϑin (7.7)

∗

Hout =
∑

∗

mout ·cp · ϑout. (7.8)
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Transforming (7.4) and using the caloric equations (7.6)-(7.8), the deriva-

tive of the temperature is obtained:

d

dt
ϑr =

∗

Qin −
∗

Qout +
∗

Qin −cv · ϑr · d
dtmr ·

(

1 +
Vp

Vr

)

cv · mr ·
(

1 +
Vp

Vr

) . (7.9)

The derivative of the mass in the pipe and in the receiver volume can be

calculated by

d

dt
mp =

∑

∗

min − ∗

mp-r (7.10)

d

dt
mr =

∗

mp-r −
∑

∗

mout . (7.11)

Inserting Eq. (7.10) into Eq. (7.11), substituting d
dtmp by differentiating

(7.3)
d

dt
mr =

∑

∗

min − d

dt
mr ·

Vp

Vr
−
∑

∗

mout, (7.12)

and solving Eq. (7.12) for the derivative of the receiver mass d
dtmr thus

yields

d

dt
mr =

∑ ∗

min −∑ ∗

mout

1 +
Vp

Vr

. (7.13)

The derivative of the burnt gas mass in the receiver is derived similarly as

d

dt
mbg,r = xbg,∆t·

∗

mp-r −xbg,r ·
∑

∗

mout, (7.14)

where xbg,r is the burnt gas ratio in the receiver part. The burnt gas

ratio at the intersection between pipe and receiver part xbg,∆t is defined
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as follows:

xbg,∆t =

∑ ∗

mbg,in
∑ ∗

min

(t − ∆td) . (7.15)

The actual transport delay ∆td is found by solving the following equation

∫ t

t−∆td

∑ ∗

min (τ)

Vp · ρin(τ)
dτ = 1, (7.16)

where ρin(τ) is the density of the gas at the intake at time τ . The burnt

gas ratio in the receiver part is calculated by

xbg,r =
mbg,r

mr
. (7.17)

The intake, exhaust, and EGR receivers are modeled as a pipe receiver.

7.1.2 Cylinder Model

The cylinder model used calculates the cylinder mass flow and the mass

composition. These variables defines the interaction with the gas path

model. In addition, the torque generation, and the engine-out temperature

are calculated by the cylinder model.

Since the engine is a discrete working machine, three main time delays

need to be considered. However, in the mean-value modeling approach

used, the cylinder is modeled as a continuously working device. The three

time delay are

• exhaust-to-induction delay (∆tex-in = 213◦ CA),

• induction-to-combustion delay (∆tin-co = 255◦ CA),

• combustion-to-exhaust delay (∆tco-ex = 251◦ CA),
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where the combustion event is defined at top dead center, the induction

event where the intake valve is fully open, and the exhaust event where the

exhaust valve is fully open, respectively. The induction-to-exhaust delay

∆tin-ex is thus 506◦ CA.

These time delays mainly influence the air/fuel ratio, which is used by

the combustion and the emission model.

All input signals of the emission and the combustion model are timed

at the combustion event.

Cylinder Mass and Composition

The engine is modeled as a volumetric pump. Therefore, the mass flow

into the cylinders can be estimated as follows

∗

me,in= λl ·
Vd · ωe · ρ2

4π
, (7.18)

where λl is the volumetric efficiency and ρ2 is the gas density in the intake

manifold. The volumetric efficiency is modeled as a function of the mean

piston speed cm and the pressure ratio of the exhaust manifold to the

intake manifold pressure in accordance with [35].

λl = (kλ,0 + kλ,1 · cm + kλ,2 · cm
2) ·

rc − (p3

p2
)

1
κ

rc − 1
, (7.19)

where rc is the compression ratio of the engine. The mass flow out of the

cylinder is estimated as the sum of the intake mass and the fuel mass flow

∗

me,out =
∗

me,in (t − ∆tin-ex)+
∗

mf (t − ∆tco-ex). (7.20)
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In addition, there remains a internal residual gas mass mrg in the cylinder

which is estimated as

mrg =
p3 · Vc

R · ϑe,out

, (7.21)

where p3 is the exhaust manifold pressure, ϑe,out the engine-out temper-

ature, Vc the top dead center cylinder volume, and R the specific gas

constant of the exhaust gas. The cylinder charge at intake valve closing is

composed of intake air, external and internal EGR. The mass composition

in one cylinder at the induction event is

mair,in = (1 − xbg,in)· ∗

me,in ·hcyl

+(1 − xbg,out(t − ∆tex-in)) · mrg(t − ∆tex-in), (7.22)

mbg,in = xbg,in·
∗

me,in ·hcyl

+xbg,out(t − ∆tex-in) · mrg(t − ∆tex-in), (7.23)

where hcyl is defined as

hcyl =
4π

ncyl · ωe
. (7.24)

The mass composition in one cylinder at the combustion event (after the

injected fuel is burnt) is estimated as

mair,co = mair,in(t − ∆tin-co) − mf · σ0 (7.25)

mbg,co = mbg,ind(t − ∆tin-co) + mf · (1 + σ0) (7.26)

where σ0 is the stoichiometric air/fuel ratio.

The burnt gas ratio at the combustion event and at the engine-out is
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then calculated as

xbg,co =
mbg,co

mair,co + mbg,co

(7.27)

xbg,out = xbg,co(t − ∆tco-ex). (7.28)

Engine Torque

The engine torque is estimated using a Willans approach [40], where the

mean effective pressure pme is defined as follows:

pme = e · pmf − pm0, (7.29)

where pmf is the fuel mean pressure and pm0 represents the losses. The

fuel mean pressure is calculated using Eq. (5.2). The pressure losses are

estimated as the sum of the gas exchange losses pm0,g, the engine friction

pm0,fr, and the power needed by the auxiliary devices pm0,r, mainly the

high-pressure rail pump.

pm0 = pm0,fr + pm0,g + pm0,r. (7.30)

The three loss terms are estimated as

pm0,fr = kfr,1 · ω2
e + kfr,2 · ωe + kfr,3 + kfr,4 · pmf (7.31)

pm0,g = p3 − p2 − kg (7.32)

pm0,r =

∗

mf ·pf · 4 · π
ηhpp · ρf · ωe

, (7.33)
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where pf is the actual fuel rail pressure and ρf the density of the diesel

fuel.

As mentioned, e denotes the thermodynamic efficiency. The following

variables influence this efficiency:

• engine speed, parametrized by eω,

• boost pressure ep2,

• injection timing eξ,

• fuel rail pressure efp,

• burnt gas ratio ebg.

The total thermodynamic efficiency is calculated as the product of these

factors

e = eω · ep2 · eξ · efp · ebg. (7.34)

The individual factors are approximated as follows:

eω = eω,opt − kω · (ω − ωopt)
2

(7.35)

ep2 = 1 − kp2 ·
(

p2 (t − ∆tin-co) − p2,opt(ωe,
∗

mf )
)2

(7.36)

eξ = 1 − kξ ·
(

(usoi − usoi,opt(ωe,
∗

mf )
)2

(7.37)

efp = 1 − kfp ·
(

pf − pf,opt(ωe,
∗

mf )
)2

(7.38)

ebg = 1 − kbg,1 · (1 + kbg,2 · ωe) · x2
bg,co. (7.39)

The intake manifold pressure signal and the burnt gas ratio at the intake

valve closing are delayed by ∆tin-co. The best efficiency is defined by eω,opt.
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The optimal values (p2,opt, usoi,opt, pf,opt) depend on the operating point

and are stored in maps.

Engine Exhaust Temperature

Since the specific heat capacity cp of air and burnt gases (air/fuel ratio

equal to one) varies significantly with temperature, the specific heat ca-

pacity is approximated as a linear function of the gas temperature ϑ. The

specific heat capacity of the mixed gas is calculated by weighting the two

values according to the exhaust gas mass ratio

cp =xbg · (999.2 J
kg·K

+ 0.240 J
kg

· ϑ)

+ (1 − xbg) · (965.5 J
kg·K

+ 0.152 J
kg

· ϑ).
(7.40)

The error in the typical exhaust gas temperature interval is below 0.1%.

The enthalpy balance over the cylinder can be estimated as follows:

∗

He,out =
∗

He,in (t − ∆tin-ex)

+kϑ · (1 − e(t − ∆tco-ex)) · Hl·
∗

mf (t − ∆tco-ex), (7.41)

where kϑ is a function of the current operating point quantifying how much

of the loss energy is diverted to the exhaust gas. The other parts are heat

losses to the cylinder walls:

∗

He,in = cp,in·
∗

me,in ·ϑ2 (7.42)

∗

He,out = cp,out·
∗

me,out ·ϑe,out (7.43)

Equation (7.41) is solved for the engine-out temperature ϑe,out. Figure
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Figure 7.2: Comparison of simulation results and static measurement data:
engine torque (a), engine exhaust temperature (b)

7.2 shows a comparison of measurement data and simulation results of

the torque generation and engine-out temperature model in steady-state

conditions. The simulation agrees well with the measurement data.

During transient operation, the engine-out temperature varies due to

some additional heat flux from or to the cylinder walls. This effect is

described by an additional lag compensator element. The parameters of

the lag compensator are a function of the exhaust mass flow, whose static

gain is equal to one. The transfer function is

G(s) =
a · s + 1

b · s + 1
(7.44)

where the two parameters are defined as

a =
kϑ,1·

∗

me,out

∗

me,out −kϑ,2

(7.45)

b =
kϑ,1·

∗

me,out

∗

me,out +kϑ,2

(7.46)
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Figure 7.3: Comparison of simulation results (gray) and measurement data
(black) during a load step and a load drop at constant engine speed: exhaust
manifold pressure (a), turbocharger speed (b)

Figure 7.3 shows a comparison of measurement data and simulation results

of the MVEM model during two load steps. The slow increase of the

turbocharger speed after the first load step from 5 to 15 seconds can be

explained by the lag element used to calculate the engine-out temperature.

7.1.3 Actuator Models

The throttle, the EGR valve, and the variable turbine geometry all influ-

ence the gas path (see Fig. 1.1). The injection is determined by the start of

injection, the injection duration, the delivery valve, and the control valve

of the fuel rail pressure system. The other system inputs, such as the con-

trol valves of the cooling circuits, are not considered in the model. The

start of injection and the injection duration are not showing any actuator

dynamics. These two inputs act as feedtrough terms to the torque and

emission generation. The other actuators have a dynamic behavior during
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transients. These actuator dynamics are modeled as a low-pass and a de-

lay time element in series. The actual actuator position upos is estimated

as

upos =
1

s
τact

+ 1
· e−s·∆tact · udes, (7.47)

where udes is the desired actuator position, τact the time constant of the

low-pass part, and ∆tact the delay time. Table 7.1 shows the values used

for the time constant and the time delay of each actuator.

Figure 7.4 shows the common-rail system and its components. The

common-rail is fed by a high-pressure pump, which is controlled by a de-

livery control valve. This main control loop is operated by a PID controller

supported by a feedforward controller. If the pressure in the rail is too high,

an additional control valve is used to control the flow from the common-

rail back to the tank. The pressure control valve is fully closed under

normal conditions to reduce pumping losses. If the desired fuel rail pres-

sure is lower than the actual fuel rail pressure, a PID controller operates

the valve.

The pressure change in the rail is calculated as follows:

d

dt
pf =

Kf

Vrail · ρf
· ( ∗

mhpp − ∗

mf − ∗

mpcv), (7.48)

Table 7.1: Actuator time delay and time constants used

Actuator Time Constant τact Time Delay ∆tact

EGR valve 0.15 0.05
VTG actuator position 0.08 0.05
Throttle 0.15 0.05
Delivery control valve 0.05 0.04
Pressure control valve 0.01 0.01
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Figure 7.4: Illustration of the fuel injection system

where Kf is the bulk modulus of elasticity, ρf the fuel density, Vrail the rail

volume,
∗

mhpp the mass flow delivered by the pump,
∗

mpcv the mass flow

through the control valve, and
∗

mf the mass flow delivered to the injectors.

The bulk modulus of elasticity is expressed as [41]

Kf = 1.2 · 109 · (1 Pa +
pf

109
). (7.49)

The mass flow through the high-pressure pump
∗

mhpp is calculated as

∗

mhpp=
we

4π
· Vhpp · ρf · ηhpp(ωe, pf ) · udcv, (7.50)

where Vhpp is the total pump volume and ηhpp is the pump efficiency

depending on the actual rail pressure and engine speed. The position of

the delivery control valve udcv controls the actual volume flow. The mass
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Figure 7.5: Comparison of simulation results and measurement data of the
fuel rail pressure control system, measurement (black), simulation (gray) during
a pressure step (a) and a pressure drop (b)

flow through the pressure control valve
∗

mpcv is estimated as

∗

mpcv= Aeff(upcv) ·
√

2 · pf · ρf , (7.51)

where the effective valve area Aeff of the pressure control valve is a function

of the control input upcv. Both valves have an opening and a closing

dynamic.

In the further considerations, to simplify the optimal control problem,

the desired fuel rail pressure acts directly as a input signal. Clearly, there

remains a certain potential for improving the characteristics of the fuel

rail system by directly controlling the two valves. Nevertheless, as the

dynamics of the fuel rail control system are very fast, the potential for any

further optimization is fairly low. Figure 7.5 shows simulation results of

two desired fuel rail pressure steps, which clearly shows that the dynamics

may not be neglected.
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7.2 Feedforward Torque Controller

Typically, the engine speed is required to follow a desired trajectory for

a predefined load torque. Since these nonlinear path constraints compli-

cates the optimal control problem, a feedforward controller is introduced

to internally fulfill these constraints.

The engine speed constraint is converted to a required engine torque

through differentiation. Adding the load torque Tl, the required engine

torque Te,req is derived as

Te,req = Tl + Θ · ω̇e, (7.52)

where Θ is the moment of inertia of the drivetrain. The fuel mass flow

∗

mf provides a direct feedthrough to the engine torque. The torque model

introduced before has to be inverted to calculate the fuel mass flow needed

to produce the requested torque. However, the torque model is not directly

Table 7.2: Pseudo-code of the iterative calculation of the fuel mass flow.

Calculate loss terms assuming pmf = 0
Calculate engine efficiencies eω and ebg, set ep2, eξ and efp to 1

Calculate
∗
mf required to achieve the requested torque

while pme differs from pme,req more than Tol

Calculate pm0,f and pm0,r using current
∗
mf estimation

Calculate efficiencies ep2, eξ and efp using current
∗
mf estimation

Calculate pme from current pmf, e, and pm0

if pme is lower than pme,req

Increase
∗
mf by stepsize

else

Halve the stepsize

Decrease
∗
mf by stepsize

end if

end while
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Figure 7.6: Final model structure of the optimal control problem

invertible because the efficiencies ep2, eξ, and efp and the loss pressures

pm0f and pm0r depend on the fuel mass flow. Therefore, the required fuel

mass flow is calculated iteratively. An approximation is supplied for the

required fuel mass flow by estimating the drag torque and efficiency of

the engine while setting the injection-dependent efficiency factors to unity.

Since these factors can never be larger than one, the actual required fuel

mass flow is guaranteed to be higher than this approximation. Then, the

fuel mass flow is increased stepwise. If the required torque is not yet met,

another step is taken. If the required torque has been crossed, the step

size is halved. This procedure is repeated until the fuel mass flow has

converged within a given tolerance. Table 7.2 shows the pseudo-code of

the iterative algorithm. The removal of the output constraints (engine

speed) drastically simplifies the optimal control problem. In addition,

the dimensionality of the problem is reduced to five or six constrained
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inputs. During the simulation, approximately 10% of the calculation time

is needed to calculate the correct fuel mass flow. The remaining inputs can

be separated into two types. The inputs uvtg, uegr, uthr and pf,des influence

the outputs through the gas path or fuel rail dynamics, respectively, while

usoi has a direct feedthrough to the outputs. The optional input engine

load Tl is only used in the test case where the driveability is optimized.

The five control inputs can be chosen freely respecting the maximal and

minimal values of each actuator.

Figure 7.6 shows the final model structure with five inputs, the optional

input Tl, and three outputs. The outputs of the model are the two emission

values that are subject to legislative limits, and the torque produced.

7.3 Numerical Optimization Procedure

The final model including the gas path model, the raw emission model, the

rail pressure controller, and the injection controller is now used to generate

optimal actuator trajectories during selected transients.

7.3.1 Formulation of the Optimal Control Problem

Consider a dynamic system for which the states x are given by

ẋ = f(x,u) (7.53)

and whose initial state at time t0 is

x(t0) = x0. (7.54)
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To formalize the term of optimality, the cost function J is introduced as

J =

∫ tf

t0

L(x(t),u(t), t)dt. (7.55)

To account for the constraints on states and controls, the formulation is

extended by a constraint function

G(x(t),u(t)) ≥ 0 (7.56)

grouping all equality and inequality constraints. The objective of the op-

timal control solution is to find the input uopt(t) that minimizes J during

the time interval t0 to tf .

7.3.2 Choice of Numerical Method

Several methods have been developed to find numerical solutions of optimal

control problems [42]:

• dynamic programming,

• direct method,

• indirect method.

Dynamic programming is based on the idea that optimal solutions of sub-

problems can be used to build the optimal solution of a larger problem. In

the case of optimal control, this means that the optimal control input over

the whole time interval [t0, tf ] is split into a set of shorter time intervals

which are solved consecutively. If an optimal control solution for a short

time interval [tx, tf ] is found, it must be part of the optimal solution for
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the whole interval [t0, tf ]. Using this idea, the optimal control problem is

solved backwards. The resulting optimal trajectory is the globally optimal

solution within the search space.

However, dynamic programming is subject to the curse of dimension-

ality [43]. With an increasing dimension in the state-space, the number

of state discretization points to be calculated grows exponentially. There-

fore, dynamic programming is only suited for problems having a small

number of states and inputs. Due to the high dimensionality of the engine

model used, the application of dynamic programming is computationally

too expensive.

The indirect method is an entirely different approach. The optimiza-

tion is a minimization of J , subject to the constraints that the system

dynamics and the initial condition are fulfilled. Therefore time-varying

Lagrange multipliers λ(t) are introduced. The resulting boundary value

problem must be solved numerically. The differential equations for the La-

grange multipliers are often strongly nonlinear. Therefore a good initial

guess λ
T (t0) is required due to the often small zones of convergence. In

the present case, the cost function used is dependent on the emissions pro-

duced. The algebraic expressions linking the cost to the system states are

rather complex. Since the model contains delay times, maps, and various

discontinuities such as saturations, reformulating and analytically differ-

entiating these terms with respect to the state and control variables is not

feasible. However, these differentiations are required to express the differ-

ential equations of the Lagrange multipliers. This restriction prevents the

use of indirect methods without introducing too many simplifications.
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The third class of numerical solutions are direct methods. These meth-

ods are based on the strategy of converting the search for an optimal

function u(t) to a parameter optimization problem. These parameters q

approximate the input function u(t), typically by discretizing it on a time

grid as follows:

u = f(t, q). (7.57)

Therefore the optimal control inputs can be defined as

uopt(t) = f(arg min
q

J) with q ∈ [ulb,uub], (7.58)

where ulb is the lower and uub the upper boundary of the input vector.

This formulation represents a finite-dimensional nonlinear programming

problem (NLP), for the solution of which there exist powerful algorithms.

Notice that the parameter optimization used in direct methods does not use

the Lagrange multiplier formulation introduced in the indirect method. In

addition, the cost function must not be defined explicitly. Since the number

of parameters is proportional to the number of time discretization points,

the length of the optimization window is limited to short time intervals.

Thus, the solution calculated is not the optimal solution to the original

problem, but rather, it is the solution possible under the assumption of

discretized input signals.

7.3.3 Solving the Optimal Control Problem

The final optimization problem can be stated as follows. The cost function

(7.55) is to be minimized over the parameter vector q, with q denoting the
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discretized values of the five inputs. The path constraint (engine speed)

is eliminated using the feedforward injection controller. Additionally, the

feedforward controller guarantees the solution to end up in the desired

final operating point such that no further cost function term is necessary

to penalize any end point deviations.

Since no path constraints are present, the only remaining constraints

are those on the five input signals. Table 7.3 lists the input constraints.

The EGR valve position and throttle position can only range between 0

and 1, which signify fully closed and fully open, respectively. The VTG

input ranges from 0 to 1, which represent the minimal and maximal angle

of the turbine blades, respectively. The fuel rail pressure is limited to

1600 bar as the maximum pressure specified by the manufacturer. Since

there are no hard limits for the SOI, the upper limit is chosen as 10◦ CA

bTDC in order to avoid extremely high in-cylinder peak pressures. The

load torque is limited to not exceed the maximal torque that the engine

can supply.

The direct single shooting method used has several advantages. The

handling of any input constraints is straightforward, since the optimal

control problem and the ODE problem are solved sequentially. During

Table 7.3: Input and actuator constraints

Actuator Lower limit Upper limit Unit

Throttle (uthr) 0 1 [-]
EGR valve (uegr) 0 1 [-]
VTG input (uvtg) 0 1 [-]
Start of injection (usoi) - 10 [◦CA bTDC]
Rail pressure (pf , des) - 1600 [bar]
Load torque (Tl) - 400 [Nm]
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the engine model simulation, only valid input signals are used since the

input constraints are applied in advance. In addition, few restrictions

for the model structure have to be considered. The model can be quite

complex including discontinuities, time delays, and nonlinear equations, as

long as the cost function can be evaluated for a given set of input signals.

Nevertheless, finding a valid solution can be difficult in the case of an

unstable system or path constraints present. The elimination of the path

constraints by the feedforward injection controller is thus an important

step toward finding a solution to the optimal control problem.

To directly solve the optimal control problem, the input needs to be dis-

cretized, as mentioned above. The most commonly used way of discretizing

optimal control inputs is a stepwise discretization, meaning that the input

signal is assumed to be constant over one discretization interval. The main

advantage of this discretization is its local support since during each time

step, the control signal only depends on one parameter. As an alterna-

tive to such a stepwise discretization, a linearly interpolated discretization

process could be used. This method does not provide any local support

since the input signal of one interval depends on two input parameters.

However, providing continuous input signals can be advantageous when

the behavior of real input signals is to be represented. A third method is

the polynomial interpolation, where the parameters q are nodes defining a

polynomial of the order q − 1. The polynomial interpolation allows mean-

ingful input signals to be with far fewer parameters, but local support is

lost completely. Since in the given problem of optimizing an actuator po-

sition, steps in the inputs are expected to occur, a step discretization is

used. During the optimization of the input trajectories, the discretization
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is increased to yield smoother signals and to minimize the influence of the

discretization. The resulting optimal trajectories of the larger discretized

optimal control problem are used as the initial input trajectories for the

finer grid problem. The smallest discretization grid is 100 ms, since a finer

grid does not improve the cost function observably. If only a subset of the

inputs are optimized, the trajectories of the non-optimized actuators are

fixed at their initial values.

The NLP problem is solved using a sequential quadratic programming

(SQP) algorithm, which is included in the Optimization Toolbox for Mat-

lab [44]. The SQP algorithm used to optimize the system requires values

of the gradient of the cost function (7.55) with respect to the control input

parameters q. Since an algebraic differentiation is not feasible, a finite

differencing process is used to approximate the derivative with respect to

one component of q. SQP algorithms are an frequently used method due

to their fast convergence and robustness while being able to handle both

equality and inequality constraints [45]. Similarly to Newton’s method,

an SQP algorithm solves a series of approximated subproblems, each of

which provides a new estimate of the optimal point. The size of the pa-

rameter vector q depends on the number of inputs to be optimized and

the discretization of the time. For instance, the number of parameters q is

80 in the load step case where all four inputs (usoi, pf,des, uvtg, uegr) are

optimized.

7.3.4 Test Cases

As mentioned in the introduction of this chapter, three different test cases

are investigated. The first two are focused on reducing the emission values
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Figure 7.7: Comparison between measured (black) and smoothed (gray) load
step: engine torque during the load step at 2250 rpm (a), engine torque during
the load drop at 2750 rpm (b).

during a load step and a load drop, respectively. The third test case inves-

tigates optimal control inputs to increase the driveability of the vehicle.

The initial values of the parameter vector q defining the system inputs are

set equal to those of the smoothed inputs of measured load steps. Figure

7.7a shows a comparison of the smoothed and the real measured engine

torque during a load step from 20% to 80% load at 2250 rpm. In the first

part of this step, the injected fuel mass rises suddenly. Then the fuel mass

flow is limited during the first second of the load step to prevent high PM

emissions causing a moderate increase of the engine torque. The load step

takes four seconds. The actuator trajectories are optimized between 0.3

and 2.3 seconds. The objective of this first optimal control problem is to

minimize NOx and PM emissions. In the very short transients investigated,

a slight increase in fuel consumption is possible, but it is tolerable since

its influence on the overall fuel consumption is quite small. Therefore, the

cost function is defined as the sum of the integrated PM (mPM) and NOx
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(mNOx
) emissions. The particulate mass is weighted with a factor w

J =

∫ tf

t0

(
∗

mNOx
+w· ∗

mPM)dt. (7.59)

The values for the weighting factor are chosen based on European emission

standards, which define the maximum allowable emission values of NOx

and PM. The weighting factor is chosen as the ratio between the two values.

Table 7.4 shows the values of w for different European emission standards

and different vehicle classes. Since the measurement data are taken from

an engine which complies with the EURO IV emission limits, a weighting

factor of 10 is chosen. The constraint function used is defined as

G(usoi, pf,des, uvtg, uegr) ≥ 0. (7.60)

As a further test, the engine behavior during a load drop from 80% to

20% at 2750 rpm is evaluated. Figure 7.7b shows this test case, represent-

ing the typical end of an acceleration phase. In addition to the first load

step problem, the throttle position is included during the optimizations.

The actuator trajectories are optimized between 0.3 and 1.5 seconds. The

same cost function (7.59) is used. The constraint function for the load

Table 7.4: Ratio of allowed NOx emissions to allowed PM emissions for various
European emission standards.

Emission standard II III IV V VI

Passenger - 10 10 36 16
Light-duty - 7.8 6.5 56 25
Heavy-duty 22.2 46.7 38.5 175 100
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drop test case is defined as

G(usoi, pf,des, uvtg, uegr, uthr) ≥ 0. (7.61)

The objective of the third optimal control problem is to minimize the

NOx and PM emissions while maximizing the crank shaft work delivered by

the engine. Again, a load step from 20% to 80% at 2250 rpm is investigated.

The measured load step is used as a reference. The cost function is defined

as the weighted sum of the PM (mPM) and NOx (mNOx
) emissions, divided

by the fuel mass flow. The particulate mass is weighted with a factor w1.

The second term maximizes the power provided by the engine. A second

weighting factor w2 is introduced

J =

∫ tf

t0

(

∗

mNOx
+w1·

∗

mPM

∗

mf

+ w2 ·
Hl

Te · ωe

)

dt. (7.62)

The constraint function for this test case additionally includes the load

torque Tl

G(usoi, pf,des, uvtg, uegr, Tl) ≥ 0. (7.63)

The load step takes four seconds. The trajectories of the actuator inputs

and the load torque are optimized between 0.3 and 1.8 seconds.

7.4 Numerical Optimal Control Results

Particular inputs and combinations of input trajectories are optimized,

respectively. With this procedure, the potential of each actuator combina-

tion for reducing the emission values is evaluated. In the first subsection,
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the results of the load step case are shown. In Subsection 7.4.2, the results

of the load drop test case are presented. The results of the driveability

test case are discussed in Subsection 7.4.3. The measured load steps are

used as a reference in all test cases.

7.4.1 Load Step Test Case

Figure 7.8 shows the optimization of the start of injection only. The start

of injection is a very fast input which can be changed from one combus-

tion event to the next. Therefore, it would be most suitable for controlling

the emission levels during transients. But the potential for reducing the

emission is fairly low since the optimized trajectory does not differ much

from the reference trajectory. The start of injection is shifted to earlier

injection timings during the PM emission peak. The higher NOx emission

levels are compensated in the beginning with later injection timings. At

the end of the optimization, the injection starts similarly to the reference
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Figure 7.8: Comparison of reference (gray) and optimized (black) trajectories
during a load step with an optimized start of injection at constant engine speed:
start of injection (a), PM (b).
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Figure 7.9: Comparison between reference (gray) and optimized (black) trajec-
tories during a load step with an optimized fuel rail pressure at constant engine
speed: fuel rail pressure (a), PM (b).

trajectory. Hence, the start of injection of the reference trajectories is op-

timally designed for the weighting factor of 10 used in a static sense as

well. Nevertheless, as the NOx emission levels are normally lower during

a load step than in quasi-static simulations, a certain increase of the NOx

emissions is tolerable to reduce the PM emissions. Therefore, a poten-

tial to moderately adjust the start of injection to earlier injection events

still exists. The weighting factor must be increased to shift the PM-NOx

trade-off to lower the PM emissions. Figure 7.9 shows the results of the

optimized fuel rail pressure. The other inputs are set to their reference

values. Shortly after the load step, the desired fuel pressure is increased

strongly. This increase results in much lower PM emissions during the

entire transient. However, the much higher fuel injection pressure would

increase the noise level of the engine significantly. Since the engine com-

bustion noise is neither measured nor modeled, it is neglected in the cost

function. Further investigations are necessary on this subject to enhance
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Figure 7.10: Comparison between reference (gray) and optimized (black) tra-
jectories of the gas path actuators during a load step at constant engine speed:
VTG actuator position (a), EGR valve position (b), NOx emissions (c), PM
emissions (d), boost pressure (e), and EGR mass flow (f).
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the value of the resulting optimized trajectories. The graphs (a) and (b)

in Figure 7.10 show the optimized gas path actuator trajectories (uvtg,

uegr). Due to the optimized inputs the boost pressure increases faster. A

nearly closed EGR valve during the first phase of the load step further

increases the air mass in the cylinder. Therefore, the PM emissions are

reduced drastically (by 61%), while the NOx emissions are increased by

21%. This effect is as expected due to the lack of exhaust gas recirculation

caused by the nearly closed EGR valve. The NOx values are higher in

almost the entire optimization interval. However, as discussed in relation

to previous results, the reference NOx values are lower than those of the

quasi-static simulation. The emission reduction potential is comparable to

that reached by the optimized fuel rail pressure.

The fuel consumption in the optimized case is slightly lower than under

reference conditions (4% less), which can be explained by the reduced EGR

rate. Notice that a weighting factor of 10 leads to approximately equal

costs for NOx and PM emissions in relative terms. Therefore, the trade-

off is accepting slightly increased NOx emissions to reach much lower PM

emissions.

Table 7.5 summarizes the potential of improving the control strategy

of various actuator combinations. Optimizing only the start of injection

shows the lowest benefit. All other combinations lead to drastic reductions

of the PM emissions, while increasing the NOx emissions moderately. The

reduction can be reached either by the two gas path actuators EGR valve

and VTG actuator position or the fuel rail pressure only, respectively. Ob-

viously, the optimization of all actuators yields the best result. However,

optimally controlling all available actuators offers only small advantages in
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reducing the emission levels compared to a well-chosen subset of actuators.

Table 7.5: Cost reduction potential of different input combinations for the load
step test case

Optimized inputs mf [g] mNOx
[g] mPM [mg]

Reference 8.13 0.063 7.630
usoi 8.12 (99%) 0.063 (101%) 6.960 (91%)
pf,des 8.16 (100%) 0.080 (127%) 2.580 (34%)
usoi, pf,des 8.16 (100%) 0.080 (127%) 2.510 (33%)
uvtg, uegr 7.79 (96%) 0.076 (121%) 2.960 (39%)
uvtg, uegr, usoi 7.79 (96%) 0.075 (120%) 2.940 (39%)
usoi, pf,des, uvtg, uegr 8.14 (100%) 0.071 (113%) 2.710 (36%)

7.4.2 Load Drop Test Case

Compared to the load step test case, the emission peaks are generally very

low in the load drop case.

In contrast to the first test case, the optimal solution favors the reduc-

tion of the NOx emissions. Nevertheless, the reduction potential is low,

especially in absolute terms. Figure 7.11 shows the optimization of the

injection inputs (usoi, pf,des) during a load drop. The optimal earlier in-

jection timing shortly after the load drop reduces the PM peak. The lower

fuel injection pressure further reduces the NOx emissions by approximately

25% during the first 500 ms of the load drop. Due to the lean air/fuel ratio,

the PM emissions are only slightly increased between 0.5 and 2 seconds.

Figure 7.12 shows the trajectories of the optimized gas path actuators

in combination with an optimized start of injection timing. In the optimal

solution, the EGR valve and the VTG area are fully open in the first

period of the load drop. The boost pressure thus reaches the desired boost
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pressure of the new operating point faster. The throttle is moderately

closed (≈20%) to further accelerate the reduction of the boost pressure

during the load drop. The injection is used to eliminate the PM emission

peak during the first 100 ms of the load drop. Late injection timings are

optimal for reducing the NOx emissions until the boost pressure reaches

the desired value. Again, due to the lean air/fuel ratio the PM emission are

not increased considerably. At the end of the load drop the optimization
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Figure 7.11: Comparison of reference (gray) and optimized (black) trajecto-
ries with optimized injection parameters during the load drop at constant engine
speed: start of injection (a), fuel rail pressure (b), NOx emissions (c), PM emis-
sions (d).
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favors a higher EGR rate as the EGR valves stays fully open. For the static

optimization of this operating point a higher weighting factor w must be

applied. Table 7.6 provides an overview of the optimization results for the

load drop test case. The fast injection inputs show the greatest potential

to reduce the emission values during this test case. The throttle input can

be used either to reduce the boost pressure or to increase the EGR rate

due to the higher pressure difference between the intake and the exhaust

manifolds. Nevertheless, using the throttle input in addition to the EGR

valve and the VTG inputs does not show any benefit in this test case. As

in the load step test case, the optimization of all actuators yields the best

result.

Table 7.6: Cost reduction potential of different input combinations for the load
drop test case

Optimized inputs mf [g] mNOx
[g] mPM [mg]

Reference 3.06 0.025 0.923
usoi 3.08 (101%) 0.024 (94%) 0.905 (98%)
pf,des 3.06 (99%) 0.017 (67%) 1.060 (114%)
usoi, pf,des 3.05 (99%) 0.019 (76%) 0.952 (103%)
uvtg, uegr 3.08 (101%) 0.020 (78%) 1.010 (109%)
uthr 3.04 (99%) 0.021 (83%) 0.962 (104%)
uvtg, uegr, uthr 3.08 (101%) 0.020 (78%) 1.000 (109%)
usoi, uvtg, uegr, uthr 3.11 (102%) 0.017 (66%) 1.070 (116%)
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Figure 7.12: Comparison between reference (gray) and optimized (black) tra-
jectories of the start of injection, of the EGR valve, of the VTG actuator position,
and of the throttle position during a load drop at constant engine speed: start
of injection (a), EGR valve position (b), VTG actuator position (c), throttle
position (d), boost pressure (e), and PM emissions (f).



104 Chapter 7 Application II: Optimal Actuator Controls

7.4.3 Driveability Test Case

In this subsection the results of the driveability test case are shown. The

weighting factors used are w1 = 40 and w2 = 0.9. As in the previous

test cases, various actuator combinations are tested for their potential. To

avoid very high fuel rail pressures, the maximal desired fuel rail pressure

is set to 1400 bar instead of 1600 bar. This measure keeps the engine noise

within a reasonable range. Figure 7.13 shows the results of the driveability
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Figure 7.13: Comparison between reference (gray) and optimized (black) tra-
jectories of the start of injection during a load step at constant engine speed:
start of injection (a), engine torque (b), NOx emissions (c), and PM emissions
(d).
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Figure 7.14: Comparison between reference (gray) and optimized (black) tra-
jectories of the fuel rail pressure during a load step at constant engine speed:
fuel rail pressure (a), engine torque (b), NOx emissions (c), and PM emissions
(d).

optimization using the start of injection input only. The benefit of using

the start of injection actuator to increase the driveability is rather small

with the weighting factors used. The optimized trajectory moves the start

of injection to earlier injection timings. This measure allows an increase of

the engine torque without generating significantly more engine-out emis-

sions. Due to the earlier injection timings the PM emissions are slightly

reduced. Figure 7.14 shows the torque trajectory using an optimized fuel
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injection pressure. As in the first test case, the optimizer uses the max-

imal fuel injection pressure allowed (1400 bar). The generated torque is

improved, while the engine-out emissions are comparable to those of the

reference trajectory. The torque of the new operating point is reached ap-

proximately half a second earlier. Figure 7.15 shows the torque trajectory

using an optimized fuel injection pressure and start of injection. As in the

previous case, the optimizer uses the maximal fuel injection pressure al-

lowed (1400 bar). The start of injection is set earlier during the entire load

step. The generated torque is improved significantly while the engine-out

emission levels stay in a reasonable range.

Figure 7.16 shows the torque trajectory using the optimized gas path

actuator inputs. During the first part of the load step, the EGR valve

is fully closed. Due to the optimized actuator inputs, the desired boost

pressure is reached much earlier. This characteristic can be explained by

the increased mass flow through the turbine, since the EGR valve is fully

closed. The VTG input is set to a wider opening are, as this measure

improves the turbine efficiency. Due to the higher turbine mass flow, the

torque delivered to the compressor is increased. The engine torque of the

new operating point is reached nearly one second earlier. However, due to

the reduced EGR rate, much higher amounts of NOx must be accepted,

whereas the PM emission levels are lower.

Figure 7.17 shows the torque trajectory using the optimized gas path

actuator inputs and an optimized fuel injection pressure. The additional

degree of freedom is used to further increase the driveability of the engine.

The gas path actuator inputs are showing trajectories comparable to those

obtained in the previous case. The high number of parameters complicates
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Figure 7.15: Comparison between reference (gray) and optimized (black) tra-
jectories of the fuel rail pressure during a load step at constant engine speed:
start of injection (a), fuel rail pressure (b), engine torque (c), and PM emissions
(d).

the convergence of the optimization. All the trajectories oscillate increas-

ingly. The fuel rail pressure is set to its maximal allowed value. Therefore,

the PM emission levels are lower than in the previous case. A high, but

narrow peak of the PM emissions occurs during the first part of the load

step.

Table 7.7 summarizes the results of the driveability test case. The

mechanical energy delivered to the crank shaft can be increased by ap-



108 Chapter 7 Application II: Optimal Actuator Controls

proximately 30%. The amount of PM emissions decreases by between 20%

and 60%. In contrast, the amount of NOx emissions increases significantly.

Again, as mentioned in the previous test cases, the NOx emission levels

are lower during a load step than in steady-state conditions.

Table 7.7: Potential of various input combinations for improving the driveabil-
ity in the load drop test case

Optimized inputs Emech [kJ] mNOx
[g] mPM [mg]

Reference 87.1 0.038 6.52
usoi 88.1 (101%) 0.041 (107%) 5.24 (80%)
pf,des 104.0 (120%) 0.056 (147%) 5.65 (87%)
usoi, pf,des 111.0 (126%) 0.066 (173%) 5.12 (79%)
uvtg, uegr 107.0 (123%) 0.091 (241%) 3.62 (56%)
usoi, uvtg, uegr 113.0 (130%) 0.096 (252%) 3.69 (57%)
pf,des , uvtg, uegr 116.0 (133%) 0.100 (263%) 2.51 (39%)
usoi, pf,des , uvtg, uegr 117.0 (134%) 0.084 (222%) 2.30 (35%)
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Figure 7.16: Comparison between reference (gray) and optimized (black) tra-
jectories of the gas path actuators during a load step at constant engine speed:
VTG input (a), EGR valve position (b), engine torque (c), boost pressure (d),
NOx emissions (e), and PM emissions (f).
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Figure 7.17: Comparison between reference (gray) and optimized (black) tra-
jectories of the gas path actuators and the fuel rail pressure during a load step at
constant engine speed: VTG input (a), EGR valve position (b), fuel rail pressure
(c), engine torque (d), NOx emissions (e), and PM emissions (f).
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7.5 Summary and Discussion

In this chapter, a method has been presented that allows finding optimal

control strategies for a diesel engine during transient operation. Together

with an extended quasi-static emission model to estimate the raw emis-

sions, a mean-value model of the engine gas path is used, .

Direct methods are the only class of optimal control solution methods

found to be suitable for the given problem due to the high dimensionality

and complexity of the engine model including variable time delays, nonlin-

ear equations, and discontinuities. The optimal control problem is solved

using a sequential quadratic programming algorithm.

The nonlinear, state-dependent equality constraints for engine torque

and speed have been replaced by a feedforward fuel mass flow controller.

This replacement considerably simplifies the optimization problem since

the nonlinear path constraints are automatically fulfilled. To allow stable

simulations of the engine behavior, the modeling approach is focused on

the robustness of the mean-value model. All the hardware constraints

are carefully implemented in the model. The combination of model and

optimization algorithm is well suited to solve the problem, since physically

reasonable trajectories result.

The results show a great potential in the application of optimal control

methods during transient engine operation. Reductions in the order of 60%

of the PM emissions are achievable during load steps. A large fraction of

the emission reductions attainable can be achieved by controlling either

the fuel rail pressure or the two gas path actuators. The trade-off between

nitrogen oxide and particulate matter emissions is highlighted, showing
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that the improvements in particulate matter emissions were obtained while

just moderately increasing the nitrogen oxide emissions.

The third test case, where the requested engine torque is optimized as

well, a significant increase of the driveability could be reached while the

emission levels are comparable with the measured reference load step.



Chapter 8

Summary and Outlook

This chapter presents a summary of the work performed and indicates

future research areas in the field of model-based engine application. Some

conclusions have already been provided in the previous chapters.

8.1 Summary and Conclusion

The purpose of this analysis was to formulate a method to derive a control-

oriented model of the raw emissions of a diesel engine. The mixed physics

and regression approach proposed simplifies the generation of nonlinear

models. In addition, the models derived are advantageous due to their

increased portability to other engines. The methodology proposed is ap-

plicable to various modeling problems.

The method significantly reduces the calibration effort due to the re-

duced number of parameters needed to describe the transient raw emis-

sions. The model is formulated using an extended quasi-static approach.

The extension to the base map part describes the set point deviations

during transient operating conditions of the engine. The deviations are

predicted using correction factors. Due to the extended quasi-static ap-
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proach, the raw emission model can be calibrated with static measurement

data, which lowers the application costs of the model and the requirements

for the test bench.

The inputs to the raw emission model are chosen by an input variable

selection procedure based on a genetic programming wrapper approach.

The functional structure of the raw emission model is derived with a

symbolic regression algorithm. The toolbox used is extended with a local

search algorithm to calibrate the parameters of the functional relations

generated. The separation of the input variable selection task from the

model structure generation significantly reduces the computational effort.

The methodology can be divided into four main steps:

1. Definition of the relevant process variables by expert knowledge;

2. Selection of candidate variables from a set of characteristic process

variables using the IVS algorithm;

3. Determination of a lean model structure based on the symbolic re-

gression algorithm;

4. Providing the transient inputs of the model using control-oriented

modeling approaches.

The raw emission model derived is tested for two different applica-

tion scenarios. First, the raw emission model is used as a virtual sensor.

A cylinder mass and composition estimator and an empirical combustion

model provide the transient inputs for the raw emission model. The com-

bination of the three models allows an estimation of the raw emissions in
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transient operating conditions. The extended quasi-static approach is able

to predict the quantities of the raw emissions during various transients.

Second, the raw emission model is embedded in a control-oriented en-

gine system model. The model is used to generate optimal input trajecto-

ries to reduce emission peaks during selected transients. Direct methods

are the only class of optimal control solution methods found to be suitable

for the given problem due to the high dimensionality and complexity of the

engine model. The optimal control problem is solved using a sequential

quadratic programming algorithm. The combination of model and numer-

ical algorithm is well suited to solve the optimal control problem, since

physically reasonable trajectories result.

The results show a great potential in the application of optimal control

methods during transient engine operation. The trade-off between nitrogen

oxide and particulate matter emissions is highlighted, showing that the

reductions in particulate matter emissions were obtained while increasing

only moderately the nitrogen oxide emissions. In addition, driveability

improvements are achieved using optimized actuator inputs.

The reduced emission levels have several advantages:

• fuel-costly regenerations of the particulate filter can be reduced,

• higher emission standards are reachable,

• requirements for the aftertreatment system are lower,

• requirements for the engine components are lower,

• driveability can be improvemed.
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8.2 Outlook

There are several areas where the research can be pursued further. The

raw emission model could be improved using comprehensive data sets of

even more engine types. Additionally, a different model structure can be

investigated to extend the possible application areas.

The virtual sensor structure could be implemented in the ECU to im-

prove the control of the aftertreatment system. In addition, costly hard-

ware, such as a NOx sensor in the engine exhaust, could be replaced by

the virtual sensor. Moreover, a robust closed-loop controller should be

derived.

With further knowledge of design parameters such as engine noise dic-

tating engine operation, the cost function of the optimization strategy

could be refined. In addition, the aftertreatment devices could be consid-

ered as well to further improve the interactions of the entire engine system.

Based on regulatory driving cycles more test cases could be defined.

The resulting trajectories should be realized as a feedforward control law

that would be implementable directly in the ECU.



Appendix A

Nomenclature

The following lists explain the equation symbols, the subscripts and super-

scripts, the operations, and the abbreviations and acronyms used in this

text. Naming conflicts are unavoidable. However, the proper meaning of

each symbol should always be unambiguously deducible from the context.

Unless otherwise stated, SI units are assumed throughout the thesis. The

derivative of a variable x(t), with respect to its independent variable t, is

denoted either by
d

dt
x(t)

or by

ẋ(t)

while the notation

∗

x (t)

indicates a flow of mass or heat.
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Symbols

Symbol Description Unit

A surface or area [m2]

E energy, work [J]

H enthalpy [J]

G transfer function [-]

J cost function [-]
∗

Q heat flow [J/s]

R specific ideal gas constant [J/kgK]

S stroke [m]

T torque [Nm]

U internal energy [J]

V volume [m3]

cm mean piston speed [m/s]

cp specific heat capacity at constant pressure [J/kgK]

cv specific heat capacity at constant volume [J/kgK]

d diameter [m]

e engine efficiency [-]

f factor [-]

k constant coefficient (parameter) [-]

l length [m]

m mass [kg]

n quantity [-]

p pressure [Pa]
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Symbol Description Unit

pm0 mean loss pressure [Pa]

pme mean effective pressure [Pa]

pmf fuel mean pressure [Pa]

r radius, ratio [m],[-]

u input signal [-]

w weighting factor [-]

x mass ratio [-]

y output signal [-]

∆t time delay [s]

Π pressure ratio [-]

γ correction factor [-]

η efficiency [-]

ϑ temperature [K]

λ air/fuel ratio [-]

λl volumetric efficiency [-]

µ scaled mass [-]

ρ density [kg/m3]

σ0 stoichiometric air/fuel ratio [-]

τ time constant [s]

ϕ crank angle [◦ CA]

ω rotational speed [rad/s]



120 Appendix A Nomenclature

Indices

Symbol Description

0 reference, base map

1 before compressor

2 intake manifold

3 exhaust manifold

4 after turbine

a ambient

b braking

c compressor

d displaced, driving

e engine

f fuel

g gas exchange

l liquid, load

p pipe

r receiver

t turbine

w wall

B01 1% of fuel mass burnt

B05 5% of fuel mass burnt

B10 10% of fuel mass burnt

B50 50% of fuel mass burnt

B90 90% of fuel mass burnt
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Symbol Description

act actual

air air

bg burnt gas

co combustion

cr critical

cyl cylinder

dcv delivery control valve

des desired

ds downstream

eff effective

eg exhaust gas

egr exhaust gas recirculation

ex exhaust stroke

fp fuel pressure

fr friction

he heat exchanger

hfm air flow sensor

hpp high pressure common-rail pump

ia intake air

ic intercooler

ifr incompressible flow restriction

in flow-in, intake

inj injection
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Symbol Description

lb lower bound

lo lift-off

max maximal

opt optimal

out flow-out

pcv common-rail pressure control valve

pos position

rail fuel rail

ref reference

req requested

res rescaled

rg residual gas

sel selected

soi start of injection

tc turbocharger

thr throttle

tot total

tr threshold

ub upper bound

us upstream
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Acronyms and Abbreviations

Symbol Description

ANN artificial neural network

aTDC after top dead center

BMEP brake mean effective pressure

bTDC before top dead center

CA crank angle

CAN controller area network

CFD computational fluid dynamics

CI compression ignited

CO carbon monoxide

CO2 carbon dioxide

CR common-rail

DI direct injected

DoE design of experiments

DPF diesel particulate filter

ECU electronic control unit

EGR exhaust gas recirculation

ETC European Transient Cycle

ETH Swiss Federal Institute of Technology

FSN filter smoke number

HD heavy-duty

HFM hot-film mass flow sensor

GA genetic algorithm
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Symbol Description

IC internal combustion

ID ignition delay

INJ injection

IVS input variable selection

LD light-duty

MI mutual information

MVEM mean-value engine model

NLP nonlinear programming

NO nitric oxide

NOx nitrogen oxides

O2 oxygen

ODE ordinary differential equation

PCA principle component analysis

PM particulate matter

QSS quasi-static simulation

REM raw emission model

SCR selective catalytic reduction

SOC start of combustion

SOI start of injection

SQP sequential quadratic programming

SR symbolic regression

TC turbocharger

TDC top dead center
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Symbol Description

THC total hydrocarbons

VTG variable turbine geometry

WG waste gate



Appendix B

Mean-Value Engine Model

The following modeling approaches are mostly in accordance with [35].

B.1 Incompressible Flow Restriction

The incompressible flow restriction model [35] is used when moderate flow

velocities (i.e., u < 0.3 Ma) occur.

The transformation of Bernoulli’s equation for incompressible flows

yields the following equations for the mass flow

∗

mifr =

√

pus

kifr,1 · ϑus

· √pus − pds. (B.1)

To avoid problems with the ODE solver in the case of small pressure dif-

ferences, the second root in (B.1) is replaced by a linear component if the

pressure difference is below a certain limit kifr,2.

∗

mifr =

√

pus

kifr,1 · ϑus

· pus − pds
√

kifr,2

if pus − pds < kifr,2 (B.2)

In the case of negative pressure drops the mass flow is zero.
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Since the restriction is assumed to be isothermal, the temperature

downstream is equal to the temperature upstream:

ϑds = ϑus. (B.3)

Table B.1: Incompressible flow restriction: description

Inputs pus [Pa] pressure upstream
pds [Pa] pressure downstream
ϑus [K] temperature upstream

Outputs
∗
mifr [kg/s] mass flow through restriction
ϑds [K] temperature downstream

Parameters kifr,1 [-] flow resistance coefficient
kifr,2 [Pa] linearization limit

B.2 Compressible Flow Restriction

The compressible flow restriction model [35] is used when high flow ve-

locities (i.e., u > 0.3 Ma) occur. As the flow through a compressible

flow restriction might reach sonic speeds, the model distinguishes between

choked and unchoked flows. The compressible flow restriction is modeled

as an isenthalpic process. The throttling process is assumed to be isother-

mal. As in the incompressible flow restriction, for pressure ratios larger

than 1, the mass flow is set to zero. The effective opening area Aeff is a

function of the particular actuator input

Aeff = f(u). (B.4)
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Using the relationship for an isentropic expansion, the following equation

is obtained:

∗

mcfr = Aeff · pus√
R · ϑus

· Ψ(Π), (B.5)

where Π is the pressure ratio defined as

Π =
pds

pus

. (B.6)

The function Ψ must distinguish between different cases. The usual case

is the unchoked flow, which occurs when the pressure ratio Π is above the

critical pressure ratio Πcr. To avoid an infinite gradient of Ψ at Π = 1,

an additional case is introduced for pressure ratios above some threshold

pressure ratio Πtr. The third case occurs when the pressure ratio is below

the critical pressure ratio Πcr. In this case the flow is choked:

Ψ =















































0 Π ≥ 1

a · (Π − 1)3 + b · (Π − 1) 1 > Π ≥ Πtr

Π1/κ ·
√

2κ
κ−1

·
(

1 − Π
κ−1

κ

)

Πtr > Π ≥ Πcr

√

κ ·
(

2
κ+1

)
κ+1
κ−1

Π < Πcr

(B.7)

where a and b are defined as

a =
Ψ′

tr · (Πtr − 1) − Ψtr

2 (Πtr − 1)
3

(B.8)

b = Ψ′

tr − 3a · (Πtr − 1)2. (B.9)
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The variables Ψtr and Ψ′

tr in (B.8) and (B.9) are the values of Ψ and the

derivative of Ψ at the threshold pressure ratio Πtr, respectively.

The critical pressure ratio is defined as

Πcr =

(

2

κ + 1

)
κ

κ−1

. (B.10)

Because of the assumption of no losses in the restriction, the downstream

temperature is equal to the upstream temperature

ϑus = ϑds. (B.11)

Table B.2: Compressible flow restriction: description

Inputs Aeff [m2] effective area
pus [Pa] pressure upstream
pds [Pa] pressure downstream
ϑus [K] temperature upstream

Outputs
∗
mcfr [kg/s] mass flow through restriction
ϑds [K] temperature downstream

Parameters κ [-] specific heat capacity ratio
R [J/kgK] specific ideal gas constant
Πtr [-] threshold pressure ratio

B.3 Heat Exchanger

Heat exchanging elements are used to cool down the gas after the com-

pressor or the EGR mass flow, respectively. The downstream temperature
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is estimated with the following equation

ϑds = (ϑus − ϑw) · ekhe,1·
∗

m
khe,2

he + ϑw. (B.12)

The wall temperature of the heat exchanger is assumed to be constant.

Table B.3: Cooling element: description

Inputs
∗
mhe [kg/s] mass flow through the cooler element
ϑus [K] upstream temperature

Outputs ϑds [K] downstream temperature

Parameters khe,1 [s/kg] parameter one
khe,2 [-] parameter two
ϑw [K] wall temperature of the intercooler

B.4 Compressor

The compressor is modeled according to [38]. The model estimates the

compressor torque, the downstream temperature and the compressor mass

flow for a given pressure ratio, speed and upstream temperature. The

model takes into account special cases such as choked flow, surge, and

a low-speed regime to provide physically meaningful results over a wide

range of input configurations. The measured compressor maps obtained on

a special turbocharger test bench are correct for a given inlet temperature

and pressure (e.g., 25 ◦C and 1013 hPa). Therefore the compressor speed

is corrected with respect to the reference values as

ω̃tc =

√

ϑref

ϑus

· ωtc (B.13)
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Table B.4: Compressor: description

Inputs ωtc [rad/s] turbocharger speed
pus [Pa] upstream pressure
pds [Pa] downstream pressure
ϑus [K] upstream temperature

Outputs Tc [Nm] compressor torque
ϑds [K] downstream temperature
∗
mc [kg/s] compressor mass flow

Parameters κ [-] ratio of specific heats
R [J/kgK] specific ideal gas constant
pref [Pa] reference upstream pressure
ϑref [K] reference upstream temperature
rc [m] compressor wheel radius
kc,i [-] fitting parameters for the mass flow
∗
µc,opt [kg/s] mass flow at ηc,opt

Πc,opt [-] pressure ratio at ηc,opt

ηc,opt [-] optimal efficiency
∗
µc,max [kg/s] choked mass flow for reference proper-

ties
ωtc,min [rad/s] minimum speed for compressor charac-

teristics
ωtc,tol [rad/s] tolerance band around ωtc,min

kη,i [-] efficiency fitting parameters
kσ,i [-] surge line fitting parameters i = 1, ..., 4
d
dt

∗
mc,max [kg/s2] maximum mass flow variation

and the mass flow through the compressor is corrected as

∗

µc=

√

ϑus

ϑref

· pref

pus

· ∗

mc . (B.14)

The pressure ratio over the compressor is defined as:

Πc =
pds

pus

. (B.15)

The behavior of the compressor is given in graphs representing the nor-

malized mass flow
∗

µc over the normalized pressure ratio Πc. To model
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the compressor characteristics, the head parameter Ψc and the normalized

compressor flow rate Φc are introduced

Ψc =

cp · ϑref ·
[

(

p2

p1

)
κ−1

κ − 1

]

1
2
(ω̃tc · rc)2

(B.16)

Φc =

∗

µc

ρref · π · r3
c · ω̃tc

(B.17)

where rc is the compressor wheel radius and ω̃tc the corrected shaft speed.

The head parameter Ψc can be approximated as

Ψc =
kc,1 + kc,2 · Φc

kc,3 − Φc
, (B.18)

where the parameters kc,1-kc,3 are linear functions of the Mach number

Ma =
rc · ω̃tc√
κ · R · ϑref

. (B.19)

By inversion of (B.18) and substitution into (B.17) the mass flow
∗

µc is

obtained as
∗

µc=
kc,3 · Ψc − kc,1

kc,2 + Ψc
· ρref · π · r3

c · ω̃tc. (B.20)

Although (B.20) is defined for all real values except Ψc = −kc,2, physically

meaningful results are only obtained in the interval

Ψc ∈
[

0,
kc,1

kc,3

]

(B.21)

since
∗

µc is negative for Ψc > k1/k3. In this operating range the compres-

sor is in the so-called surge condition. When this condition occurs, the
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mass flow through the compressor model is set to zero and the derivative

of the mass flow is limited in order to adequately represent the surge con-

dition. The actual surge line for reference conditions is approximated by

a polynomial of third order as a function of the shaft speed.

The compressor must be carefully parametrized. The following condi-

tion must be fulfilled for the relevant turbocharger speed range

kc,1 + kc,2 · kc,3 < 0 (B.22)

in order to prevent wrong compressor mass flows in the high-speed regime.

This behavior occurs due to a changed characteristic of the fitting curves,

as expressed by Eq. (B.18). When the flow reaches sonic conditions in the

narrowest section of the compressor, the mass flow cannot increase further.

This characteristic is represented by an upper boundary for the mass flow
∗

µc,max. In its low-speed regime (ωtc ≤ ωtc,min), the compressor is modeled

as a fixed orifice. In this case, a mass flow only occurs when the pressure

ratio Πc is smaller than 1. The area of the orifice is calculated, such that

it reaches choked conditions at reference temperature and pressure.

A smooth change over the two regimes is implemented to avoid oscil-

lations between the two regimes. The fraction fls of low-speed operation

is calculated as

fls =
ωtc − (ωtc,min − ωtc,tol)

2 · ωtc,tol

. (B.23)

The mass flow becomes the weighted average of low-speed mass flow
∗

µc,ls

and the normal speed mass flow
∗

µc can be calculated as follows:

∗

µc= fls·
∗

µc +(1 − fls)
∗

µc,ls . (B.24)
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The compressor torque is obtained as follows:

Tc =
∗

mc ·cp · ϑus ·
(

Π
κ−1

κ
c − 1

)

· 1

ηc
· 1

ωtc

. (B.25)

The temperature downstream of the compressor is defined by the compres-

sion ratio and the isentropic efficiency

ϑds = ϑus +
(

Π
κ−1

κ
c − 1

)

· 1

ηc
. (B.26)

The compressor isentropic isoefficiency lines are approximated by ellipsoids

as follows:

ηc(Πc,
∗

µc) = ηc,opt − χT ·





kη,1 kη,2

kη,3 kη,4



 · χ (B.27)

with

χT (Πc, µ̇c) =
[

∗

µc −
∗

µc,opt, Πc,res − Πc,opt

]

(B.28)

using the rescaled pressure ratio Πc,res

Πc,res = 1 +
√

Πc − 1. (B.29)

B.5 Turbine (VTG)

For given values of pressure ratio, speed, and upstream temperature, the

turbine model yields the torque provided by the turbine, the downstream

temperature, and the mass flow.

The mass flow characteristic of the turbine is modeled as a fixed orifice.

The pressure ratio over the turbine is defined as follows:
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Table B.5: Turbine: description

Inputs ωtc [rad/s] turbocharger speed
pus [Pa] upstream pressure
pds [Pa] downstream pressure
ϑus [K] upstream temperature

Outputs Tt [Nm] turbine torque
ϑds [K] downstream temperature
∗
mt [kg/s] turbine mass flow

Parameters κ [-] ratio of specific heats
cp [J/kgK] specific heat capacity at constant pressure
rt [m] turbine wheel radius
c̃us,opt [-] turbine blade speed ratio at maximum effi-

ciency
ηt,max [-] maximum turbine efficiency

ct [ kg
√

K

sPa
] fitting parameter for turbine mass flow

kΠ [-] fitting parameter for turbine mass flow

Πt =
pus

pds

≥ 1. (B.30)

The mass flow model of the turbine follows the model of a normalized

orifice. The parameters ct and kt need to be identified as follows:

∗

mt=
pus√
ϑus

· ct ·
√

1 − Πkt

t . (B.31)

The downstream temperature and the torque provided by the turbine are

calculated with the isentropic efficiency of the turbine

ϑds = ϑus ·
(

1 −
(

1 − Π
1−κ

κ

t

)

· ηt

)

, (B.32)

Tt =
Pt

ωtc

=
∗

mt ·cp · .ϑus ·
(

1 − Π
1−κ

κ

t

)

· ηt. (B.33)
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The efficiency of the turbine is approximated using a quadratic approach,

depending on the pressure ratio and the turbine-blade-speed ratio c̃us

ηt(c̃us) = ηt,max ·
(

2c̃us

c̃us,opt

−
(

c̃us

c̃us,opt

)2
)

. (B.34)

The turbine-blade-speed ratio c̃us is the ratio between the blade tip speed

and the speed resulting from an isentropic expansion of the fluid

c̃us =
rt · ωtc

√

2 · cp · ϑus ·
(

1 − Π
1−κ

κ

t

)

. (B.35)

VTG turbines have a variable impeller position which affects the inlet

area. The fitting parameters ct and kt and the maximal efficiency thus are

a function of the control signal uvtg

ct = f(uvtg), (B.36)

kt = f(uvtg), (B.37)

ηt,max = f(uvtg). (B.38)

B.6 Heat Exchange and Wall Temperature

The internal energy level variable of the wall, its temperature, is approx-

imated as being uniform over the wall section. The convective heat flow

between the receiver wall and the gas in the receiver is estimated as follows:

∗

Qw= αw · Aw · (ϑw − ϑr) , (B.39)
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where ϑw is the wall temperature and αi the heat transfer coefficient. Ra-

diation is neglected. The differential equation governing the temperature

of the receiver wall is calculated as follows:

d

dt
ϑw = −

∗

Qw +
∗

Qa

mw · cw
, (B.40)

where
∗

Qa is the heat flow from the wall to the ambient of the receiver

element. According to (B.39),
∗

Qa is obtained as follows:

∗

Qa = αa · Aw · (ϑw − ϑa) . (B.41)

Table B.6: Heat exchange and wall temperature: description

Inputs ϑr [K] temperature in the receiver

Outputs
∗

Qw [J/s] heat flow from the receiver gas to the
wall

ϑw [K] wall temperature

Parameters Aw [m2] wall surface of the storage device
mw [kg] mass of the storage device (wall)
ϑa [K] ambient temperature
αw [W/m2K] inner heat transfer coefficient
αa [W/m2K] outer heat transfer coefficient
cw [J/kgK] specific heat capacity of the wall mate-

rial



138 Appendix B Mean-Value Engine Model

B.7 Inertia

The rotational speed of the turbocharger and the crankshaft is calculated

as

Θ · d

dt
ω = Td − kΘ · ω − Tb, (B.42)

where an additional damping coefficient dω is used.

Table B.7: Inertia: description

Inputs Td [Nm] driving torque
Tb [Nm] braking torque

Outputs ω [rad/s] rotational speed

Parameters Θ [m2kg] inertia
kΘ [Nm s/rad] damping coefficient

States ω [rad/s] rotational speed

B.8 Receiver

The receiver model is used to approximate the storage capacities (mass and

internal energy) in cavities such as the intake manifold, for instance [35].

It is modeled with a lumped parameter approach (i.e., no spatial variation

of the states in the fluid). Additionally, the receiver takes into account

the burnt gas fraction of the fluid. If the heat exchange of the receiver

with its surroundings cannot be neglected, the model has an additional

input for the heat flow into the system
∗

Qin or for negative values out of

the receiver, respectively. The following differential equation describes the
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mass balance of fresh air in the receiver

d

dt
mair,r =

∑

i

(1 − xbg,in,i) ·
∗

min,i −
∑

j

(1 − xbg,r)·
∗

mout,j . (B.43)

Analogously, the differential equation describing the mass balance of burnt

gas in the receiver is defined as

d

dt
mbg,r =

∑

i

xbg,in,i·
∗

min,i −
∑

j

xbg,r·
∗

mout,j . (B.44)

The burnt gas ratio in the receiver is defined as follows:

xbg,r =
mbg,r

mr
. (B.45)

Table B.8: Receiver: description

Inputs
∗
min,i [kg/s] input flow i

xbg,in,i [-] burnt gas ratio of the input flow i

ϑin,i [K] temperature of the input flow i
∗
mout,j [kg/s] output mass flow j
∗

Qin [J/s] heat flow into the system

Outputs pr [Pa] pressure in the receiver
xbg,r [-] burnt gas ratio in the receiver
ϑr [K] temperature in the receiver

Parameters Vr [m3] volume of the receiver
κ [-] ratio of specific heats
R [J/kgK] specific ideal gas constant

States mair,r [kg] air mass in the receiver
mbg,r [kg] burnt gas mass in the receiver
ϑr [K] temperature in the receiver
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where mr is the total mass in the receiver given by

mr = mbg,r + mair,r. (B.46)

Under the assumption of negligible changes in potential and kinetic energy

of the fluid, the differential equation describing the balance for the internal

energy is obtained as follows:

d

dt
U =

∗

H in −
∗

Hout +
∗

Qin . (B.47)

The coupling between these three equations is given by the ideal gas law

and the following caloric equations:

U = mr · cv · ϑr, (B.48)

∗

H in =
∑

i

∗

min,i ·cp · ϑin, (B.49)

∗

Hout =
∑

j

∗

mout,j ·cp · ϑr. (B.50)

The differentiation of the internal energy with respect to t leads to

d

dt
U =

d

dt
mr · cv · ϑr +

d

dt
ϑr · cv · mr. (B.51)

After some algebraic manipulations, the substitution of (B.51) in (B.47)

leads to the following differential equation for the receiver temperature:

d

dt
ϑr =

1

mr · cv
·
(

∗

H in −
∗

Hout +
∗

Qin − d

dt
mr · cv · ϑr

)

. (B.52)
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The pressure in the receiver is given by the ideal gas law

pr =
mr · R · ϑr

Vr
. (B.53)

If high temperature changes occur in the receiver system, the specific heat

capacity must be modeled as being quasi-constant. Since the specific heat

capacity cp of air and burnt gases (air/fuel ratio equal to one) varies sig-

nificantly with temperature, the specific heat capacity is approximated as

a linear function of the gas temperature. The specific heat capacity of

the mixed gas is calculated by weighting the two values according to the

exhaust gas mass ratio

cp =xbg · (999.2 J
kg·K

+ 0.240 J
kg

· ϑ)

+ (1 − xbg) · (965.5 J
kg·K

+ 0.152 J
kg

· ϑ)
(B.54)

where ϑ is the gas temperature and xbg the burnt gas fraction. The specific

heat capacity cv is then calculated as

cv =
cp

κ
. (B.55)
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