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Kurzfassung

Die vorliegende Arbeit befasst sich zuerst mit der Entwicklung einer neuen numerischen Meth-
ode zur Simulation der Wigner Gleichung, welche zur zeitlichen Entwicklung von isolierten
Quantensystem im Phasenraum, also im Orts- und Impulsraum, verwendet wird. Im Rah-
men dieser Untersuchung haben wir eine semi-spektrale Simulation hergeleitet über die man
den geschwindigkeitsabhängigen Teil der Wigner Funktion in eine beliebige Basis von quadrat-
integrablen Funktionen zerlegen und die ortsabhängigen Koeffizienten in der Zeit propagieren
kann. Dabei haben wir die Dynamik unterschiedlicher Quantensysteme, wie des (an-)harmonischen
Oszillators, und verschiedener Prozesse wie des quantenmechanischen Tunnelns durch eine Po-
tentialbarriere im Phaseraum untersucht und veranschaulicht. Im zweiten Teil der Dissertation
beschäftigen wir uns mit der Frage ob man den quantenmechanischen Messvorgang ausnutzen
kann um Eigenzustände von hermitischen Operatoren numerisch zu approximieren. Dazu nehmen
wir einen Ansatz zur Beschreibung des Messvorgangs in welchem unser System dekohärent mit
einer “künstlichen” Umgebung wechselwirkt und entwickeln aus der Lindblad- eine nicht-lineare
Schrödinger-Gleichung, die den Kollaps der Wellenfunktion zum wahrscheinlichsten Eigenzus-
tand simuliert. Diese deterministische Zeitentwicklung soll keine Messung darstellen. Sie kann
jedoch dazu verwendet werden, Eigenzustände von Observablen zu approximieren, welche den
größtmöglichen Überlapp mit dem Anfangszustand haben. Im letzten Teil dieses Dokumentes
beantworten wir die Frage ob man die elektromagnetische Kopplung zwischen Elektronen und
Gitterschwingungen (Phononen) auch als eine Dynamik der Elektronen auf einer gekrümmten
Riemannschen Mannigfaltigkeit auffassen kann. Die Krümmung der Mannigfaltigkeit soll dabei
in Analogie zur allgemeinen Relativitätstheorie eine eigene Dynamik erhalten, die von den
Phononen bestimmt wird. Wir können zeigen, dass die zwei Quantensysteme im allgemeinen
nicht äquivalent sind, und daher nicht die gleichen physikalischen Beobachtungen liefern würden.
Dazu haben wir eine konkrete Messgröße konstruiert, die indirekte, lokale Beobachtungen der
einzelnen Komponenten des metrischen Tensors ermöglicht. Die zugrundeliegende Diskrepanz
zwischen beiden Konzepten scheint durch die räumliche Ausbreitung der Wellenfunktion bed-
ingt zu sein, die selbst lokalen Messungen Informationen über entfernte Bereiche des Raumes
liefern kann. Nichtsdestotrotz gelingt es uns in zwei Dimensionen, ein Quantensystem mit einer
zugehörigen Mannigfaltigkeit zu finden, die zusammen eine schwache Äquivalenz zum System aus
gekoppelten Elektronen und Gitterschwingungen aufweist. Mit schwacher Äquivalenz meinen
wir, dass sowohl die Messung der Energie als auch die der Metrik in Quantenzuständen mit
gleicher Koordinatenrepräsentation in beiden Systemen die selben Werte liefern.
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Abstract

The thesis is concerned with three subjects. Firstly, it deals with the development of a new
numerical method for the simulation of the Wigner equation, which is employed for the tem-
poral evolution of isolated quantum systems in phase space, that is the space of position and
momentum. Throughout this investigation we have derived a semi-spectral solver which enables
the decompositon of the velocity-dependent part of the Wigner function into an arbitrary set
of complete square-integrable basis functions and the streaming of the space-dependent coeffi-
cients to achieve a propagation in time. Thereby, we studied and visualized the dynamics of
various quantum systems, such as the (an-)harmonic oscillator, and different processes like the
tunneling through a potential barrier in phase space. In the second part, we have looked at the
question whether the quantum mechanical measurement process can be employed to numerically
calculate eigenstates of hermitian operators. To achieve this we take the ansatz of a decoherent
interaction between our system and an “artificial” environment to describe a measurement and
derive a non-linear Schrödinger equation from the Lindblad dynamics, which mimics the collapse
of the wave function to the most probable eigenstate. Since the outcome of our simulation is
deterministic. it does not represent a measurement. However, it can be used to approximate
eigenstates of observables that have the largest overlap with the initial state of the dynamics.
In the last part of this document we tackle the question if the quantum system of coupled elec-
trons and lattice vibrations (phonons) can be regarded as electrons which move in a regular
potential on a Riemannian manifold of non-trivial curvature. In analogy to general relativity
this manifold would obtain its own dynamics that would be governed by the phonons. We can
show that two systems are in general not equivalent, which means that physical observations in
both systems will give different results, by constructing a concrete indirect measurement, that
allows to locally determine the individual components of the metric tensor. The deeper reason
behind this discrepancy seems to be the spatial spread of the wave function which gives even
local measurements information about distant areas of space. Nevertheless, we are able to find
two-dimensional manifolds and a respective metric tensor which show a weak equivalence to the
two-dimensional system of coupled electrons and phonons. With weak equivalence we mean that
the energy and curvature measurements of quantum states with equal coordinate representations
give the same values in both systems.
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1 Introduction

Not only is the Universe stranger
than we think, it is stranger than we
can think.

Werner Heisenberg

1.1 Overview

In general the thesis deals with the evolution of non-relativistic quantum systems. Throughout
this work we introduce unconventional approaches to propagate the quantum state in time or
to determine the possible observations and outcomes of measurements. Firstly, we treat an
isolated quantum system with an equivalent non-relativistic quantum mechanical formalism for
the evolution of the quantum states, namely the Wigner formulation of quantum mechanics in
phase space [189]. In this space momentum and position are treated equally which gives rise
to the evolution of observables as simple functions of position and momentum which are not
operators anymore. The motivation is to find an easily parallelizable numerical method based
on the successful lattice Boltzmann procedure [13] which would allow the simulation of the
evolution of the density operator in higher-dimensional phase-spaces. Thereby, we develop a new
semi-spectral method which allows the decomposition of the density operator into an arbitrary
complete set of basis functions in L2 for the velocity dependence of the Wigner function that uses
rotations in this function space to implement the action of the pseudo-differential operator and
hence smoothed the way to a lattice Wigner simulation. The study has stipulated us to investigate
the effect of a measurement on the Wigner function by taking a decoherence-based approach for
the evolution of the density matrix [191]. Throughout this analysis we are able to derive a
new equation for the evolution of a quantum system, which “mimics” the measurement process.
Since it is a deterministic process, it cannot exactly be a measurement, but it does facilitate
the convergence of the quantum state to the eigenstate with the highest probability, which can
be determined using Born’s law [18]. Using this method we look at a particular excited-state
quantum phase transition from Ref. [22] and found that the critical exponent is not universal
when changing the spectrum ratio of the quantum state whose phase transition is analyzed.
The system basically describes the interaction between an atomic chain with discrete excitations
and a bosonic field with a single mode of excitation. After studying such a system, we went
on to increase the complexity and investigated the interaction of electrons in a periodic lattice,
which have in principle also discrete excitations, and bosonic particles with multiple modes of
excitation, such as phonons. The inspection of such systems has made us curious about the
question, whether the interaction of electrons and phonons could be geometrically modeled by a
coupling of the electron to an underlying manifold, described by a metric tensor, whose dynamics
depend on the phonons. Using a non-relativistic quantum mechanical theory on a Riemannian
manifold, we derive a measurement which can locally distinguish the presence of curvature, in
contrast to the idea of general relativity. Therefore, the two quantum systems are not equivalent
in their physical descriptions. Nevertheless, we can establish a weakly equivalent system in the
case of two dimensions, which enables the coupling of electrons and phonons through a metric
tensor. We determine the metric for a radial potential of type 1/|~r| and discuss some of the open
questions which remain on the subject. In the following three sections, we shall give a more
detailed overview over the three topics. The reader should note that most parts on the first two
topics have been taken from Refs. [57], which has been published in the Journal of Computational
Physics, and [56] which has been published in Physical Review A. The author of this thesis has
contributed the most effort to the design, implementation, execution, interpretation, writing and
presentation (figures) of the mathematical, numerical and computational analysis as well as the
literature research for each of the two articles.
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1 Introduction

1.2 Wigner

The Wigner formalism, also known as quantum mechanics in phase space [189], provides an
alternative but equivalent description of quantum mechanics in terms of a (quasi)-probability
distribution function of the particle position and momentum. It has proven to provide a help-
ful supplement to operator methods in Hilbert space as well as to path integral formulations,
and has offered new insights into the relation between quantum and classical physics, as it does
not discriminate between coordinate and momentum space. For instance, it has given a fruitful
perspective for the study of quantum chaos [72]. In addition, it offers the opportunity to sys-
tematically consider quantum corrections to the classical dynamics by expanding the quantum
Liouville equation around ~ ≈ 0. Nowadays, it is also a valuable tool in the fields of quantum
optics as well as nuclear, plasma and semiconductor physics to describe transport processes, for
example, in open quantum systems [189]. The Wigner function, introduced by E. Wigner in Ref.
[185], is the Weyl transformation of the density matrix and a quasi-probability distribution that
can “intuitively” account for scattering and decoherence effects in quantum systems [71, 48]. It
differs from a classical probability distributions as it can change its sign during the evolution
especially in regions where quantum interference effects become important. For a physical in-
terpretation of negative values for the Wigner distribution, the interested reader should consult
Ref. [106].

The Wigner functions, is the Fourier transform of the characteristic function of two non com-
muting variables [156, 76] and finds its application in various fields of physics, such as quantum
optics [141], information [108], chaos [73], nuclear and solid state physics [189]. In the area
of quantum information and optics, the main motivation for studying the Wigner function lies
in its complete information theoretical value. It contains the full quantum information of the
system, no matter if it is in a mixed or pure state and importantly can be reconstructed by a
measurement procedure, called quantum state tomography [102, 19, 109, 36] from an ensemble
of equally prepared quantum states. As explained in Ref. [108], an experimentalist would like
to determine the quantum state of a system

|ψ〉 =
∑
i

|aj |eıφj |ψj〉 , (1.1)

which was prepared in a well-defined state by an unknown procedure. A single measurement
on the system will destroy its quantum state and it collapses to the measured eigenstate |ψj〉,
which means all other information that was contained, |ak| with k 6= j, is lost. This means
its impossible to determine the full quantum information from a single state and measurement
[32] and is an essential ingredient for quantum cryptography [11]. Assuming the experimentalist
obtains an ensemble of equally prepared quantum states, an “ordinary” measurement still only
allows him to determine the probabilities, |ai| with j ∈ N, based on Born’s law [18], and not
the full phase information φj . However, if he measures the probability distributions for two
conjugated measurements, i.e. the marginals of the Wigner function in these two variables,
such as position and momentum, he will be able to reconstruct the Wigner function and hence
the complex-valued quantum state if the quantum system is in a pure state [60], i.e. extract
the full quantum information. Since many quantum cryptography procedures are set up with
optical systems and the reconstruction methods are very successful for photonic systems [76], the
Wigner function also plays a major role in quantum optics. Furthermore, due to the popularity
of coherent states in this field, since they are the states of the quantum harmonic oscillator
that resemble the classical behavior the most [148], and the positivity of its Wigner functions
the description of the quantum dynamics of these states with the Wigner evolution is beneficial
compared to the complex-valued density operator treatment. Thanks to its strong similarities to
classical mechanics scientists have looked at the boundaries between the classical and quantum
realm by investigating the effects of open boundaries and measurements on the (de-)coherence
of the quantum system and especially on the Wigner function [100, 36].

In the case of solid state physics, especially in the context of semi-classical simulations of semi-
conductors, it has been argued that the phase space approach allows for a more straightforward
and quantitatively better imposition of open boundaries for transport simulations [90].

Since the Wigner equation was introduced in 1932, it has been tackled by various numerical
approaches, such as finite differences [55, 97], Fourier spectral collocation [132, 4], deterministic
particle [122, 187], and Monte-Carlo [151, 152], which can also handle the many-particle Wigner
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1.3 Decoherence

problem. Here, we extend the technique described in Refs. [132, 4] to arbitrary basis functions
φn(~p) of L2(Rd) in momentum-space and reveal the underlying mathematical structure of the
resulting infinite-dimensional set of reaction-advection equations. By using this formulation
we show that the action of the potential on the Wigner function is a unitary rotation of its
coefficient vector, whereas the advection operation can be discretized by various techniques used
in computational fluid dynamics, such as finite difference, finite volume or finite element, cf. Ref.
[110]. In that way, one is able to construct a finite element simulation of the Wigner evolution.
Employing a more general basis we assume that the higher computational costs of our method,
O(N2), compared to O(N logN) for the spectral Fourier decomposition are outweighed by a
smaller number N of basis functions to obtain the same order of accuracy through focusing the
computational effort to regions of interest, as for example in the case of Wigner functions that
are strongly localized in momentum-space, such as particles in a periodic potential, cf. Bloch’s
theorem and Ref. [93]. In addition, the “artificial” periodization of the Wigner function can be
avoided, which may mitigate the self-interaction of the distribution at the domain boundaries of
the simulation that is present for the Fourier basis choice, cf. Ref. [154].

The chapter is organized as follows. First, we give an introduction to the Wigner formalism
and present the properties of the Wigner equation, especially for the pseudo-differential operator.
Second, in section 2.2 we show the details of the numerical method to handle the obtained
multidimensional reaction-advection equation. Third, we validate the technique by simulating
a one-dimensional (an-)harmonic oscillator, which offers the opportunity to compare with an
analytical solution, cf. Ref. [70], such that we can perform a convergence analysis, and to
observe quantum effects when the anharmonic potential is used. To study tunneling phenomena,
we show the evolution of bounded states in the double well potential and measure the spread
as well as the covariance of the Wigner function in phase space. In the last section, we shall
highlight the strengths and weaknesses of the approach.

1.3 Decoherence

What makes eigenstates and -values of Hermitian operators interesting for physics? A postulate
of the early days quantum theory says that the measurement intervention “instantaneously”
causes the bound state of an isolated quantum mechanical system, which is a unit vector in a
countably infinite dimensional Hilbert space, to collapse to one random eigenstate of the Hermi-
tian operator that represents the measured observable, such that the probabilities are given by
Born’s rule [18, 183]. With collapse, one may picture the sudden reduction of the superposition
of eigenstates to only one eigenstate of the observable which is then occupied by the quantum
system. However, in practice one does not observe the collapse and just characterizes the mea-
surement by the system’s state before and after the measurement. Here, we take environment-
induced decoherence which may offer a more fundamental explanation for this phenomenon and
reconciles the deterministic, unitary, continuous time evolution of the linear Schrödinger equa-
tion with the non-deterministic, non-unitary, discontinuous reduction of the wave function in the
collapse. This approach has been brought to the attention of a wider audience of scientists by W.
Zurek in Refs. [191, 193]. Hereby, the local interaction between the measurement apparatus and
the open quantum system, which together evolve according to the linear Schrödinger equation,
generates entanglement that (usually irreversibly) spreads the phase information of the system
into the environment, or measurement apparatus, and will finally result in a complete loss of
quantum phase information, i.e. the system becomes a classical mixture of preferred states that
satisfies Born’s probability law [192, 144]. The selection of these states is induced by the system-
environment interaction which measures certain observables of the system and hence leads to
the preference of eigenstates of the corresponding Hermitian operators [125].

A popular way of modeling the process is an open quantum system with a non-unitary evolution
that deflates interference, i.e. reduces the off-diagonal elements of the reduced density operator
in the pointer basis [143, 48]. As indicated in Ref. [179], a master equation in Lindblad form with
the dynamical semi-group property [107] can be used to achieve this effect. The reduced density
operator, which is formally obtained by averaging over the environment’s degrees of freedom,
contains all information that is accessible via measurements on the quantum system alone [121].
There are other, more general, starting points for decoherence dynamics of the reduced density
operator that explicitly ignore the environmental degrees of freedom, such as integro-differential
equations which are not local in time (memory effects) [120], non-Markovian master equations
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1 Introduction

[47] or the Born-Markov master equation [20]. However, the Lindblad equation offers an intuitive
and easy representation of the measurement process in the weak coupling limit [179].

Based on these insights, one can use decoherent dynamics to approximate specific eigenstates of
a finite set of dimensionless commutable Hermitian operators with discrete spectra {Ôj}j∈J . One
can imagine this as measurements on the quantum system by simultaneously and continuously
monitoring the observables Oj . To achieve this with a reasonable computational effort, we have
derived a deterministic, nonlinear Schrödinger equation, similar to the equation in Ref. [64], such
that the dark states of the open quantum system are given by the eigenstates of {Ôj}j∈J . By
dark states we mean the states which are unaffected by the coupling to an environment, see Ref.
[43]. The equation is derived from a purely decoherent Lindblad equation for the reduced density
operator, i.e. we work in the quantum-measurement limit [142]. A different approach for the
problem could have been the use of quantum trajectories [63, 45], which also reduces the required
computational resources compared to the master equation for the reduced density operator,
but still needs the simulation of many trajectories to approximate the evolution according to
the master equation with a reasonable accuracy. With our deterministic equation we sacrifice
the exact compliance with Born’s law for the gain of computational speed. The algorithm’s
computational costs scale linearly for sparse matrix representations of the involved Hermitian
operators and one perturbation step. In addition, there are two simple implementations which
can make use of symmetry induced subspaces. One option is to use a symmetry adapted starting
vector to initialize the dynamics. The other option is to include the symmetry operator explicitly
in the dynamics. Nice examples are the initialization of fermionic or bosonic wave functions,
which are fully (anti-)symmetric with respect to the exchange of particles, that will result in
fully (anti-)symmetric eigenstates through the dynamics if the self-adjoint operators commute
with this symmetry operation, as shown in the subsection on symmetry inheritance.

There are other successful methods, [103, 10, 75, 51, 104], which allow the computation of
the low-lying eigenvalue states. However, one might be interested in states that possess other
characteristics such as higher energy eigenstates (orbitals) of the Kohn-Sham equations [1], states
with certain localization properties, such as band edge or surface states, which are important
for topological quantum system, optical properties and chemical reactions [188], inner or excited
states, such as quantum states around the Fermi energy or a measured band gap that determine
the electronic transport properties and also have an impact on the thermal properties of the
material, as well as the influence of interactions on a certain subset of eigenstates in the spectrum
or excited-state quantum phase transitions [22].

Another important application of finding the most probable eigenstate lies in the reconstruction
of quantum states that were sent between experimentalists with different lab equipment [12, 123,
186]. For a concrete example on how to use it, imagine that Alice has lent Bob one of her
measurement apparati, represented by the observable ÔB . Alice is now making a different, non
commuting measurement, represented by ÔA, whose result is the quantum state |ψa〉. Bob
can only decipher the communication in his eigenbasis {|ψb〉}b∈B, which means he has just this
measurement available. Being well prepared, Alice wants to know which information Bob will
most likely obtain before sending the quantum information about her state

|ψa〉 =
∑
b∈B

cb|ψb〉 , (1.2)

through a communication channel to Bob. She cannot tell with absolute certainty what Bob’s
measurement outcome will be, but she would like to know the probabilities. As its originally
her lab equipment she knows the non-diagonal matrix representation of the observable ÔB in
the eigenbasis of ÔA. As she does not want to know the full decomposition she is satisfied by
knowing all but Bob’s measurement outcomes with a probability p ≤ 0.1. In this case it is not
necessary to fully diagonalize the matrix representation OB but much more efficient to perform
our collapse algorithm for an initial vector (0, . . . , 0, 1a, 0, . . . ) and the matrix OB .

By using the “folded spectrum” method [178], i.e. folding the spectrum of each operator
around a given reference eigenvalue εref

j and using the square of the shifted self-adjoint operator(
Ôj − εref

j Î
)2

, the methods in Refs. [103, 10, 75, 51] would converge to the eigenstates whose

eigenvalues are closest to the reference. Furthermore, as mentioned in chapter six of Ref. [75],
there are extensions which facilitate the approximation of excited-states and make use of sym-
metries to improve the convergence. Nevertheless, all the methods mentioned so far do not allow
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the computation of eigenstates based on the L2 overlap with an arbitrary quantum state and
mainly focus on the eigenvalue and symmetry properties as selection criteria. For example, the
L2 overlap of an eigenstate with a given quantum state may imply among other things certain
localization characteristics, such as edge or surface states. The numerical procedure introduced
in Ref. [171] allows the “targeting of specific eigenvectors using arbitrary physical properties as
selection criteria”. An advantage of this method is that it very well differentiates nearly degener-
ate states because using this procedure to target a state with a reference value εref

j the respective

eigenstate |ψi〉 with Ôj |ψi〉 = εj,i|ψi〉 has an eigenvalue 1/(εj,i − εref
j ). In addition, it works

with the linear instead of the quadratic operator which results in a smaller condition number
and hence may reduce the numerical difficulty for solving. The disadvantage of this approach is
that the employed Jacobi-Davidson method has only cubic convergence and that one needs to
store the vectors in the search space, which increases the memory consumption compared to just
storing a single vector that is going to approximate the desired eigenvector.

1.4 Electron-Phonon Coupling

Inspired by the idea of describing the interaction of an electron with phonons through the dy-
namics of that particle on a curved manifold, we use a formulation of non-relativistic quantum
mechanics on general Riemannian manifolds from Ref. [33]. The intention is to construct a man-
ifold whose corresponding metric tensor facilitates the interaction such that the two quantum
systems are equivalent. As an intuitive picture, we imagine that the electron feels a regular lattice
in curved space, where the distortions are intrinsically contained in the distance measurements
of that space, i.e. in the metric tensor.

In order to understand how this work relates to the existing theories the reader should note
two things. On the one hand we are not trying to unify general relativity and (quantum)
electrodynamics. There have been many attempts like Weyl’s conformal gravity [181], Kaluza-
Klein theory [92, 99] and affine gravity, which has been developed by Eddington [24] and extended
by Einstein [49] and Schrödinger [149]. For a historical review the interested reader may consult
Refs. [67, 66]. Nevertheless, till today there is no generally accepted unified theory of general
relativity and electrodynamics, especially not for quantum electrodynamics. Our motivation is
to figure out if one can find a geometrical approach to model interactions of ions and electrons
and not a unification. On the other hand we do not want to replace the quantum mechanical
procedure for calculating electron-phonon interactions, which does have a remarkable simplicity
compared to the complexity of the initial problem, which we shall show in the first sections of
chapter 4. Instead the intention is to derive a coupling mechanism that makes another type of
semi-classical (Born-Oppenheimer) approximation possible such that they do not require the full
quantum mechanical diagonalization of the electronic subsystem for a static ionic crystal, as is
often done for the Born-Oppenheimer approximation, cf. Ref. [130], but is complex enough to
capture some quantum mechanical effects of the electron-phonon coupling instead of introducing
a fixed scattering rate to model it [158, 170, 14]. If the resulting numerical simulation lives
up to this expectation will have to be proven in practice. There are hints that a geometrical
treatment is possible for the special case of graphene, as shown in Ref. [62] by I. Giordanelli
et al.. Graphene is special, since it allows the description of the electronic flow by relativistic
hydrodynamic equations, cf. Refs. [119, 127, 114, 115, 58, 15]. Such a description does not hold
for every material. Their pragmatic approach is to model the interaction between the electrons
and ions through temperature-scaled inertial forces in the relativistic hydrodynamic equations,
that are used to model the electronic flow on the graphene sheet. The ions’ momentum is changed
according to the momentum change of the electrons to ensure overall momentum conservation
in the system, which influences the mapping and consequently the metric tensor. We want to
understand if there is a more fundamental quantum mechanical principle from which we can
derive the required form of the metric tensor to model electron-phonon interactions. Moving
away from this special case, there are other successful numerical methods to simulate relativistic
quantum system in curved space [35] that we may be able to leverage in simulations of other
materials, using the non-relativistic limit.

From a more conceptual point of view, the geometric coupling means that a different per-
spective on electromagnetic, non-relativistic quantum systems exists which makes use of the
equivalence principle in general relativity [164]. It states that one cannot locally distinguish be-
tween the effect of curvature in space-time and a gravitational force. One may wonder if this can
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be extended to other types of forces or any type of interaction between two species of particles
in quantum mechanics.

During the analysis we derive a local quantum mechanical measurement which indirectly ob-
serves the effects of the metric tensor operator due to the extended nature of the wave functions
and hence shows that the two quantum systems are not equivalent. This is in contrast to general
relativity where one cannot locally distinguish a gravitational force from a curved space-time
(weak equivalence principle). Nevertheless, in two dimensions we are able to derive a quantum
system and manifold with an underlying spinor structure for which quantum states with equal
coordinate representation approximately agree on their energy and curvature measurement in
both systems. Thereby, we derive the metric tensor for the case of electron-phonon interaction,
show that it fulfills the conditions of the theory, that the matrix representation of the Hamilton
and metric tensor operators will be the same if the one stays in the basis of the original prob-
lem, and gave an estimate of the error for the approximation. In the end we discuss some open
questions and future research opportunities based on this result.
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2 Quantum Mechanics In Phase Space

Symmetry is what we see at a
glance; based on the fact that there
is no reason for any difference . . .

Blaise Pascal

The interest of scientists in the study of quantum mechanics in phase space is caused by its
strong analogy to classical dynamics and the ability to systematically study the corrections to
thermal Boltzmann averages which arise due to quantum effects, which was also Wigner’s original
intention when he proposed his distribution in 1932. Therefore, scientists are usually interested
to study the Wigner evolution for distributions of many-particle systems in a thermodynamic
ensemble and not the dynamics of single particles, which are much easier described with the
Schrödinger equation for a wave function. Of special interest in this formalism is the interplay
between classical and quantum mechanics for the evolution of the system, that causes the ap-
pearance of mixed states. In the original quantum theory formalism one would use the quantum
Liouville or von Neumann equation [121] to describe it. Neglecting all quantum corrections in
the Wigner equation one finds the Vlasov equation which is used in the field of plasma physics
[26] and serves as the classical limit of the Wigner equation.

We propose a new numerical method to solve the Wigner equation in quantum systems of
spinless, non-relativistic particles. The method uses a spectral decomposition into L2(Rd) basis
functions in momentum-space to obtain a system of first-order advection-reaction equations. The
resulting equations are solved by splitting the reaction and advection steps so as to allow the
combination of numerical techniques from quantum mechanics and computational fluid dynamics
by identifying the skew-hermitian reaction matrix as a generator of unitary rotations. The
method is validated for the case of particles subject to a one-dimensional (an-)harmonic, double-
well and Morse potential using finite-differences for the advection part. Thereby, we verify the
second order of convergence and observe non-classical behavior in the evolution of the Wigner
function.

The goal of the research is to establish the foundations of a lattice Wigner solver, which is
based on the lattice Boltzmann method [13]. The main reason for investigating this problem is to
find out if it is possible to use the computational advantages of a simulation method, which has
been designed or derived in the context of classical fluid dynamics, also for studying quantum
systems in the phase space formulation [189] which shows very strong analogies to the Navier-
Stokes or Euler equations of fluid mechanics. The most striking property of the phase space or
Wigner formalism of quantum mechanics is that all the information of the system is contained
in a real-valued (quasi)-probability distribution function w of the phase space variables. Taking
the Wigner transform of a quantum mechanical observable, one just integrates the product of
these two functions over phase space to measure the expectation value of the quantum system
with respect to this observable. In contrast to the case of fluid dynamics the Wigner function
w is not interpreted as a probability density, as it is unbounded and can have negative values,
which can also be seen in the subsequent examples of this chapter. However, as was shown in
Refs. [162] and [190], the quantum dynamics in phase space do reveal chaotic behavior that is
similar to the case of turbulence in fluids. In classical fluid mechanics, turbulent effects are much
stronger in systems of weak dissipation or scattering, i.e. very few collisions. As one broadly
distinguishes through the presence of a collision operator between a quantum Boltzmann and a
Wigner transport equation, cf. Ref. [111], we want to design an algorithm that is able to simulate
both types of transport equations but retains the advantages of the lattice Boltzmann algorithm
that is often used to simulate a quantum Boltzmann equation. This would allow a systematical
analysis of the influence of collisions, i.e. semi-classical approximations ([133]), on the quantum
dynamics and its turbulent behavior. From fluid mechanics we know that collisionless flow is
highly unstable, which is why one often introduces dissipation mechanisms to stabilize it. In our
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2 Quantum Mechanics In Phase Space

case, we specifically want to design a method which allows to simulate the evolution of a system
without collisions, which is why the aspect of numerical stability is of major importance to us.

The chapter is organized as follows. First, we give an introduction to the Wigner formalism
and the properties of the Wigner equation. Second, we develop and investigate the new numerical
method. And third, we present simulations for the (an-)harmonic oscillator, the double-well as
well as the Morse potential and validate the results from the previous section, such as stability and
convergence. The choice of examples is made to analyze the convergence and to demonstrate on
the one hand the ability of the algorithm to simulate non-classical behavior, such as the tunneling
of the wave function through the potential barrier in the double-well potential. On the other
hand, we want to simulate problems which have a relevance for physical systems, such as the
Morse potential which is often used to model the interaction between ions in a material.

2.1 Wigner formalism

As an introduction into the topic of the Wigner formalism, we try to give an understanding
of the underlying concepts in the formulation of quantum mechanics in phase space as well as
their significance, where we mainly follow Ref. [31]. As was mentioned before, it represents
one of three equivalent formulations of non-relativistic quantum mechanics and was developed
from the original theory, the operator formalism on a Hilbert space [121], around the same
time as the path integral approach was popularized by R. Feynman [53], although it has been
derived much earlier ([2]) by G. Wentzel in Ref. [180]. The phase space formulation works in
analogy to Liouville’s theorem which governs the evolution of the probability density in classical
mechanics [61]. The important implications are on the one hand that the quantum phase space
variables (q1, p1, q2, p2, . . . , qd, pd) have the same meaning as their classical counterparts that are
generalized position coordinates and momenta. Every point in phase space is just an element
in R2d. On the other hand the object containing all the information about the dynamical
(quantum) system is a real-valued (quasi)-probability distribution which evolves according to
the (Wigner) Liouville equation. The two major differences between the classical and quantum
dynamics in phase space are the object of the evolution and functional form of the differential
or integral equation for the temporal evolution. Restricting our perspective to the evolution of
pure quantum states (superpositions), the Wigner function,

w : R× Rd × Rd →

[
−
(

2

h

)d
,

(
2

h

)d]
, (2.1)

w : t, ~q, ~p→ w(t, ~q, ~p) , (2.2)

is a bounded, real-valued quasi-probability function of (2d + 1) variables unlike the classical
probability density, which is unbounded and always positive. An important implication of this
statement is that the Wigner function can have negative values, which prevents us from interpret-
ing it as a “simple” probability density. However, the volume of phase space where the Wigner
function is negative is in general not larger than the smallest volume of uncertainty, which is

just the product of uncertainty in each physically observable position and momentum, i.e.
(~

2

)d
.

Therefore, its effect is not directly observable but can only be inferred from the measurement
statistics, in the same way as Heisenberg’s uncertainty principles [78]. For a more detailed dis-
cussion of negative values of the Wigner function, we refer the reader to Ref. [84]. The second
difference is that the Galilei-invariant evolution of the Wigner function, the Wigner equation, is
facilitated by the Moyal [118] instead of the Poisson bracket. Wigner derived its form in Ref.
[185] with the intention to “calculate quantum corrections to classical thermodynamic (Boltz-
mann) averages” [31], which is similar to the approach that we are taking by using a Taylor
expansion.

The connection to the original operator based formulation, which can be used to show the
equivalence of the two approaches, is made by performing the bijective Weyl-transform of objects
in the phase space formulation,

Â =

∫
R3d

d~qd~pd~z |~q + ~z/2〉A(~q, ~p)eı~p·~z/~〈~q − ~z/2| , (2.3)
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2.1 Wigner formalism

where |~q ± ~z/2〉 is the eigenstate of the position operators Q̂i that build together with P̂j the
generators of the Heisenberg algebra, i.e. they fulfill the canonical commutation relations, ı is
the imaginary unit and ~ ≡ h

2π the reduced Planck’s constant. The inverse of the Weyl map,
Wigner transform

A(~q, ~p) =
1

(2π~)d

∫
Rd

d~q′〈~q + ~q′/2|Â|~q − ~q′/2〉e−ı~p·~q
′/~ , (2.4)

can be used to obtain the phase space function of the operators on a Hilbert space. The structure
is similar to a Fourier transform. Obviously, one could think about other transformation rules
and their inverses and it should be mentioned that there exist other pairs of transformations
than the Weyl- and Wigner-transform, which are based for instance on the Hussimi or Glauber
transformation and are described in Ref. [80]. In analogy to the relation between Laplace and
Fourier transforms one often prefers the latter since its inverse is usually easier to calculate.
Using the Weyl or Wigner transform, one learns that the Wigner function is related to the
density operator. Therefore, applying the Wigner transform on the quantum Liouville equation

ı~∂tρ̂(t) =
[
Ĥ, ρ̂

]
, (2.5)

one obtains the dynamical equation which governs the evolution of the Wigner function in a
quantum system described by the Hamilton operator Ĥ = H(Q̂1, P̂1, . . . , Q̂d, P̂d). Its simulation
is the heart of this chapter. It may be important for the reader to understand that the phase
space formulation has its own right of existence and could in principle be formulated without
any reference to the operator or path integral theories. History and education are the two main
forces which make our minds demand these connections.

As stated above, our aim is to simulate the time-evolution of the Wigner function w(τ, ~q, ~p) of a
d-dimensional system. More concretely, we are going to focus on the evolution of non-relativistic
spinless particles of mass m subject to the potential U(τ, ~q), for which the Wigner equation reads

0 = ∂τw +
~p

m
· ~∇qw + Θ[U ]w , (2.6)

Θ[U ] ≡ ı

~

[
U(τ, ~q + ı~~∇p/2)− U(τ, ~q − ı~~∇p/2)

]
. (2.7)

In analogy to fluid dynamics one might picture the evolution as an advection (∂τw + ~p
m · ~∇qw)

and forcing (Θ[U ]w). To understand the action of the operator Θ[U ] one can use a Taylor
expansion around ~ ≈ 0 to order Na, to obtain an approximation of the Wigner equation to the
order O(~Na+2) if Na is uneven or the order O(~Na+1) if Na is even. Instead of the differential
representation, one can also employ the integral form, which reads

Θ[U ]w =
ı

~

∫
Rd

d~η δU(τ, ~q, ~η)w̃(τ, ~q, ~η)e−ı~η·~p , (2.8)

δU(τ, ~q, ~η) ≡ U
(
τ, ~q +

~
2
~η

)
− U

(
τ, ~q − ~

2
~η

)
, (2.9)

w̃(τ, ~q, ~η) ≡ 1

(2π)d

∫
Rd

d~p′ w(τ, ~q, ~p′)eı~η·~p
′

. (2.10)

The independent variables are time τ , space ~q and momentum ~p respectively. Hence, the Wigner
function itself has the dimension h−d, since it fulfills∫

Rd

d~q

∫
Rd

d~p w(τ, ~q, ~p) = Np , (2.11)

where Np is the number of particles in the system.
To have an easier grasp on the equation, we make it dimensionless. First of all, we measure

the Wigner function with respect to ~d, i.e. we introduce the dimensionless Wigner function
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2 Quantum Mechanics In Phase Space

W (τ, ~q, ~p) ≡ ~dw(τ, ~q, ~p)/Np, and we employ the following scaling relations

~x = ~q/l , t = τ/T , ~v =
T

lm
~p , V (t, ~x) = U(τ, ~q)/Ū , (2.12)

described in Ref. [131] where l is a length, T a time and Ū an energy scale. Thus, we obtain the
dimensionless Wigner equation

0 = ∂tW + ~v · ~∇xW + Θ[V ]W , (2.13)

Θ[V ] ≡ ıB

ε

[
V
(
t, ~x+

ıε

2
~∇v
)
− V

(
t, ~x− ıε

2
~∇v
)]

, (2.14)

where we have introduced the dimensionless constants

ε ≡ ~T
l2m

, B ≡ ŪT 2

l2m
, (2.15)

which we call effective Planck’s constant and potential strength, respectively. The names are not
arbitrary and reflect the natural occurrence of these numbers in the dimensionless formulation
of the dynamics. For instance, Eq. (2.11) directly translates into

ε−d
∫
Rd

d~x

∫
Rd

d~v W (t, ~x,~v) = Np , (2.16)

where we have replaced Planck’s constant by its scaled counterpart. The Wigner transform of a
pure quantum state Ψ becomes

W =

∫
Rd

d~y Ψ∗
(
t, ~x+

~y

2

)
Ψ

(
t, ~x− ~y

2

)
eı~v·~y/ε

(2π)d
, (2.17)

where Ψ(t, ~x) ≡ ld/2ψ(τ, ~q) is the dimensionless wave function in position space. Typical examples
of the dimensionless Wigner functions are shown for the superposition of two one-dimensional,
minimum uncertainty, Gaussian wave packets localized around the dimensionless coordinates
x = ±a together with their marginal distributions,

ψa(x) = Cx

(
e−

(x+a)2

2 + e−
(x−a)2

2

)
/

(
π1/4

√
2(1 + e−a2)

)
, (2.18)

φa(v) = Cve
− 1

2 v(2ıa+v)
(
1 + e2ıav

)
/

(
π1/4

√
2(1 + e−a2)

)
, (2.19)

Wa(x, v) = e−(x2+v2)
[
e−a

2

cosh(2ax) + cos(2av)
]
/
[
π
(

1 + e−a
2
)]

, (2.20)

where Cx, Cv are only constants to scale the probabilities in the figures such that the features
of the Wigner function are still well recognizable, or the states of a one-dimensional quantum
harmonic oscillator in Figs. 2.1-2.9

ψn(x) = Cx
1√

2nn!π1/4
e−

x2

2 Hn(x) , (2.21)

φn(v) = Cv
ın√

2nn!π1/4
e−

v2

2 Hn(v) , (2.22)

Wn(x, v) =
(−1)n

π
e−x

2−v2Ln[2(x2 + v2)] , (2.23)

where Hn, Ln are Hermite and Laguerre polynomials [70]. Since the coordinate and momentum
representation of the harmonic oscillator quantum states are identical except for a phase, their
probability distributions are the same, which is why the Wigner function has the same shape
in x- and v-direction. In Figs. 2.1-2.6 one observes the quantum interference structure for
the superposition of two wave packets for which the distance of their localization centers are
increased and the oscillation between positive and negative values of the Wigner function in that
region. Especially in Figs. 2.4-2.6 the reader may observe the wave-like structure in the center of
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2.1 Wigner formalism

figure that is needed to include the strong oscillations in the momentum-marginal of the Wigner
distribution. In Figs. 2.7 to 2.10 one sees the appearance of more concentric rings around the
center for an increase in the quantum number n of the eigenstate of the one-dimensional quantum
harmonic oscillator. Comparing these pictures to the classical image of a particular solution of
a one-dimensional harmonic oscillator in phase space, which is just an ellipse or using a different
coordinate system a circle, it seems that the underlying structure is present but smeared out
and multiplied by an oscillation that causes the change between positive and negative concentric
rings. Looking at the oscillations in the marginal distributions the rings justify their existence.

In the subsequent sections we shall encounter Wigner functions for other potentials and their
evolution in more sophisticated environments. These Wigner functions will not be static like
the ones shown here that would not change during the Wigner evolution. However, the general
properties of boundedness and the oscillatory behavior for quantum mechanical interference are
features which we shall observe again. The reader may have noticed that negative regions are
all surrounded by positive areas such that the integral either along a line in x or v will yield a
positive definite result. This becomes clear when looking at the expectation values of the Wigner
function, the so called marginal distributions, which are given for our one-dimensional examples
by

∞∫
−∞

dx W (t, x, v) = |ψ(t, v)|2 ≥ 0 , (2.24)

∞∫
−∞

dv W (t, x, v) = |ψ(t, x)|2 ≥ 0 , (2.25)

which are the obvious consequences of being a (quasi)-probability distribution in phase space.
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Figure 2.1: Dimensionless Wigner function and its marginals of a one-dimensional Gaussian wave
packets localized around x = 0 with ε = B = 1.

The dimensionless time-dependent Schrödinger equation reads

ıε∂tΨ =
[
|~̂v|2/2 +BV̂ (t, ~x)

]
Ψ , (2.26)

and the canonical commutation relations in an operator based formalism of quantum mechanics
[121] are written as

[x̂j , v̂k] = ıεδj,k . (2.27)

The symbol Θ[V ] stands for the pseudo-differential operator, whose action on W can be written
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Figure 2.2: Dimensionless Wigner function and its marginals of the superposition of two one-
dimensional Gaussian wave packets localized around x = ±1 with ε = B = 1.
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Figure 2.3: Dimensionless Wigner function and its marginals of the superposition of two one-
dimensional Gaussian wave packets localized around x = ±2 with ε = B = 1.
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Figure 2.4: Dimensionless Wigner function and its marginals of the superposition of two one-
dimensional Gaussian wave packets localized around x = ±3 with ε = B = 1.
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Figure 2.5: Dimensionless Wigner function and its marginals of the superposition of two one-
dimensional Gaussian wave packets localized around x = ±4 with ε = B = 1.
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Figure 2.6: Dimensionless Wigner function and its marginals of the superposition of two one-
dimensional Gaussian wave packets localized around x = ±8 with ε = B = 1.
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Figure 2.7: Dimensionless Wigner function and its marginals of the ground state (n = 0) of the
one-dimensional quantum harmonic oscillator with ε = B = 1.
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Figure 2.8: Dimensionless Wigner function and its marginals of the first excited state (n = 1) of
the one-dimensional quantum harmonic oscillator with ε = B = 1.
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Figure 2.9: Dimensionless Wigner function and its marginals of the third excited state (n = 3)
of the one-dimensional quantum harmonic oscillator with ε = B = 1.
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Figure 2.10: Dimensionless Wigner function and its marginals of the sixth excited state (n = 6)
of the one-dimensional quantum harmonic oscillator with ε = B = 1.

as an integral

Θ[V ]W =
ıB

ε

∫
Rd

d~η δV (t, ~x, ~η)W̃ (t, ~x, ~η)e−ı~η·~v , (2.28)

δV (t, ~x, ~η) ≡ V
(
t, ~x+

ε

2
~η
)
− V

(
t, ~x− ε

2
~η
)

, (2.29)

W̃ (t, ~x, ~η) ≡ 1

(2π)d

∫
Rd

d~v W (t, ~x,~v)eı~η·~v . (2.30)

If the potential is locally well-approximated by a Taylor series around ε ≈ 0 we can write

V (t, ~x+ ε~η/2) ≈
∞∑
|λ|=0

(ε/2)
|λ| D

λ
xV (t, ~x)

λ!
~ηλ , (2.31)

where λ is a multi-index of dimension d, i.e. |λ| ≡
∑d
i=1 λi, λ! =

∏d
i=1 λi!, and ~ηλ ≡

∏d
j=1 η

λj
j .

Therefore, the action of the pseudo-differential operator on the Wigner function reads

Θ[V ]W = −B
∑

|λ|∈Nodd

(ıε/2)|λ|−1 1

λ!

(
Dλ
xV
) (
Dλ
vW

)
. (2.32)

Nodd stands for positive odd integers, such that the sum is always real. For this treatment, the
potential needs to be an analytic function defined on an open set D ⊂ R × Rd, i.e. explicit
dependence on time is possible. According to [136] this implies two important properties for us.
First, the potential is locally given by a convergent power or Taylor series. Second, one can find
an upper bound for all derivatives of the function V , since for every compact set K ⊂ D, for all
(t, ~x) ∈ K, and for all |λ| ∈ N0 there exists a constant C such that

|Dλ
xV | ≤ C |λ|+1λ! . (2.33)

Hence, by choosing the right time and length scale (T, l) for the problem one can find a convergent
power series representation of the pseudo-differential operator. The correct choice means

lim
|λ|→∞

(
Cε

2

)|λ|
= 0 , (2.34)

such that the series in Eq. (2.32) converges (locally) uniformly under the assumption that Dλ
vW
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2.1 Wigner formalism

is bounded.

2.1.1 Heisenberg’s uncertainty relation

The famous uncertainty relation for position and momentum, cf. Ref. [78], can be written for a
pair of canonically conjugated variables as

∆xi∆vj ≥
ε

2
δij . (2.35)

With canonically conjugated we mean that the observables which measure these quantities fulfill
[x̂i, v̂j ] = ıεIδij . The ∆’s indicate the standard deviation in the measurement of the subsequent
quantity. The deviation is measured statistically for several simultaneous measurements of po-
sition and momentum of a particle on initially identical quantum states. Here, we would like to
demonstrate that this relation also holds in the phase space formulation of quantum mechanics,
based on the Wigner-Weyl transform. In order to understand the problem consider the following
equation

〈ψ(τ)|x̂iv̂j |ψ(τ)〉 ?
=

∫
Rd×Rd

d~vd~x xivjW (t, ~x,~v) , (2.36)

which might be obtained by just replacing the position and momentum operator through the
respective phase space variables. If Eq. (2.36) were true, it would violate the uncertainty
principle, as one can easily exchange position and momentum in the right hand side. Hence

〈ψ(t)|x̂iv̂j |ψ(t)〉 = 〈ψ(t)|v̂j x̂i|ψ(t)〉 (2.37)

such that the commutator
〈ψ(t)| [x̂i, v̂j ] |ψ(t)〉 = 0 , (2.38)

and one would find zero for the expression (2.35) which violates the uncertainty relation. In
order to introduce a practical example for the Weyl transformation Eq. (2.3) from Ref. [182],
we shall show that Eq. (2.36) is false by determining the operator, which is represented by the
function A(~x,~v) = xjvk. We obtain

Â =
1

(2π)2d

∫
R4d

d~xd~vd~ad~b xjvke
ı[~a·(~̂x−~x)+~b·(~̂v−~v)] (2.39)

=
1

(2π)2

∫
R4

dxjdvkdajdbk xjvke
ı[aj(x̂j−xj)+bk(v̂k−vk)] (2.40)

=
1

(2π)2

∫
R4

dxjdvkdajdbk xje
ıaj(x̂j−xj)vke

ıbk(v̂k−vk)e−
1
2 [ıaj(x̂j−xj),bk(v̂k−vk)] (2.41)

=
1

(2π)2

∫
R4

dxjdvkdajdbk xje
ıaj(x̂j−xj)vke

ıbk(v̂k−vk)eı
ε
2ajbkδjk (2.42)

=

∫
R2

dajdbk e
ı ε2ajbkeıaj x̂jeıbkv̂k

1

(2π)2

∫
R2

dxjdvk xje
−ıajxjvke

−ıbkvk (2.43)

= −
∫
R2

dajdbk e
ı ε2ajbkeıaj x̂jeıbkv̂kδ′(aj)δ

′(bk) (2.44)

= − ∂2

∂aj∂bk

[
eı
ε
2ajbkeıaj x̂jeıbkv̂k

]∣∣∣∣
aj=bk=0

(2.45)

= − ıε
2

+ x̂j v̂k =
1

2
(x̂j v̂k + v̂kx̂j) , (2.46)

which is a symmetric operator under the exchange x̂j ↔ v̂k. So the next viable question would
be, how does the function representation look like for the commutator? Apparently, we already
calculated the functional form of the anti-commutator. So it is sufficient to determine the function
for the operator x̂j v̂j . For this we use the Wigner map, which is the unique inverse of the Weyl
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2 Quantum Mechanics In Phase Space

transformation to obtain

A(x, v) = 2

∫
R

dy e−2ıvy/ε〈x+ y|x̂v̂|x− y〉 (2.47)

= 2

∫
R

dye−2ıvy/~(x+ y)〈x+ y|v̂k|x− y〉 (2.48)

= 2

∫
R

dye−2ıvy/~(x+ y)〈x+ y|v̂|x− y〉 (2.49)

= (xv + ı~)/2 , (2.50)

such that using
[
Â, B̂

]
= −{Â, B̂} + 2ÂB̂ we find the obvious result A(xj , vk) = ı~δjk for the

function that corresponds to the commutator.

2.1.2 General properties

Expanding the Wigner function in momentum-space into a set of orthonormal basis functions
{φk}k∈N of L2(Rd) with the inner product

〈φi, φj〉2 ≡
∫
Rd

d~v φ∗i (~v)φj(~v) = δi,j , (2.51)

meaning that

W (t, ~x,~v) =
∑
k∈N

ak(t, ~x) φk(~v) , (2.52)

we can rewrite the Wigner equation, Eq. (2.13), into an infinite system of linear, first-order
partial differential equations (PDEs) for the coefficients ak(t, ~x) ∈ C. The system can be derived
by using the orthonormality property of the basis functions, Eq. (2.51). Depending on the
choice of the basis we shall find different sets of PDEs. In general, all the sets can be written as
a multi-dimensional reaction-advection equation

∂t~a+

d∑
i=1

A(i)∂xi~a+MV (t, ~x)~a = ~0 , (2.53)

where A(i),MV (t, ~x) are square matrices and ~a = (a1, a2, a3, . . . ) is the coefficient vector. In-
dependent of the basis choice, the matrix MV (t, ~x) is skew-hermitian (non-hermitian), which
can be demonstrated employing Eq. (2.32) or Eq. (2.28). When using formula (2.32) we have
to assume that the basis functions are C∞(Rd). Under this condition we can shift the uneven
derivatives, |λ| ∈ Nodd, which appear as summands in the pseudo-differential operator, to show
the skew-hermiticity. Demonstrating this property for a general set of basis functions of L2(Rd),
i.e. even non-differentiable, we use Eq. (2.28) to write

(MV ~a)k =

∫
Rd

d~v φ∗k(~v) (Θ[V ]W ) (t, ~x,~v)

=
ıB

ε

∫
Rd

d~η δV (t, ~x, ~η)Ŵ (t, ~x, ~η)

∫
Rd

d~v φ∗k(~v)e−ı~v·~η , (2.54)

from which we conclude

(MV )k,l =
ıB

(2π)dε

∫
Rd

d~η δV (t, ~x, ~η)

∫
Rd×Rd

d~vd~p φ∗k(~v)e−ı~v·~ηφl(~p)e
ı~p·~η . (2.55)

This equation confirms the skew-hermiticity of the matrix representation of the pseudo-differential
operator, which is an important property for the stability of the proposed algorithm as we shall
see in the next section. An example of this matrix representation is shown in section 2.1.3. The
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2.2 Numerical method

entries of the matrix A(i) are given by(
A(i)

)
k,l

=

∫
Rd

d~v φ∗k(~v)viφl(~v) , (2.56)

which shows that it is hermitian.

2.1.3 Matrix-representation of the pseudo-differential operator

For a one-dimensional, analytical potential and a basis of Hermite functions, cf. section 2.3.1,
the matrix-representation of the pseudo-differential operator simplifies from Eq. (2.55) to

MV =

∞∑
n=0

( ε
2

)2n

Mn∂
2n+1
x V (t, x) , (2.57)

(Mn)k,l ≡ ık−l−1

∫
R

dη
η2n+1

(2n+ 1)!
φk(η)φl(η) .

Each component of Mn converges since the integrand is always a product of e−η
2

with a poly-
nomial. Looking at this result one observes how the contributions from odd higher order deriva-
tives scale with the effective Planck constant and the change in sign. If we limit us to the
set of functions {φ0, . . . , φN}, i.e. N + 1 different Hermite functions it becomes clear that
Mn ∈ C(N+1)×(N+1) and that matrices with larger n have more non-zero entries. In the case
of N = 5, the matrix MV is already filled for n = 2, i.e. considering the fifth derivative of the
potential.

M0 =



0 − 1√
2

0 0 0 0
1√
2

0 −1 0 0 0

0 1 0 −
√

3
2 0 0

0 0
√

3
2 0 −

√
2 0

0 0 0
√

2 0 −
√

5
2

0 0 0 0
√

5
2 0



M1 =



0 − 1
4
√

2
0 1

4
√

3
0 0

1
4
√

2
0 − 1

2 0 1
2
√

3
0

0 1
2 0 − 3

√
3
2

4 0

√
5
6

2

− 1
4
√

3
0

3
√

3
2

4 0 −
√

2 0

0 − 1
2
√

3
0

√
2 0 − 5

√
5
2

4

0 0 −
√

5
6

2 0
5
√

5
2

4 0



M2 =



0 − 1
32
√

2
0 1

16
√

3
0 − 1

16
√

15
1

32
√

2
0 − 3

32 0
√

3
16 0

0 3
32 0 − 19

32
√

6
0

√
5
6

4

− 1
16
√

3
0 19

32
√

6
0 − 11

16
√

2
0

0 −
√

3
16 0 11

16
√

2
0 − 17

√
5
2

32

1
16
√

15
0 −

√
5
6

4 0
17
√

5
2

32 0


2.2 Numerical method

For the numerical treatment, the expansion in Eq. (2.52), is cut at the index N , i.e. we assume
all higher coefficients to be zero. The problem is hence shifted to the time-evolution of the
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2 Quantum Mechanics In Phase Space

N -dimensional coefficient vector with the initial condition

~a(t0, ~x) =

∫
Rd

d~v W (t0, ~x,~v)~φ(~v) , (2.58)

where ~φ = (φ1, φ2, . . . , φN ). Therefore, we work with a finite set of N balance equations (PDEs)
in the form of Eq. (2.53). It is important to note that, thanks to the Cauchy-Kowaleski theorem,
see Ref. [85], we know that the system will locally have a unique analytical solution if the
coefficient matrix MV is an analytic function. This condition is sufficient, since the matrices A(i)

from Eq. (2.56) are constant. In addition, we would like to mention that this does not necessarily
apply if MV belongs to the larger group of smooth functions, see Levy’s argument in Ref. [85].

2.2.1 Operator-splitting

To proceed with the problem we use an operator-splitting technique (“divide-and-conquer”), i.e.
we separate the action of the “streaming”,

S~a ≡ −
d∑
i=1

A(i)∂xi~a , (2.59)

and “forcing”,
Ft~a ≡ −MV (t, ~x)~a , (2.60)

operators to apply them sequentially. First, we discretize the time interval from zero to t in Nt
periods of duration δt. Then we can write the approximated solution to Eq. (2.53) as

~a(t, ~x) ≈

←−−
Nt−1∏
k=0

exp

Sδt+

(k+1)δt∫
kδt

dt′ Ft′

~a0(~x)

≈

←−−
Nt−1∏
k=0

eSδt exp

 (k+1)δt∫
kδt

dt′ Ft′

~a0(~x)

≈

←−−
Nt−1∏
k=0

eSδteFkδtδt~a0(~x) +O(δt) , (2.61)

where the
←−−−−∏Nt−1
k=0 Ak = ANt−1ANt−2 · · ·A0. It is important to apply the operators in a time-

ordered product series, which is indicated by the arrow above the product sign. During the
derivation we have used a third-order accurate Fer expansion 1 in the first step, simple operator
splitting in the second and the numerical integration procedure

(k+1)δt∫
kδt

dt′ Ft′ ≈ Fkδtδt+O(δt2) , (2.62)

in the third step. The obtained method will be first-order accurate if it is stable and the numerical
procedure for each operator (streaming and forcing) is at least second-order accurate. The total
error arises since the matrices A(i)∂xi and MV are in general not commuting and because of the
second-order accurate integration procedure. For a second-order accurate method we write

~a∗(t, ~x) ≈

←−−
Nt−1∏
k=0

eSδt exp

 (k+1)δt∫
kδt

dt′ Ft′

~a∗0(~x), (2.63)

~a∗(t, ~x) ≡ e− 1
2Ftδt~a(t, ~x) , (2.64)

1A Fer or Magnus expansion gives approximate solutions to a system of linear equations of the type ~̇a(t) =
M(t)~a(t) while preserving certain symmetry properties of the matrix M(t) in the solution ~a(t) [87].
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2.2 Numerical method

where we have used a second order accurate operator splitting, the Strang-splitting [163]. To
achieve the demanded accuracy we have to use a third-order accurate integration formula for the
forcing operation, whereas second-order accuracy in the definition of a∗ is sufficient, because it
acts only twice during the evolution. If the potential has an explicit time-dependence one can
use the midpoint rule,

(k+1)δt∫
kδt

dt′ Ft′ ≈ F(k+ 1
2 )δtδt+O(δt3) . (2.65)

For the Wigner-Poisson problem [112] where one needs to determine the self-consistent electro-
static potential, ∆V = eρ(t, ~x), at every time-step, we make use of the fact that the forcing
operation does not change the density and hence the electro-static potential. Taking Eq. (2.32)
and integrating by parts we can show∫

Rd

d~v (∂tW + Θ[V ]W ) = ∂tρ = 0 . (2.66)

Consequently, if the numerical procedure in this step conserves the density up to O(δt3), it will
be sufficient to re-calculate the forcing operator after each streaming, which coincides with our
time-step definition in Eq. (2.63). The questions that remain to be solved are how to compute
approximations of the operators’ actions eSδt~a (“streaming”) and eFkδt~a (“forcing”) such that
the resulting algorithm is stable, computationally efficient, and of the desired accuracy (first- or
second-order).

2.2.2 Forcing

As it was mentioned in section 2.1.2, the matrix MV is skew-hermitian, which means that it
belongs to the Lie algebra of the group of unitary matrices [5]. Depending on the basis choice
we might also find the subgroups of special unitary or special orthogonal matrices if MV is a
traceless, skew-Hermitian, complex matrix or a real, skew-symmetric one. Hence, the action of
the forcing operator is a unitary rotation of the coefficient vector, whose matrix form can in
general be calculated before starting the simulation. For a skew-symmetric matrix one could use
the method described in Ref. [59] or a Padé approximation [117]

eFkδtδt ≈
[
1 +

δt

2
MV (kδt, ~x)

]−1 [
1− δt

2
MV (kδt, ~x)

]
. (2.67)

For the case of the Wigner-Poisson problem one needs to compute the product of matrix times
vector at every time-step, which for instance can be efficiently done with the ”Expokit” software
package [157] or using a pre-calculated explicit formula.

One might be tempted to use explicit schemes, such as Euler or Runge-Kutta, to approximate
the forcing. However, these methods can become unstable for strongly changing potentials and
poor temporal and spatial resolution, which we shall show for two examples in Fig. 2.11 by
evaluating the amplification factor g in a linear stability analysis according to [86]. Consider a
time-independent one-dimensional anharmonic potential

V (x) =
x2

2
+Kx4 , (2.68)

and the Euler as well as the fourth-order Runge-Kutta method (RK4) [21] as approximations of
the forcing, whose amplification factors are given by

gEuler = |1− δtMV (x)|2 , (2.69)

gRK4 = |1 +

4∑
j=1

[−δtMV (x)]j

j!
|2 , (2.70)
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where | . . . |2 stands for the spectral-norm [136]

|M |2 ≡ max
|~x|=1

|M~x| , (2.71)

such that Parseval’s identity [136] is applicable. An amplification factor of g = 1 means that
the method is stable, whereas an amplification factor larger than one means it is unstable. The
plots for both methods are shown in Fig. 2.11. One observes the big amplification factor at the
domain boundary, caused by the strong potential variation in this area, cf. Fig. 2.12, which may
eventually trigger a numerical instability.
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Figure 2.11: Amplification factor for an anharmonic potential (K = 0.5) using Euler (1/δx =
100) and RK4 (1/δx = 50) methods with N = 10.
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Figure 2.12: Dimensionless anharmonic potential V (x) = x2
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(dashed).

2.2.3 Streaming

The streaming can in general be achieved by methods handling (non-)linear hyperbolic systems of
conservation laws, often used in computational fluid dynamics, such as finite difference, volume,
elements or lattice Boltzmann [13]. Using, for example, in d = 1 a flux vector splitting [161], we

22



2.2 Numerical method

first diagonalize the matrix T−1A(1)T = DA from Eq. (2.56). Then we define the new coefficient

vector ~b(t, ~x) ≡ T−1~a(t, ~x) and the modified forcing term M̃V ≡ T−1MV T , such that the new
system of partial differential equations can be written as

∂t~b+DA∂x~b+ M̃V (t, ~x)~b = ~0 . (2.72)

To simulate the action of the streaming operator, one can now employ the first-order accurate
upwind or the second-order accurate Lax-Wendroff scheme [110], since A(1) only has real eigen-
values, i.e. DA is a real diagonal matrix. The drawbacks of the explicit methods are that the
Courant-Friedrichs-Levy condition [28]

|λ|maxδt
δx

≤ 1 , (2.73)

needs to be fulfilled for a stable simulation (conditional stability) and that they introduce a con-
siderable amount of dissipation, especially if structures with large gradients are streamed [110].
If we are employing Hermite functions we could - in the spirit of the lattice Boltzmann method
[69, 167, 116, 169] - use an “exact” streaming operation, which will mitigate the dissipative
effects. For this we perform a discrete Hermite transform in ~v-space[105] from the coefficient
vector to the Wigner function, stream, and transform back to the coefficient vector. However, a
more detailed analysis and implementation can be the topic of another research project.

2.2.4 Stability

The proposed method for evolving the Wigner function will be stable if the operations streaming
and forcing are both stable. Since the action of the forcing can be described as a unitary
rotation one should make sure that the numerical technique conserves this property and hence
has an amplification factor of unity. In that respect, being skew-hermitian is a sufficient but
not necessary condition of the matrix representation of Θ[V ] for the stability of such algorithms,
which we shall demonstrate in section 2.2.5 for an asymmetric Hermite basis. This may require
a very accurate result for the rotation matrix or a very different approach to implement the
rotation through the use of Clifford algebras [159]. The user may choose which technique suits
him better, but should be aware that we have not investigated if the use of Clifford algebras offers
any computational advantage. Nevertheless, the least computationally expensive operation is the
direct matrix-vector multiplication O(N2), whereas the use of the algebra will need slightly more
operations (although the scaling is the same). For the streaming, one can use any stable method
that handles linear advection equations, such as flux vector splitting [161], Godunov, finite volume
or finite element [110]. The resulting time-evolution of the Wigner function will hence be stable.
There are other ways to tackle an instability problem which are for example the introduction
of a collision operator, see Ref. [89], or a filtering technique, further explained in Ref. [25]. It
should be stressed that these additional terms always come with other disadvantages, especially
for the conservation laws.

2.2.5 Example for an asymmetric basis choice

Assuming we are dealing with a harmonic potential, i.e. K = 0 in Eq. (2.68), then the quantum
corrections vanish and the Wigner and Vlasov equation are identical. Using an asymmetric
Hermite basis, as described in [81], i.e.

W (t, x, v) =
e−v

2

π1/4

N∑
k=0

ak(t, x)
Hk(v)√

2nn!
, (2.74)
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the matrix representation of Θ[V ] will be lower triangular, which can be seen using formula (2.32)
and integration by parts. For N = 4 we find

MV (x) = −x


0 0 0 0 0√
2 0 0 0 0

0 2 0 0 0

0 0
√

6 0 0

0 0 0 2
√

2 0


which is not skew-hermitian or -symmetric anymore but strictly lower triangular. Examining the
resulting exact forcing action, we find

e−MV (x)δt =


1 0 0 0 0√

2xδt 1 0 0 0√
2x2δt2 2xδt 1 0 0
2x3δt3√

3

√
6x2δt2

√
6xδt 1 0√

2
3x

4δt4 4x3δt3√
3

2
√

3x2δt2 2
√

2xδt 1


from which we conclude for the amplification factor using Eq. (2.71) for the matrix norm

gAS =
∣∣∣e−MV (x)δt

∣∣∣
2

= 1 .

This means that this method can also be stable, unlike described in Ref. [150].

2.3 Simulation

For the validation of our numerical procedure we simulate the time-evolution of an (an-)harmonic
oscillator. The advantages of these examples are that, on one hand, we can compare with the
analytical Wigner function of an harmonic oscillator, which is calculated as described in Ref. [70].
On the other hand, we can observe the effects of quantum corrections to the classical dynamics

for an anharmonic potential Uanh(~q) = 1
2mω|~q|

2 + m2ω3K
~ |~q|4 [185]. In the case of the double

well potential Umh(~q) = cmω|~q|2 + m2ω3K
~ |~q|4 we can observe the tunneling phenomenon in the

Wigner formalism, since for certain parameter ranges c < 0 and K > 0 the system has states
with eigenenergies below 0 which would not allow classical particles to travel from one potential
minimum to the other. For a more physical example, we also simulate the Wigner equation

for the one-dimensional Morse potential U(q) = De

(
1− e−

q−qe
l

)2

. As we have described in

the introduction to the Wigner formalism, see section 2.1, we use a dimensionless form of the

Schrödinger and Wigner equations. For our examples, we take l ≡
√

~
mω , T ≡ 1

ω and Ū ≡ ~ω
as length, time, and potential scales, respectively, to find ε = 1 and B = 1. The dimensionless
time-dependent Schrödinger equation reads

ı∂tΨ =

(
|~̂v|2

2
+ c|~̂x|2 +K|~̂x|4

)
Ψ , (2.75)

such that the eigenfunctions and -values of the dimensionless Hamilton operator at K = 0 and
c = 1/2 are given by

Ψ|n|n (~x) =
e−|~x|

2/2

√
πd/22|n|n!

H |n|n (~x) , (2.76)

En = |n|+ d/2 , (2.77)

where n = (n1, . . . , nd) is a multi-index and

H |n|n (~x) = (−1)|n|e|~x|
2
(
Dke−|~x|

2
)

, (2.78)
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the d-dimensional Hermite polynomial, according to Ref. [68]. The dimensionless Wigner equa-
tion in differential form becomes

∂tW + ~v · ~∇xW − 2(c+ 2K|~x|2)~x · ~∇vW + Θc[K]W = 0 , (2.79)

where

Θc[K]W ≡ K

4

∑
|λ|=3

Dλ
x |~x|4

λ!
Dλ
vW (2.80)

is the quantum correction to the “classical” dynamics of the particle.

2.3.1 Basis of Hermite functions

In our simulation, we choose Hermite functions as orthonormal basis set in momentum-space,
i.e.

φ
|k|
k (~v) =

e−|~v|
2/2

√
πd/22|k|k!

H
|k|
k (~v) , (2.81)

where k is a multi-index of dimension d. Hence, Eq. (2.52) changes to

W (t, ~x,~v) =

N∑
|k|=0

a
|k|
k (t, ~x) φ

|k|
k (~v) . (2.82)

The number of basis functions that is needed to simulate the evolution of a given state will in
general depend on how wide the spread of the corresponding Wigner function is in momentum
space. However, by scaling the Hermite functions, cf. Ref. [150], one can significantly reduce N
to simulate eigenstates with higher energy. One uses a velocity-scale vs (usually associated with
the system temperature) to write the scaled Hermite functions as

φ
|k|
k (~v′) =

1

v
d/2
s

φ
|k|
k

(
~v

vs

)
, (2.83)

which enables the Hermite functions to work around the natural velocity scale of the problem
at hand and, hence reducing the number of required functions for a given accuracy. In order to
find the necessary number of basis functions for a chosen accuracy one needs to take a look at
the variation of the resulting Wigner function with respect to changes in N . In order to find the
initial coefficients, ~a(t0, ~x), we use the property of the Hermite polynomials or Hermite functions,
defined by Eq. (2.81), that they are eigenfunctions of the Fourier transform operator,∫

Rd

d~v eı~y·~vφ
|k|
k (~v) = (

√
2π)dı|k|φ

|k|
k (~y) . (2.84)

The proof is given in Ref. [70]. Using the Wigner transform, defined by Eq. (2.17), we can write

a
|k|
k (t0, ~x) =

∫
Rd

d~v W (t0, ~x,~v)φ
|k|
k (~v)

=
εdı|k|

(2π)
d
2

∫
Rd

d~y Ψ∗
(
t0, ~x+

ε~y

2

)
Ψ

(
t0, ~x−

ε~y

2

)
φ
|k|
k (~y) . (2.85)

One can see that the obtained coefficients are real due to the symmetry properties of the Hermite

functions φ
|k|
k (−~y) = (−1)|k|φ

|k|
k (~y). In addition, we can simplify Eq. (2.55) by using the same

property to obtain

(MV )k,l =
B

ε
ı|k|−|l|−1

∫
Rd

d~η δV (t, ~x, ~η)φ
|k|
k (~η)φ

|l|
l (~η) . (2.86)

Looking at this result, one can realize that MV is a real, skew-symmetric matrix. The matrices
A(i) are real, symmetric and sparse for this basis choice. They are sparse, because, regardless
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2 Quantum Mechanics In Phase Space

how the basis functions are ordered at most two entries per row or column are non-zero due to
the recursion relation of the d-dimensional Hermite polynomials [68]. For further explanations
on the conservation and convergence properties for this basis choice, we refer the reader to Ref.
[150], where the authors treat the Vlasov equation, which can be considered as the classical limit,
ε→ 0, of the Wigner equation.

2.3.2 Harmonic oscillator

We run a simulation of a one-dimensional harmonic oscillator with the second order accurate
method, using a Lax-Wendroff scheme for the streaming, a spatial resolution of δx = 1/50, and
periodic boundaries at x = ±3.5. The resulting matrices for the reaction-advection system can
be calculated using formula (2.57) in 2.1.3. As initial state Ψ we choose a superposition between
ground and first excited state Ψ0+Ψ1√

2
, whose resulting exact time-dependent Wigner function

according to Ref. [31] reads

Wex(t, x, v) =
x2 + v2 +

√
2 [x cos(t)− v sin(t)]

π
e−x

2−v2 (2.87)

Thus, we can observe the evolution for a system whose probability density changes in time. In Fig.
2.13, we show a comparison between the analytical spatial probability density ρΨ(t, x) ≡ |Ψ(t, x)|2
and the probability density calculated from the Wigner function with

ρW (t, x) ≡
∫
R

dv W (t, x, v) =

N∑
k=0

ak(t, x)

∫
R

dv φk(v) .

The comparison shows very good agreement. However, the actual results for the Wigner function
are more insightful, since they contain additional information. They are shown in Figs. 2.14-
2.18 together with the contour lines at W = 0 and W = ±0.025. The local error is in the order
of 10−4 and will be analyzed in the next section. One should observe a rigid rotation of the
Wigner function in phase space around the negative region in the center, which is typical for the
harmonic oscillator. This can be seen by using the method of characteristics [29] for solving Eq.
(2.79) at K = 0 and c = 0.5 which leads to solving the Hamilton equations

ẋ = v , v̇ = −x . (2.88)

The period for one revolution is T = 2π(E1−E0) = 2π, which is also confirmed by the simulation
in terms of the temporal error margin. The reader should also be able to see that the integral
along any vertical or horizontal line in these Figs. gives a positive result, since the negative region
is always surrounded by a compensating positive part such that the marginals, as expressed in Eq.
(2.25), are probabilities. The contour line at W = 0 close to the boundaries shows patterns which
are not present in the analytical solution. They are caused by the numerical error fluctuations,
see Fig. 2.19, since the magnitude of the Wigner function in that region becomes comparable to
the numerical error.

2.3.3 Convergence

Based on the work in Ref. [70], one can calculate the exact Wigner transform Wex of any
wave function Ψ(t, ~x) expanded in Hermite functions. We shall use this formula to calculate the
Wigner transform for an eigenstate Ψn(t, x) of the harmonic oscillator and compare our results
for different numbers of basis functions N and spatial resolutions 1/δx. It is important to note
that the exact Wigner function of an eigenstate for K = 0, c = 0.5 and d = 1 is given by Laguerre
polynomials through

Wn(x, v) =
(−1)n

π
Ln[2(x2 + v2)]e−x

2−v2 , (2.89)

Ln(y) ≡ 1

n!

(
d

dx
− 1

)n
xn , (2.90)

26



2.3 Simulation

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

−3 −2 −1 0 1 2 3

ρ

x

t = 0
t = 0.63
t = 1.25
t = 1.88
t = 2.51
t = 3.13

Figure 2.13: Temporal evolution of the probability density for the harmonic potential (c = 0.5,
K = 0), ρΨ (solid lines) and ρW (points) for Ψ = (Ψ0 + Ψ1)/

√
2 using N = 16

Hermite basis functions.

-3 -2 -1 0 1 2 3
-3
-2
-1

0
1
2
3

-0.1
0

0.1
0.2
0.3

W

x

v

W -0.2
-0.1
0
0.1
0.2
0.3

Figure 2.14: Wigner function for the harmonic potential (c = 0.5, K = 0) at t = 0 for the
superposition Ψ = (Ψ0 + Ψ1)/

√
2 using N = 16 Hermite basis functions; contour

lines at W = 0 (white) and W = ±0.025 (black/gray).
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Figure 2.15: Wigner function for the harmonic potential (c = 0.5, K = 0) at t = 1.25 for the
superposition Ψ = (Ψ0 + Ψ1)/

√
2 using N = 16 Hermite basis functions; contour

lines at W = 0 (white) and W = ±0.025 (black/gray).
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Figure 2.16: Wigner function for the harmonic potential (c = 0.5, K = 0) at t = 2.51 for the
superposition Ψ = (Ψ0 + Ψ1)/

√
2 using N = 16 Hermite basis functions; contour

lines at W = 0 (white) and W = ±0.025 (black/gray).
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Figure 2.17: Wigner function for the harmonic potential (c = 0.5, K = 0) at t = 3.76 for the
superposition Ψ = (Ψ0 + Ψ1)/

√
2 using N = 16 Hermite basis functions; contour

lines at W = 0 (white) and W = ±0.025 (black/gray).
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Figure 2.18: Wigner function for the harmonic potential (c = 0.5, K = 0) at t = 5.01 for the
superposition Ψ = (Ψ0 + Ψ1)/

√
2 using N = 16 Hermite basis functions; contour

lines at W = 0 (white) and W = ±0.025 (black/gray).
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which does not give a finite expansion into Hermite functions in v. The deviation of our results
from the analytical solution after one period is shown in Fig. 2.19. We observe that the error is
of the order of 10−4 and its magnitude is rather homogeneously distributed. The three sources
of it are the finite discretization δx, the limited expansion in N velocity functions and the non-
exact boundary condition. In practice, one expects the former to have the biggest impact on the
accuracy, if the basis functions are properly chosen for the problem and the magnitude of the
pure quantum states decays sufficiently fast (exponentially) for large |x|. It is hard to say how
one makes an educated choice for the basis functions before actually trying them in a practical
simulation. The Wigner functions that correspond to the decaying eigenstates will also decay
exponentially for large |v| or |x|. This means that employing periodic boundary conditions is
causing an error that decreases exponentially for larger simulation domains. One should choose
the size such that the magnitude of the Wigner function is below the desired error. In Fig. 2.20
we show the convergence of the second order accurate method by looking at the error

∆ ≡
√

1

NxNv

∑
i,j

|∆W (xi, vj , t)|2 , (2.91)

∆W (xi, vj , t) ≡W (xi, vj , t)−Wex(xi, vj , t) , (2.92)

for periodic boundary conditions in real-space and a domain size x ∈ [−5, 5]. The error is
evaluated by choosing the same momentum- and space-grid. The domain size is chosen such
that boundary effects do not significantly influence the error in the convergence analysis, since
W (t,±5, v) ∼ O(10−10). Looking at Fig. 2.20, we observe that the second order convergence
can only be verified for sufficiently many basis functions (here: N = 32). This behavior is caused
by a total error that is composed by the discretization of time and real-space as well as the
approximation of the Wigner function with a finite number of basis functions in momentum-
space. Therefore, we expect ∆ to saturate for a fixed resolution and an increasing number of
basis functions, or in the opposite scenario, which can be deduced from Fig. 2.20 for N = 16.
Furthermore, in Fig. 2.21 we show the long-term error evolution during the simulation of the
harmonic oscillator for two full revolutions. We observe a similar behavior for both methods
with a slight advantage for the plane wave basis.
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Figure 2.19: Local error of the Wigner function for the harmonic potential (c = 0.5, K = 0) at
t = 6.28 and the superposition Ψ = (Ψ0 + Ψ1)/

√
2 with N = 16, δx = 1/50.
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Figure 2.20: Convergence analysis of the harmonic Wigner function after t = 2π with respect to
δx and N ∈ {8, 16, 32} from top to bottom. The dotted line should serve as a visual
aid for the reader to see that the convergence is indeed of second order.
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Figure 2.21: Error evolution of the Wigner function for the harmonic potential (c = 0.5, K = 0)
and the superposition Ψ = (Ψ0 + Ψ1)/

√
2 using N = 16 Hermite functions (solid)

or N = 16 plane waves (dashed) and δx = 1/50.
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2.3.4 Anharmonic oscillator

For an anharmonic potential c = 0.5 and K > 0 we approximate the eigenstates Ψ
(an)
n by a

superposition of Nb harmonic eigenstates, i.e.

Ψ(an)
n (t, x) ≈ e−ıtE

(an)
n

Nb∑
k=0

c
(n)
k Ψk(x) . (2.93)

Then we determine the coefficient vector ~c(n) by diagonalizing the matrix representation of the
anharmonic Hamilton operator. This works very well for moderate anharmonicities, but becomes
very costly for K > 10−3, as can be seen in Figs. 2.22 and 2.23. In addition, one also observes
that, as expected, the ground state converges faster than the first excited state.

The simulation is run with the second order accurate method for periodic boundary conditions
at x = ±3.5 with a spatial resolution of 1/δx = 50. The result for the spatial probability evolution
is shown in Fig. 2.24, where we observe a good agreement with the wave function dynamics. In
Figs. 2.25-2.29 we show the Wigner function evolution together with the contour lines at W = 0

and W = ±0.025. They depict a “rotation” with a smaller period Tan = 2π/(E(an)
1 −E(an)

0 ) < 2π.
In this case it is not a rigid rotation, since the Wigner function gets compressed in position- and
broadened in momentum-space due to the larger potential and the particle number conservation.
The contour line at W = 0 close to the boundaries shows again the numerical error fluctuations,
since the magnitude of the Wigner function in that region becomes comparable to the numerical
error. In Fig. 2.30 we show a comparison of the long-term error evolution of two full revolutions
using our method with Hermite basis functions and the method of Ref. [4] using the plane
wave basis functions. The comparison was made using the “exact” Wigner function calculated
from the approximated eigenstate evolution in the Schrödinger equation. One observes a similar
behavior for both methods with a slight advantage for the Hermite basis in the long-term run.
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Figure 2.22: Convergence of eigenstate coefficient vector for ground and first excited states of the
anharmonic potential (c = 0.5, K = 0.001) up to double precision.
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Figure 2.23: Convergence of eigenstate coefficient vector for ground and first excited states of the
anharmonic potential (c = 0.5, K = 0.5) up to double precision.
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Figure 2.25: Wigner function for the anharmonic potential (c = 0.5, K = 0.5) at t = 0 for the

superposition Ψ = (Ψ
(an)
0 + Ψ
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1 )/

√
2 using Nb = 150, and N = 16 Hermite basis

functions; contour lines at W = 0 (white) and W = ±0.025 (black/gray).
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Figure 2.26: Wigner function for the anharmonic potential (c = 0.5, K = 0.5) at t = 0.77 for the

superposition Ψ = (Ψ
(an)
0 + Ψ

(an)
1 )/

√
2 using Nb = 150, and N = 16 Hermite basis

functions; contour lines at W = 0 (white) and W = ±0.025 (black/gray).
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Figure 2.27: Wigner function for the anharmonic potential (c = 0.5, K = 0.5) at t = 1.54 for the

superposition Ψ = (Ψ
(an)
0 + Ψ
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1 )/

√
2 using Nb = 150, and N = 16 Hermite basis

functions; contour lines at W = 0 (white) and W = ±0.025 (black/gray).
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Figure 2.28: Wigner function for the anharmonic potential (c = 0.5, K = 0.5) at t = 2.23 for the

superposition Ψ = (Ψ
(an)
0 + Ψ

(an)
1 )/

√
2 using Nb = 150, and N = 16 Hermite basis

functions; contour lines at W = 0 (white) and W = ±0.025 (black/gray).
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Figure 2.29: Wigner function for the anharmonic potential (c = 0.5, K = 0.5) at t = 3.09 for the

superposition Ψ = (Ψ
(an)
0 + Ψ

(an)
1 )/

√
2 using Nb = 150, and N = 16 Hermite basis

functions; contour lines at W = 0 (white) and W = ±0.025 (black/gray).
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Figure 2.30: Error evolution of the Wigner function for the anharmonic potential (c = 0.5,
K = 0.01) and the superposition Ψ = (Ψ0 + Ψ1)/

√
2 using Nb = 70 Hermite basis

functions to approximate the eigenstate, with N = 16 Hermite functions (solid) or
N = 16 plane waves (dashed) and δx = 1/50.
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2.3.5 Morse potential

For a more physical example, we simulate the time-evolution of the Wigner quasi-probability
distribution for bounded states of the Morse potential

V (x) ≡
(
1− e−x

)2
, (2.94)

ε = 1 , (2.95)

B ≡ ml2De

~2
≡ λ2

2
, (2.96)

z ≡ 2λe−x , (2.97)

eigenfunctions

ψλ,n(t, z) =

√
n!(2λ− 2n− 1)

Γ(2λ− n)
zλ−n−1/2e−z/2L2λ−2n−1

n (z)eıtEλ,n , (2.98)

and eigenenergies

Eλ,n ≡
2λ(n+ 1/2)− (n+ 1/2)2

2
, (2.99)

from Ref. [54], centered around the equilibrium distance xe = 0 with De as well depth, l as
length scale and Lαn as generalized Laguerre polynomial

Lαn(z) ≡ z−αez

n!

dn

dzn
(
zα+ne−z

)
. (2.100)

We use an Hermite basis together with the second-order accurate method, periodic boundaries
at x = −2.5 and x = 5.5, and a spatial resolution of 1/δx = 50 to evolve the Wigner function of

the superposition of ground and first excited state, |ψ〉 =
|ψλ,0〉+|ψλ,1〉√

2
. In Fig. 2.31 the evolution

of the probability density in comparison to the evolution according to the Schrödinger equation.
One observes a very good agreement. In Figs. 2.32-2.36 one can see the evolution of the Wigner
function together with contour lines at W = 0 and W = ±0.025. We observe the formation of
a negative region and its shielding through the positive areas of the Wigner quasi-probability
distribution. The period of one revolution Tmorse = 2π

Eλ,1−Eλ,0 = 2π
λ−1 depends on the effective

potential depth, λ = 3 in our example. The contour line at W = 0 highlights the expected ripples
in the beginning and later shows again the numerical error fluctuations close to the boundaries,
since in this region the magnitude of the Wigner function becomes comparable to the error,
which is O(10−4). The error was estimated by comparing the initial and final Wigner function
of one revolution.

2.3.6 Double well potential

To study tunneling effects, we simulate the time-evolution of the Wigner function for “bounded”
states of a one-dimensional double well potential V (x) = cx2 + Kx4, cf. Fig. 2.37, with the
second order accurate method, periodic boundary conditions at x = ±4 and spatial resolution
1/δx = 50. We call a state bounded if its eigenenergy is smaller than zero and hence below
the potential barrier around x = 0. Taking again the Hermite basis to approximate the ground
and first excited state as in Eq. (2.93), we show in Fig. 2.38 the evolution of the probability
density in comparison to the evolution according to Schrödinger’s equation. The agreement is
very good. In Figs. 2.39-2.43 one can see the evolution of the Wigner function for the tunneling
of the state through the potential barrier together with contour lines at W = 0 and W = ±0.025.
The error during the revolution is at most O(10−4), as can be seen in Fig. 2.44. In addition, one
observes by looking at the contour line for W = −0.025 the appearance of ripples and valleys
in the front and the back of the positive quasi-probability density during the tunneling process
of the particle through the potential barrier, which indicate the non-classical behavior in the
corresponding coordinate space. The contour line at W = 0 close to the boundaries shows again
the numerical error fluctuations in regions where the magnitude of the Wigner function becomes

comparable to the numerical error. The period of the revolution Tmh = 2π/(E(mh)
1 −E(mh)

0 )� 2π
is much larger than the one for a harmonic oscillator. In addition to the probability density and
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Figure 2.31: Temporal evolution of the probability density for the Morse potential (λ = 3.0), ρΨ

(solid lines) and ρW (points) for Ψ = (Ψλ,0 + Ψλ,1)/
√

2 using N = 32 Hermite basis
functions.
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Figure 2.32: Wigner function for the Morse potential (λ = 3.0) at t = 0 for the superposition
Ψ = (Ψλ,0+Ψλ,1)/

√
2 using N = 32 Hermite basis functions; contour lines at W = 0

(white) and W = ±0.025 (black/gray).
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Figure 2.33: Wigner function for the Morse potential (λ = 3.0) at t = 0.63 for the superposition
Ψ = (Ψλ,0+Ψλ,1)/

√
2 using N = 32 Hermite basis functions; contour lines at W = 0

(white) and W = ±0.025 (black/gray).
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Figure 2.34: Wigner function for the Morse potential (λ = 3.0) at t = 1.26 for the superposition
Ψ = (Ψλ,0+Ψλ,1)/

√
2 using N = 32 Hermite basis functions; contour lines at W = 0

(white) and W = ±0.025 (black/gray).
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Figure 2.35: Wigner function for the Morse potential (λ = 3.0) at t = 1.89 for the superposition
Ψ = (Ψλ,0+Ψλ,1)/

√
2 using N = 32 Hermite basis functions; contour lines at W = 0

(white) and W = ±0.025 (black/gray).
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Figure 2.36: Wigner function for the Morse potential (λ = 3.0) at t = 2.51 for the superposition
Ψ = (Ψλ,0+Ψλ,1)/

√
2 using N = 32 Hermite basis functions; contour lines at W = 0

(white) and W = ±0.025 (black/gray).
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the Wigner function, we have also analyzed the spread of the Wigner function in phase space by
measuring the expectation values

(∆x2)(∆v2) ≡ 〈(x̂− 〈x̂〉)2〉〈(v̂ − 〈v〉)2〉 (2.101)

=
(
〈x2〉W − 〈x〉2W

) (
〈v2〉W − 〈v〉2W

)
, (2.102)

Cov(x, v) ≡
(

1

2
〈x̂v̂ + v̂x̂〉 − 〈x̂〉〈v̂〉

)
/(∆x∆v) (2.103)

=
〈xv〉W − 〈x〉W 〈v〉W√

〈x2〉W − 〈x〉2W
√
〈v2〉W − 〈v〉2W

, (2.104)

where 〈f(x, v)〉W ≡
∫

dxdv f(x, v)W . The first quantity measures the well-known standard
deviation of a quantum state in coordinate and momentum space that fulfills Heisenberg’s un-
certainty principle ∆x∆v ≥ ε

2 . In Fig. 2.45 we show the coordinate and momentum uncertainty
in the form of rectangles, i.e. the width, height and area correspond to ∆x, ∆v and ∆x∆v,
respectively. In that way, one can see that the standard deviation in position measurements
mainly contributes to the uncertainty and its temporal change. The second quantity Cov(x, v)
is the covariance between the coordinate and momentum variable in the corresponding Wigner
function normalized with the standard deviations, such that |Cov(x, v)| ≤ 1. The evolution of
these expectation values is shown in Fig. 2.46. One observes a periodic behavior with T = Tmh/2
and finds the maximum uncertainty ∆x∆v exactly when the peak of the spatial probability den-
sity tunnels through the potential barrier in the middle of the double well potential. In contrast
Cov(x, v) behaves similar to the first temporal derivative of the uncertainty.
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Figure 2.37: Double well potential (c = −0.4, K = 0.05) and probability density of ground and

first excited states displaced from 0 by E(mh)
0 = −0.310 (dashed horizontal line) and

E(mh)
1 = −0.173 (dotted horizontal line) for Nb = 86 Hermite basis functions.

2.4 Final remarks

With the intention to systematically study quantum corrections to
We have developed a semi-spectral simulation method for the time-evolution of the Wigner

quasi-probability distribution that uses a spectral-decomposition of the distribution into arbitrary
basis functions of L2(Rd) in momentum-space, which transforms the original partial differential
equation into an infinite-dimensional set of advection-reaction equations.

There are various other numerical approaches, such as finite differences [55, 97], Fourier spectral
collocation [132, 4], deterministic particle [122, 187], and Monte-Carlo [151, 152]. The last two
methods are not very accurate compared to the spectral methods but they make simulations in
higher dimensional phase space feasible. The method of finite differences although the easiest to
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Figure 2.38: Temporal evolution of the probability density for the double well potential (c = −0.4,

K = 0.05), ρΨ (solid lines) and ρW (points) for the superposition Ψ = (Ψ
(mh)
0 +

Ψ
(mh)
1 )/

√
2 using Nb = 86, and N = 32 Hermite basis functions.
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Figure 2.39: Wigner function for the double well potential (c = −0.4, K = 0.05) at t = 0 for the
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Figure 2.40: Wigner function for the double well potential (c = −0.4, K = 0.05) at t = 9.16 for

the superposition Ψ = (Ψ
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0 + Ψ
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√
2 using Nb = 86, and N = 32 Hermite

basis functions; contour lines at W = 0 (white) and W = ±0.025 (black/gray).
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Figure 2.41: Wigner function for the double well potential (c = −0.4, K = 0.05) at t = 18.3 for

the superposition Ψ = (Ψ
(mh)
0 + Ψ
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1 )/

√
2 using Nb = 86, and N = 32 Hermite

basis functions; contour lines at W = 0 (white) and W = ±0.025 (black/gray).
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Figure 2.42: Wigner function for the double well potential (c = −0.4, K = 0.05) at t = 27.5 for

the superposition Ψ = (Ψ
(mh)
0 + Ψ
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1 )/

√
2 using Nb = 86, and N = 32 Hermite

basis functions; contour lines at W = 0 (white) and W = ±0.025 (black/gray).
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Figure 2.43: Wigner function for the double well potential (c = −0.4, K = 0.05) at t = 36.7 for

the superposition Ψ = (Ψ
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√
2 using Nb = 86, and N = 32 Hermite

basis functions; contour lines at W = 0 (white) and W = ±0.025 (black/gray).
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implement has the highest computational cost increase for an increase in accuracy, due to the
discretization of an at least two dimensional domain. Spectral methods offer the advantage of
working only with coefficients of basis functions which allows much more flexibility and depending
on the basis choice less computational costs for an increase in accuracy compared to the finite
difference method. However, simulations of particles in 3 dimensions are still challenging with
this approach. We open the technique described in Refs. [132, 4] to arbitrary basis functions
φn(~p) of L2(Rd) in momentum-space and reveal the underlying mathematical structure of the
resulting infinite-dimensional set of reaction-advection equations.

The disadvantage of an arbitrary basis choice is the higher computational cost of O(N2)
compared to O(N logN) for a Fourier basis, since the pseudo-differential operator is diagonal
for this basis choice and the basis change can be performed using the fast Fourier transform,
as shown in Refs. [4, 132]. However, if one only considers momentum-derivatives up to order
Nλ � N and an explicit scheme such as fourth order Runge-Kutta is used, the computational
cost also scales like O(N) [150]. Employing a more general basis we assume that the higher
computational costs of our method, O(N2), compared to O(N logN) for the spectral Fourier
decomposition are outweighed by a smaller number N of basis functions to obtain the same
order of accuracy through focusing the computational effort to regions of interest. In addition,
the artificial periodization of the Wigner distribution in momentum-space, caused by the plane
wave approximation, lives in a different function space than the original Wigner function, thus
giving rise to unphysical self-interactions at the domain boundaries [154]. These basis functions
are also not well suited to the simulation of structures that are strongly localized in momentum-
space, such as particles in periodic potentials, cf. [93], since this would require a very large
number of such functions. In addition, a practical comparison has shown that for simulations
of at most N = 32 basis functions, the direct matrix-vector multiplication is about 25% faster
than using the fast Fourier transform. The CPU time for the time evolution of one revolution for
the harmonic Wigner function, using the second-order accurate method with N = 32 Hermite
basis functions and a spatial resolution 1/δx = 100, i.e. 700 grid points and 4558 time-steps,
is approximately 7.92 s using a single core of a 3 GHz Intel(R) Core(TM)2 Quad CPU Q9650
processor.

For the numerical treatment, we introduce a cutoff in the expansion, which makes the system
finite-dimensional, and split the operators for the reaction and advection part so as to apply
them sequentially to the distribution function. We demonstrate that, due to the skew-hermitian
symmetry of the matrix representation of the pseudo-differential operator (Lie algebra), the
action of the forcing or reaction operator (Lie group) is a unitary rotation, which stabilizes the
simulation even for strongly varying potentials compared to other explicit methods, such as Euler
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or RK4 [110]. The advection or streaming part can be handled by many numerical approaches
from computational fluid dynamics, such as flux vector splitting [161], Godunov, finite volume
or finite element [110]. Here, we have chosen a flux-vector splitting for the validation of our
method by simulating a single, non-relativistic, spinless particle subject to a one-dimensional
(an-)harmonic, double well or Morse potential with Hermite basis functions. Having the exact
Wigner function of the harmonic oscillator, we verified the second-order convergence of the
method and also demonstrated its applicability to non-classical dynamics in the case of strong
anharmonicities and tunneling phenomena.

In order to simulate nanoscale semiconductors with this method one employs the standard
approach, i.e. working in the mean-field approximation and reducing the Wigner evolution
through symmetry considerations to effectively one or two dimensions in real- and momentum-
space, see Ref. [90] for further details. For the simulation of particles with spin, one can use
the technique shown in Ref. [113] to develop a spin-dependent Wigner simulation. To reduce
the computational costs for these extensions one can check the stability of different numerical
procedures, such as RK4, to handle the reaction part of the equation system.

As future work, one may want to study phase transitions in open quantum systems, the effects
of scattering (“quantum Boltzmann equation”), for example in the case of electrons and phonons
in semiconductor devices, the effects of boundary conditions, cf. Ref. [55], and stochastic
perturbations. It is especially important for our simulations to tackle the dynamics of the
quantum many-particle thermal distributions [17], such as Fermi-Dirac or Bose-Einstein through
the Wigner evolution, since this is where the true advantage of this perspective lies compared to
the wave function formalism. Furthermore, one can analyze the influence of decoherence on the
topology of the Wigner function in two dimensions, cf. Ref. [162].
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A mind is like a parachute. It
doesn’t work if it is not open.

Frank Zappa

Open quantum systems are another newly developing field of research for which the Wigner
formalism can be useful due to its symmetry between position and momentum, which often allows
an easier implementation of open, macroscopic boundaries, see Ref. [91]. In addition, nowadays
there is a big community of scientists who believe that the emergence of classical behavior or
the collapse of the wave function is a consequence of the interaction between the described
quantum system and its often macroscopic environment or the measurement apparatus [193],
which represents the measurement by the operator Ô. This interaction causes the decoherence in
the quantum system, which hinders the observation of superpositions and leads to Born’s rule of
a probabilistic interpretation, i.e. the probability of finding a quantum state |ψ〉 in the eigenstate
|k〉 and hence measuring the value 〈k|Ô|k〉 is given by 1 ≥ |〈ψ|k〉|2 ≥ 0. This assumes of course
that the involved states are normalized. Inspired by the idea of mimicking the measurement on
a quantum system through a decoherence process to target specific eigenstates based on Born’s
law, i.e. the hierarchy of probabilities instead of the hierarchy of eigenvalues, we transform a
Lindblad equation for the reduced density operator into a non-linear Schrödinger equation to
obtain a computationally feasible simulation of the decoherent dynamics in the open quantum
system. This gives the opportunity to target the eigenstates which have the largest L2 overlap
with an initial superposition state and hence more flexibility in the selection criteria. One can
use this feature for instance to approximate eigenstates with certain localization or symmetry
properties. As an application of the theory we discuss eigenstate towing, which relies on the
perturbation theory to follow the progression of an arbitrary subset of eigenstates along a sum of
perturbation operators with the intention to explore for example the effect of interactions on these
eigenstates. The easily parallelizable numerical method shows an exponential convergence and
its computational costs scale linear for sparse matrix representations of the involved Hermitian
operators.

Our initial goal is to investigate the dynamics of the Wigner function in quantum systems
which are coupled to an environment and thereby study the effects of measurements on the
quantum phase space evolution, see Ref. [100]. The next question is whether we can leverage
this knowledge numerically to learn more about the quantum system, and more specifically about
the possible outcomes (eigenvalues) and resulting quantum states (eigenstates) of a measurement
represented by a certain observable. A quantum mechanical superposition is different from a
statistical ensemble (perfectly mixed state), although the difference may not be observable in
one particular measurement. In the former the system is indeed in all of the superposed quantum
states at the same time, which means it is objectively impossible to determine in which, whereas
in the latter the system is in one and only one state of the mixture. The observer just does
not know in which. The second case is interpreted as classical uncertainty, whereas in the first
case one can construct paradoxa such as the famous thought experiment of Schrödinger’s cat
[146], and we may call it quantum uncertainty. To arrive at a computationally feasible algorithm
we derive an evolution equation which trades the higher-dimensional Wigner or density matrix
formulation for a non-linear Schrödinger equation and enables the design of a simulation scheme
that shows an exponential convergence to the eigenstate, which is the most probable outcome of
a certain measurement on the initial quantum system.

We are proposing a decoherence based approach, modeled by a Lindblad equation, which makes
use of Born’s law. In section 3.3 we shall show that the only stable equilibria of the dynamics are
given by the eigenstates and demonstrate the exponential convergence to one of the eigenstates
contained in the input superposition, which is usually the one with the highest probability. This
allows us to target eigenstates that maximize the L2 overlap with a predefined function.
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Furthermore, in section 3.4 an application of the dynamics, that we would describe as eigen-
state towing, is discussed. The goal of the method is to follow the progression of an arbitrary
subset of eigenstates along a perturbation strength increase. It makes use of perturbation the-
ory [147], which ensures the collapse of the unperturbed eigenstate into the same eigenstate
after an infinitesimal perturbation. This enables us to avoid any communication between the
computations for different eigenstates, because each one will converge independent of the others
and a parallel implementation is achievable. It should be mentioned that also other methods in
quantum chemistry can approximate lower eigenstates in parallel, see Refs. [160, 65]. However,
the method in Ref. [160] relies on an information exchange between the different computations
to avoid the convergence to eigenstates with smaller eigenvalues. In section 3.5 we propose the
(semi-)implicit Crank-Nicholson method for a specific numerical implementation, that is used in
section 3.6 to analyze an example of an excited-state quantum phase transition in the Jaynes-
Cummings model [88, 172, 128]. This problem also serves to compare our algorithm, in section
3.7, with one of the fastest LAPACK algorithms for determining eigenvectors and -values of tridi-
agonal symmetric matrices [37], the multiple relatively robust representations (MRRR) algorithm
[41, 42].

3.1 Density operator

Motivated by Refs. [101, 43, 175] we have realized the potential application behind “quantum
state engineering” for the extraction of desired quantum states of a given isolated quantum
system. An important restriction is that these states must be distinguishable by at least one
operator-measurement. However, this requirement is in practice irrelevant, since quantum states
which cannot be discriminated by any measurement are by definition indistinguishable and hence
with respect to the information content we do not need to worry about finding only a subset of
them.

We assume a finite set of commuting self-adjoint operators {Ôj}j∈J with discrete spectra on
the Hilbert space H. From the spectral theorem [137] we know there exists a common complete
eigenbasis {|ψ~a〉}~a∈A for this set that spans the whole Hilbert space, i.e. ∀I ⊆ J(∏

i∈I
Ôi

)
|ψ~a〉 =

(∏
i∈I

ai

)
|ψ~a〉 , (3.1)

and ∀|ψ〉 ∈ H
|φ〉 =

∑
~a∈A

b~a|ψ~a〉 , with b~a ∈ C . (3.2)

The operators form an Abelian group such that a common eigenbasis for all of them exists.
The usage of more than one Hermitian operator serves the purpose of fine-tuning the targeting
of a specific eigenstate in the basis by lifting potential degeneracies in the spectrum. As an
example one can think of the bound eigenstates of the hydrogen atom which can be labeled

by their eigenenergy measured by Ĥ, the total angular momentum observable by |~̂J|2 and its
z-component measurable by Ĵz. In an attempt to model the quantum mechanical measurement
process and mimic the collapse of the wave function, in analogy to the ideas expressed in Ref.
[179], we employ the Lindblad equation for the density operator

∂tρ̂(t) =
∑
j∈J

[
[Ôj , ρ̂(t)], Ôj

]
, (3.3)

= −
∑
j∈J

(
Ô2
j ρ̂(t) + ρ̂(t)Ô2

j − 2Ôj ρ̂(t)Ôj

)
, (3.4)

where we used the observables as Lindblad operators. For a comprehensive summary of the
theory of the Lindblad equation the interested reader may consult Ref. [138]. One can interpret
this dynamics as a continuous measurement on a quantum system which was at the beginning of
the process in the pure state ρ̂(0) = |φ〉〈φ| and whose expectation value does not change through
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this interaction

∂t〈Ôk〉(t) = Tr
[
Ôk∂tρ̂

]
(3.5)

= 2Tr
[
Ô2
kρ̂Ôk

]
− Tr

[
Ô3
kρ̂
]
− Tr

[
Ôkρ̂Ô2

k

]
(3.6)

= 0 . (3.7)

However, we would like to point out that it is still unknown how the measurement process in
quantum mechanics exactly works, giving rise to different interpretations of quantum mechanics,
see Ref. [145], and that here we are using a decoherence based approach to model it. To better
understand the evolution in Eq. (3.4), we look at the temporal change of the coefficients of the
density operator in the eigenbasis representation of our operator set, which reads

ρ̂(t) =
∑

~a,~a′∈A

c~a,~a′(t)|ψ~a〉〈ψ~a′ | , (3.8)

∂tc~a,~a′ = −|~a− ~a′|2c~a,~a′(t) , (3.9)

c~a,~a′(0) = b~ab
∗
~a′ . (3.10)

The dynamics are purely decoherent, i.e. that expectation values with respect to the operators Ôj

are unchanged and only off-diagonal elements in the chosen representation decay exponentially
which in the infinite-time limit results in a fully classical mixture

ρ̂(t) =
∑

~a,~a′∈A

e−|~a−~a
′|2tb~ab

∗
~a′ |ψ~a〉〈ψ~a′ | , (3.11)

lim
t→∞

ρ̂(t) =
∑
~a∈A

|b~a|2|ψ~a〉〈ψ~a| , (3.12)

which means that all the quantum correlations have vanished and there is only a statistical
ensemble of quantum states, i.e. the system is in a mixed state with classical probabilities.

The obtained quantum state of the system is purely classical with respect to the desired set
of states {|ψ~a〉}~a∈A and |b~a|2 represents the probability of finding the system in the state |ψ~a〉 in
analogy to Born’s rule. Consequently, the process can be imagined as the quantum-to-classical
transition, where the resulting states are prepared or chosen through the set of operators which
are used for the Lindblad dynamics in Eq. (3.4). However, the probability for finding a certain
state of the set is pre-determined by the initial quantum state |φ〉.

For the extraction of a certain eigenstate |ψ~a〉 we assume that we have initially chosen the
state |φ〉 such that |b~a|2 > |b~a′ |2 ∀~a′ 6= ~a. If we have obtained the steady state density matrix,
we can use the power iteration method [176] and easily extract the eigenstate with the highest
probability. The k-th application of the iteration procedure will give

|φk〉 =

(∑
~a′∈A

|b~a′ |3keıθ~a′ |ψ~a′〉

)
/

(∑
~a′′∈A

|b~a′′ |6
)k/2

, (3.13)

≈ eıθ~a |ψ~a〉+
∑
~a′ 6=~a

(
|b~a′ |
|b~a|

)3k

eıθ~a′ |ψ~a′〉 . (3.14)

Therefore, the better one prepares the initial state to find a certain eigenstate the faster will be
the cubic convergence.

Another perspective on the problem is also that we are trying to find the eigenvector to the
largest eigenvalue of the steady state density matrix, since each wave function is a vector in the
Hilbert space. With this additional insight it is clear that the power iteration method is not the
only possibility to find the eigenstate. One can also use more advanced algorithms, such as the
Lanczos method [103].

3.1.1 Error analysis

A natural question, which has not been answered yet, is: How is the resulting approximation
of the eigenstate affected if one only uses a numerical approximation of the steady density
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matrix. To answer this question, we write the numerically approximated steady density matrix
as ˆ̃ρ = ρ̂∞ + δρ̂. Then, the eigenvalues and eigenvectors of this system are

|b̃~a|2 = |b~a|2 + 〈ψ~a|δρ̂|ψ~a〉+O(δ2) , (3.15)

|ψ̃~a〉 = |ψ~a〉+
∑
~a′ 6=~a

〈ψ~a′ |δρ̂|ψ~a〉
|b~a|2 − |b~a′ |2

|ψ~a′〉+O(δ2) . (3.16)

For further details on the calculation see Ref. [173]. It is important to note that a good ap-
proximation of the desired eigenstate with the initial state can significantly reduce the numerical
error of the procedure.

The second source of error comes from the numerical algorithm which is used to approximate
the eigenstate and eigenvalue. Hence it depends on the detailed method which is employed for
this task and needs to be evaluated individually.

3.2 Wigner-Lindblad

Based on our findings in the previous section, we shall elaborate on the Wigner formulation of the
described decoherence dynamics in Eq. (3.4). Thereby, we shall heavily make use of the formulas
and definitions in chapter 2. In general, we are going to work with dimensionless operators x̂j
and v̂k that fulfill the commutation relation

[x̂j , v̂k] = ıε . (3.17)

The “effective Planck’s constant” ε measures the ratio between the quantum scale ~ and the
typical momentum (ps) as well as spatial (qs) length scales of the system, i.e.

ε =
~
qsps

. (3.18)

To get a better grasp on the typical magnitude of this quantity, we take the hydrogen atom, where

qs = a0 = 4πε0~2

mee2
and ps =

√
me|E0| = 2−1/2 mee

2

4π~ε0 , such that we obtain ε =
√

2 ∼ O(1). For these
type of quantum systems it is hence not reasonable to perform a (semi-)classical approximation
by neglecting higher order terms of ε in the expansion. Depending on the quantum mechanical
problem, one might choose different canonical operators, see for example the operators for spin
systems [44]. However, for demonstration purposes we stick to the operators of (scaled) real-
and momentum-space.

The transformation of the Lindblad equation is done with the dimensionless operators {Âi}i∈I
and undertaken to enable the application of a Wigner Monte-Carlo simulation and (semi-)classical
approximations of eigenstates for the quantum mechanical problem of interest. Thereby, the
commutator needs to be replaced by the Moyal bracket [118], an extension of the Poisson bracket,
which can be expanded around the effective Planck’s constant ε. For the replacement of the
commutator one can write

1

ıε

[
Â, B̂

]
→ {{A,B}}(~x,~v) , (3.19)

where A(~x,~v) is the Wigner transform of the operator Â, based on the Wigner map introduced
in the second section of the previous chapter.

The bracket can be expressed in differential and integral form. The differential form, is written
as

{{A,B}}(~x,~v) =
2

ε
A(~x,~v) sin

[ ε
2

(←−
∂ xk
−→
∂ vk −

←−
∂ vk
−→
∂ xk

)]
B(~x,~v) , (3.20)

whereas the (Fourier) integral form reads

{{A,B}}(~x,~v) =
2

π2ε

∫
R4d

d~v1d~v2d~x1d~x2 A(~x+ ~x1, ~v + ~v1)B(~x+ ~x2, ~v + ~v2)

× sin

[
2

ε
(~x1 · ~v2 − ~x2 · ~v1)

]
. (3.21)
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The sinus-operator can be understood in its summation representation, i.e.

sin
[ ε

2

(←−
∂ xk
−→
∂ vk −

←−
∂ vk
−→
∂ xk

)]
=
∑
l=0

(−1)l

[
ε
2

(←−
∂ xk
−→
∂ vk −

←−
∂ vk
−→
∂ xk

)]2l+1

(2l + 1)!
, (3.22)

and by noting that the arrow above the differential operator indicates if it acts on A (left) or B
(right). This formulation requires the Wigner maps of the operators to be differentiable. If this
is not fulfilled one needs to use the integral representation. The advantage of this approach is
that it enables a systematic (semi-)classical approximation of quantum mechanical eigenstates
in the effective Planck’s constant by making a Taylor expansion around ε ≈ 0 up to a certain
order.

Consequently, the Lindblad equation in the Wigner formulation is

˙̂ρ =
∑
i∈I

[
[Âi, ρ̂(t)], Âi

]
→ ∂tW = ε2

∑
i∈I
{{({{W,Ai}}),Ai}} . (3.23)

As mentioned in Refs. [96, 71], looking at how the negative features diminish over time is a
measure of decoherence. One may hope that such a Wigner distribution is closer to a proper
probability distribution and hence more accessible by traditional numerical techniques from sta-
tistical mechanics, which would include formost the Monte-Carlo method.

3.2.1 Hamilton operator

Assuming we are only dealing with a single measurement, namely the dimensionless Hamilton

operator Ĥ = ~̂v2

2 +V (~̂x), then we find for the Wigner evolution subject to the Lindblad equation

∂tW =
(
~v · ~∇x −Θ[V ]

)2

W . (3.24)

The action of the operator Θ[V ] can be written as differential,

Θ[V ]W = −B
∑

|λ|∈Nodd

(ıε/2)|λ|−1 1

λ!

(
Dλ
xV
) (
Dλ
vW

)
, (3.25)

or integral operator,

Θ[V ]W =
ıB

ε

∫
Rd

d~η δV (t, ~x, ~η)W̃ (t, ~x, ~η)e−ı~η·~v , (3.26)

δV (t, ~x, ~η) ≡ V
(
t, ~x+

ε

2
~η
)
− V

(
t, ~x− ε

2
~η
)

, (3.27)

W̃ (t, ~x, ~η) ≡ 1

(2π)d

∫
Rd

d~v W (t, ~x,~v)eı~η·~v , (3.28)

as described in the second section of the previous chapter. To show what this equation does in
practice, we shall use again our standard example. The only operator which we employ is the
dimensionless Hamilton operator

Ĥ =
v̂2 + x̂2

2
, (3.29)

with ε = 1. The equation becomes

∂tW = (v∂x − x∂v)2W = (x2∂2
v + v2∂2

x − v∂v − x∂x − 2xv∂x∂v)W . (3.30)

To demonstrate the applicability we have simulated the equation with finite differences, starting
with the Wigner quasi probability distribution of the superposition of ground and first excited

state |φ〉 = |ψ0〉+|ψ1〉√
2

, which is given by

W (t0, x, v) = e−v
2−x2 v2 + x2 +

√
2[x cos(t0)− v sin(t0)]

π
, (3.31)
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at t0 = 0. The evolution is shown in Figs. 3.1-3.6 for periodic boundary conditions. One observes
the approximation of the steady state, which is the sum of the ground and first excited state
Wigner functions

Wst(x, v) ≡ e−v
2−x2 v2 + x2

π
. (3.32)

Based on Eq. (3.12), we know that in the Wigner-Lindblad dynamics the Wigner function will
always evolve to a steady state, whereas in the previous chapter, we saw that in the case of the
harmonic oscillator we obtain a rotation. The reason for this is that we have a quadratic action
of the operator (~v · ∇x + Θ[V ]) that does not allow the Wigner function to stay constant along

characteristic lines of classical particle movement (̇~x = ~v,~̇v = −∇xV ). During this process the
system performs a transition from a pure quantum state into a fully mixed state, i.e. the entropy

S(t) ≡ 1− Tr[ρ̂2(t)] = 1− 2π

∫
R×R

dxdv W (t, x, v)2 , (3.33)

approaches its maximum, as shown in Fig. 3.7. The convergence in L2-norm to the expected
result,

∆W ≡
√∑

i,j

[W (t, xi, vj)−Wst(xi, vj)]
2
δxδv , (3.34)

is also shown in Fig. 3.9. We find that the minimum deviation is reached after around t ≈ 10. In
Fig. 3.8 we show a potential stopping criterion, the deviation of the simulated Wigner function
from one time-step to the next in L2-norm,

∆Wδt ≡
√∑

i,j

[W (t, xi, vj)−W (t+ δt, xi, vj)]
2
δxδv , (3.35)

to determine when the simulation could be stopped. Apparently, the criterion behaves similarly
as the L2-convergence. However, considering this criterion one would have stopped the simulation
around t ≈ 13, which would result in a slightly bigger error than the minimum around t ≈ 10
and a longer simulation time. Since we are performing a numerical simulation the errors in our
simulation may accumulate over time such that the root mean square error, shown in Fig. 3.9,
increases after reaching its minimum around t ≈ 10.

-3 -2 -1 0 1 2 3
-3
-2
-1

0
1
2
3

-0.1
0

0.1
0.2
0.3

W

x

v

W -0.2
-0.1
0
0.1
0.2
0.3

Figure 3.1: The evolution of the Wigner (quasi)-probability distribution for periodic boundary
conditions at x = ±4 and v = ±4 at t = 0.
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Figure 3.2: The evolution of the Wigner (quasi)-probability distribution for periodic boundary
conditions at x = ±4 and v = ±4 at t = 1.
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Figure 3.3: The evolution of the Wigner (quasi)-probability distribution for periodic boundary
conditions at x = ±4 and v = ±4 at t = 2.
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Figure 3.4: The evolution of the Wigner (quasi)-probability distribution for periodic boundary
conditions at x = ±4 and v = ±4 at t = 3.
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Figure 3.5: The evolution of the Wigner (quasi)-probability distribution for periodic boundary
conditions at x = ±4 and v = ±4 at t = 4.
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Figure 3.6: The evolution of the Wigner (quasi)-probability distribution for periodic boundary
conditions at x = ±4 and v = ±4 at t = 10.
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Figure 3.7: The evolution of the entropy S.
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Figure 3.8: The evolution of the logarithm of the root mean square change of the Wigner function
from one time-step to the next, ∆Wδt(t).
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Figure 3.9: The evolution of the logarithm of the root mean square error of the Wigner function,
∆W (t).
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3.2.2 Numerical sign problem

Now that we have established the theory, we would like to use it for a concrete and long-standing
problem. We want to calculate the partition function

Z(β) ≡ Tr
[
e−βĤ

]
. (3.36)

Therefore, we rewrite it as the result of a pseudo-dynamic evolution

Z(β) = Tr
[
e−

β
2 Ĥρ̂(0)e−

β
2 Ĥ
]

, (3.37)

ρ̂(0) = I , (3.38)

˙̂ρ(t) = −{ρ̂(t), Ĥ} , (3.39)

ρ̂(t) = e−tĤρ̂(0)e−tĤ , (3.40)

Z(β) = Tr[ρ̂(β/2)] . (3.41)

Now, we transform the dynamic equation into the Wigner formalism, to obtain

W (0, ~x,~v) = C , (3.42)

∂tW (t, ~x,~v) = (W (t),H) (~x,~v) , (3.43)

Z(β) =

∫
Rd×Rd

d~xd~v W (β/2, ~x,~v) . (3.44)

In Eq. (3.43) we introduced the cosine bracket, see Ref. [6], as the Wigner transform of the
anti-commutator, not to be mistaken by the Moyal bracket for the commutator in the previous
paragraph. It just means that in Eq. (3.20) one would replace the sin by a cos. If one would
be able to develop an efficient Monte-Carlo method for the evolution of the Wigner function
according to the last equation, one could try to tackle the numerical sign problem [174]. How-
ever, people are already struggling to find an efficient Monte-Carlo solver for the usual Wigner
equation. Despite the claims in Ref. [153], the computational results in phase-space dimensions
above d > 2 are not satisfactory. This information has been obtained through personal com-
munication with the lead researcher of the article [155]. For this reason, we have not followed
up on this idea. Maybe there will be somebody smarter in the future who can develop such an
algorithm and make Monte-Carlo simulations of many-electron systems feasible.

The route which we take instead is to refocus our attention on the density matrix approach
and try to develop a feasible numerical procedure to simulate the decoherent dynamics.

3.3 Non-linear Schrödinger equation

To reduce the dimensionality of the problem, similar to Refs. [46, 64], we project the density
operator onto the initial quantum state of the system, i.e. |φ(t)〉 ≡ ρ̂(t)|φ〉 where |φ〉〈φ| ≡ ρ̂(0)
is the initial, normalized, pure state of the quantum system. The resulting dynamics is

∂t|φ(t)〉 = ˙̂ρ(t)|φ〉 , (3.45)

and the first order approximation looks like

|φ(t+ δt)〉 ≈ |φ(t)〉+ δt
∑
j∈J

[[
Ôj , ρ̂(t)

]
, Ôj

]
|φ〉 , (3.46)

=

I− δt∑
j∈J

Ô2
j

 |φ(t)〉

+ δt
∑
j∈J

[
2Ôj ρ̂(t)Ôj − ρ̂(t)Ô2

j

]
|φ〉 . (3.47)
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The issue with this approach is that it requires the knowledge of the current density operator
ρ̂(t) to evolve the wave function by an infinitesimal time δt. Nevertheless, one can advance the
initial state, since ρ̂(0) = |φ〉〈φ| is known from the starting condition. We find

|φ(δt)〉 − |φ〉
δt

=
∑
j∈J

[[
Ôj , |φ〉〈φ|

]
, Ôj

]
|φ〉 . (3.48)

Following this line of thought, we write down the measurement dynamics by making the replace-
ments

ρ̂(t)→ |φ(t)〉〉〈φ(t)| , (3.49)

|φ〉 → |φ(t)〉 , (3.50)

|φ(0)〉 = |φ〉 , (3.51)

in the previous equation, which results in

∂t (|φ(t)〉〈φ(t)|φ(t)〉) =
∑
j∈J

[
[Ôj , |φ(t)〉〈φ(t)|], Ôj

]
|φ(t)〉 . (3.52)

The non-linearity in the equation follows from the replacement ρ̂(t) = |φ(t)〉〈φ(t)| and the pro-
jection on |φ(t)〉. We would like to point out that this equation does not converge to the same
infinite-time limit as Eq. (3.4). Nevertheless, it allows for the reduction of the wave function to
a single eigenstate in the spectrum, which will be shown subsequently and is the main purpose
of it. If we rewrite the equation as

∂t|φ(t)〉 =

∑
j∈J

B̂
(φt)
j − ṅ(t)

n(t)
Î

 |φ(t)〉 , (3.53)

B̂
(φt)
j ≡ 2E(φt,1)

j Ôj −
(

Ôj

)2

− E(φt,2)
j Î , (3.54)

E(φt,k)
j ≡ 1

n(t)

〈
φ(t)

∣∣∣∣(Ôj

)k∣∣∣∣φ(t)

〉
, (3.55)

n(t) ≡ 〈φ(t)|φ(t)〉 , (3.56)

where E(φt,k)
j stands for the expectation value of the observable

(
Ôj

)k
in the state |φ(t)〉, and

if we calculate the scalar product with 〈φ(t)| as well as the scalar product of |φ(t)〉 with the
complex conjugate of the previous equation we shall find

ṅ(t) + 〈φ(t)|φ̇(t)〉 =
∑
j∈J
〈φ(t)|B̂(φt)

j |φ(t)〉 , (3.57)

ṅ(t) + 〈φ̇(t)|φ(t)〉 =
∑
j∈J
〈φ(t)|B̂(φt)

j |φ(t)〉 . (3.58)

The right hand side of both equations is the same, since the operator B̂
(φt)
j is hermitian. Adding

both equations and using ṅ(t) = 〈φ̇(t)|φ(t)〉+ 〈φ(t)|φ̇(t)〉 we obtain

ṅ(t)

n(t)
=

4

3

∑
j∈J

[(
E(φt,1)
j

)2

− E(φt,2)
j

]
(3.59)

= −4

3

∑
j∈J

Var
(φt)
j , (3.60)

where Var
(φt)
j stands for the variance of the measurement Ôj on the state |φ(t)〉. This equation

shows that |φ(t)〉 is an equilibrium state of Eq. (3.52) if and only if it has zero variance in all
operator measurements and hence is an eigenstate of all Hermitian operators. To simplify Eq.
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(3.52) even further, we write

|Φ(t)〉 ≡ |φ(t)〉〈φ(t)|φ(t)〉 , (3.61)

∂t|Φ(t)〉 =
∑
j∈J

B̂
(Φt)
j |Φ(t)〉 , (3.62)

and only look at the evolution of the newly defined “wave function” |Φ(t)〉. The previously
determined properties of the equation are unaffected by this change of variables. Furthermore,
as shown in the next paragraph, these fixed point solutions are asymptotically stable and small
perturbations decay exponentially with |~a− ~a′|2.

3.3.1 Stability of equilibria

Without loss of generality we write |Φ(t)〉 =
∑
~a∈A b~a(t)|ψ~a〉 and shift the dynamics into the

coefficients b~a. Based on Eq. (3.62) we obtain the following system of coupled non-linear, first-
order differential equations for the coefficients

ḃ~a(t)

b~a(t)
= −

∑
~a′∈A

|b~a′(t)|2|~a′ − ~a|2∑
~a′∈A

|b~a′(t)|2
. (3.63)

The unique asymptotically stable equilibria for this system of differential equations are given by

b~a(t) = δ~a,~a′b~a′(0) . (3.64)

To prove this statement, we transform the system by using the definition b~a(t) ≡ x~a(t)+ ıy~a(t)
with (x~a(t), y~a(t)) ∈ B2

1 ⊂ R2 (assuming the initial state |Φ〉 is normalized) into an even bigger,
but real system of differential equations

ẋ~a
x~a

= −

∑
~a′∈A

[x2
~a′(t) + y~a′(t)

2]|~a′ − ~a|2∑
~a′∈A

[x2
~a′(t) + y~a′(t)2]

, (3.65)

ẏ~a
y~a

= −

∑
~a′∈A

[x2
~a′(t) + y~a′(t)

2]|~a′ − ~a|2∑
~a′∈A

[x2
~a′(t) + y~a′(t)2]

. (3.66)

To analyze the system we define the solution vector ~u(t) which contains the real and imaginary
function of each coefficient, i.e. it has 2× |A| entries. For simplicity, we label the eigenvalues by
integers, i.e. A = {~a(0),~a(1),~a(2), . . . }, such that we can write

~u(t) = {x~a(0)(t), y~a(0)(t), x~a(1)(t), y~a(1)(t), . . . } , (3.67)

≡ {x0(t), y0(t), x1(t), y1(t), x2(t), y2(t), . . . } . (3.68)

The dynamical system, Eqs. (3.65) and (3.66), can hence be summarized as

~̇u(t) = ~F (~u) , (3.69)

Fi(~u) ≡ − ui
|~u|2

∑
j

u2
j |~abi/2c − ~abj/2c|2 . (3.70)

It is relatively easy to see that if and only if ~u∗ is the equilibrium solution from Eq. (3.64) the

right hand side ~F (~u∗) will vanish.
Let us assume without loss of generality that in Eq. (3.64) ~a′ = ~a(0) then ~u∗ = {<[b~a(0) ],=[b~a(0) ], 0, . . . , 0}

and the only functions one needs to analyze are F0 and F1, since apparently Fi = 0 for i ≥ 2.
F0 and F1 are also zero, since they only contain summands from functions ui with i ≥ 2 which
are zero.

To determine the stability properties of the equilibrium ~u∗, we linearize the problem with
respect to small perturbations around the equilibrium solution and look at the Jacobian of the
vector field ~F at the point ~u∗, as described in Ref. [184]. The resulting matrix is diagonal and
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its entries are

−Diag
[
J~F (~u∗)

]
= {0, 0, |~a(1) − ~a(0)|2, |~a(1) − ~a(0)|2,
|~a(2) − ~a(0)|2, |~a(2) − ~a(0)|2, . . . } . (3.71)

Consequently, we have shown the stability along the directions ~a(i), i ≥ 1 and potential instability
along the direction ~a(0). However, due to Eq. (3.60) we know that the overall norm has to decrease
during the evolution. Consequently, starting with the initial condition

∑
~a∈A |b~a(0)|2 = 1, we

shall necessarily tend towards a final state with lim
t→∞

|b~a(t)|2 ≤ 1 ∀~a ∈ A, which must also hold

for the equilibrium solutions. The small perturbation δ~u from the fixed point solution ~u∗ decays
as

δ~u(t) = eJ~F (~u∗)tδ~u(0) , (3.72)

which confirms the exponential decay rate proportional to |~a(0) − ~a(i)|2 with i 6= 0.
In order to conserve the symmetry of the input state for the eigenstate, the wave function is

collapsing to, we can only approximate eigenstates belonging to pairwise distinct eigenvalues.
Therefore, if the symmetry operators commute with the Hermitian operators each distinct eigen-
state in the linear decomposition inherits the symmetry of the input wave function. A proof for
the case of fully (anti)-symmetric many-particle wave functions is given in the next paragraph.

3.3.2 Symmetry inheritance

We are interested in the distinct eigenstates {|ψn〉}n∈N0
of a quantum many-particle system of

N indistinguishable particles, such as fermions or bosons, whose dynamics is governed by the
Hamilton operator Ĥ. With distinct we mean that these states belong to different eigenvalues
εn of Ĥ, i.e.

Ĥ|ψn〉 = εn|ψn〉 . (3.73)

They might not span the whole Hilbert space, i.e. we may have a degeneracy in our system.
However, we assume that we can construct a complete basis with some orthogonalization pro-
cedure on each subspace Sn corresponding to a specific eigenvalue. Hence, we can write for all
|φ〉 ∈ H

|φ〉 =
∑
n∈N0

∑∫
k∈Sn

bn,k|ψn,k〉

 ≡∑
n

an|ψn〉 , (3.74)

where we have used the superposition principle in the definition.
In the case of bosons the eigenstates, which we desire, are fully symmetric |ψn〉+ whereas for

fermions they are fully anti-symmetric |ψn〉−. The basis of pairwise permutations of particles P
with |P| = n(n−1)

2 elements spans the whole set of permutations and hence these (anti)-symmetric
states need to fulfill

〈~x1, . . . , ~xN |P̂ |ψn〉± = (±1)〈~x1, . . . , ~xN |ψn〉± , (3.75)

for each element P̂ in the set P. We make the important assumption that

[P̂ , Ĥ] = 0 (3.76)

holds for all P̂ ∈ P.
We choose the initial state |φ〉 to be fully (anti)-symmetric, i.e. |φ〉 = |φ〉± and

P̂ |φ〉± = ±|φ〉± . (3.77)

Hence, together with Eq. (3.76) we can conclude

P̂ Ĥl|φ〉± = ĤlP̂ |φ〉± = ±Ĥl|φ〉± , (3.78)

for all l ∈ N0. From Eq. (3.73) we infer that P̂ |ψn〉 ≡ |ψPn 〉 is again an eigenstate to eigenvalue
εn. With formula (3.74) and the previous equations we can set up a system of linear equations
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for all P̂ ∈ P, which reads ∑
n∈N0

ãPn ε
l
n = 0 (∀l ∈ N0) , (3.79)

ãPn ≡ an(|ψn〉 ∓ |ψPn 〉) . (3.80)

Trying to solve this system for the coefficient vector (ãP0 , ã
P
1 , . . . )

T , we write it as matrix-vector
product 

1 1 1 1 1 . . .
ε0 ε1 ε2 ε3 ε4 . . .
ε20 ε21 ε22 ε23 ε24 . . .
ε30 ε31 ε32 ε33 ε34 . . .
...

...
...

...
... . . .




ãP0
ãP1
ãP2
ãP3
...

 = 0 (3.81)

and realize that our matrix M is a Vandermonde matrix [83]. Therefore, we can easily write a
formula for the determinant of M , given by

DetM =
∏

0≤i<j≤∞

(εi − εj) 6= 0 (3.82)

which follows since all eigenvalues are pairwise distinct. This implies that the matrix is invertible
and only the trivial solution, ãPn = 0 for all n ∈ N0, solves the system of equations in (3.81).
Consequently, we have proven that the eigenstates, which appear with nonzero probability in
the corresponding measurement of the quantum state |φ〉 and which belong to pairwise distinct
eigenvalues of the observable Ĥ that commutes with all elements P̂ ∈ P are fully (anti)-symmetric
if and only if the state |φ〉 is fully (anti)-symmetric.

3.4 Eigenstate towing

By projecting the dynamics of the density operator on a wave function we have sacrificed the
exact compliance with Born’s law, i.e. in certain cases we may fail to converge to the most
probable eigenstate of the decomposition. To exemplify this issue, let us take the problem of a
one-dimensional harmonic oscillator. The only operator we use is the dimensionless Hamilton
operator

{Ôj}j∈J = {Ĥ} , (3.83)

Ĥ =
v̂2 + x̂2

2
, (3.84)

where

x̂ =
q̂√
~
mω

, v̂ =
p̂√
~mω

, (3.85)

are the dimensionless position and momentum operator. For the representation, we choose the
well-known eigenfunctions

ψn(x) =
π−

1
4

√
2nn!

e−x
2/2Hn(x) (3.86)

as a basis such that
Ĥ|ψn〉 = (n+ 1/2)|ψn〉 . (3.87)

As an initial state we pick

|Ψ(0)〉 = b0|ψ0〉+ b1|ψ1〉+ b2|ψ2〉 , (3.88)

with b0, b1, b2 ∈ C and |b0|2 + |b1|2 + |b2|2 ≡ p0 + p1 + p2 = 1. The dynamics of the coefficients
are easily simulated with Eqs. (3.65) and (3.66). In Figs. 3.10-3.12 we show three important
examples. In the first example, see Fig. 3.10, there are only two nonzero coefficients. One
coefficient is chosen slightly bigger than the other, such that the coefficient simulation converges
to one of them. In practice, numerical noise together with a renormalization of the wave function
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will trigger the collapse to one of the eigenstates. In the second example, see Fig. 3.11, the three
lowest eigenstates participate in the competition with p0 > p1 > p2. Due to the stronger influence
of state n = 0 on n = 2 and vice versa the first state n = 1 survives the competition, although
the ground state is initially the most probable one. In the third example, see Fig. 3.12, we show
that the system will tend again to the most probable state if p0 is increased from 13/30 to 14/30
while reducing p2 from 7/30 to 6/30. It should be stressed that the trends of survival which are
shown in the Figs. 3.10-3.12 remain valid for longer simulation times, i.e. the eigenstate with the
highest probability will remain whereas the others are exponentially supressed. In conclusion,
the dynamics tend to favor eigenstates in the center of the spectrum of all states |ψ~a〉 contained
in the linear combination of the input state, i.e. {~a ∈ A with |b~a|2 > 0}. This is caused by the
overall damping rate γ~a for the eigenstate with eigenvalue ~a

γ~a = −
∑
~a′∈A

|~a− ~a′|2|b~a′ |2 . (3.89)

that is stronger for eigenstates at the boundary than for states in the center of the spectrum.
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Figure 3.10: Evolution of the probabilities p0(t) (solid) and p1(t) (dashed) for p0(0) = 501
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In order to overcome this difficulty, we now propose the method of eigenstate towing (ET),
based on the theoretical model described in the previous section, in the following way. One starts

with a set of operators {Ô(0)
j }j∈J that have a well-known eigenbasis {|ψ~a0〉}~a0∈A0

and gradually

perturbs the set with the operators {δ̂(i)
j }j∈J for i ∈ {0, 1, . . . ,M} ⊂ N0 to reach the desired

problem {Ô(M)
j }j∈J with corresponding eigenstates {|ψ~aM 〉}~aM∈AM , i.e.

Ô
(i)
j ≡ Ô

(0)
j +

i−1∑
k=0

δ̂
(k)
j . (3.90)

It is important to note that the choice of perturbation operators is not limited by

δ̂
(i)
j =

Ô
(M)
j − Ô

(0)
j

M
, (3.91)

but can have any form that fulfills Eq. (3.90) for i = M . As an example, one can imagine the
helium atom in the discrete hyper-spherical harmonics’ basis such that the matrix representation
of the Hamilton operator becomes sparse [3] and the off-diagonal elements can be treated as
perturbations; or one thinks of the quantum phase transition from the U(5)- to the SU(3)-
symmetry group in the interacting boson model at κ = κc [50]. The quantum states, whose
progression along the perturbations we would like to follow, are the finite subset of eigenstates
{|ψ~a0〉}~a0∈B0

with B0 ⊂ A0. One can imagine the procedure as towing the eigenstates along
the line of perturbations. The choice of the subset B0 is theoretically arbitrary. The reason is
that from time-independent perturbation theory we know that for infinitesimal perturbations
the eigenstates change very little, which implies that for perturbations of the form (3.91) and in
the limit of large M the overlap between the unperturbed |ψ~ai〉 and perturbed eigenstate |ψ~ai+1

〉
satisfies

|〈ψ~ai |ψ~ai+1
〉|2 . 1 , (3.92)

with i ∈ {0, 1, . . . ,M − 1}. This ensures that the input wave function |ψ~ai〉 will converge to the

eigenstate |ψ~ai+1
〉 using the operators {Ô(i+1)

j }j∈J for the dynamics in Eq. (3.62). However, de-
pending on the (un-)perturbed operators, excited states are often more affected by perturbations
and hence subject to bigger changes. Therefore, it may be necessary to adjust the set of pertur-

bation operators to every state which is going to be simulated {δ̂(i~a)
j }j∈J with i~a ∈ {0, 1, . . . ,M~a}

and ~a ∈ B to establish the reported convergence. In practice, the adjustments may only require
a larger number M~a whereas the functional form of the operator stays unchanged, which leads to
a higher computational effort to simulate the behavior of these states. In general, it is difficult

65



3 Open Quantum Systems

to determine M , M~a or the total set {δ̂(i~a)
j }j∈J for a given state and problem in advance. There-

fore, one should check the convergence to the correct eigenstate by decreasing the perturbation
increment and comparing the results to the larger perturbation increment. However, since the
ET simulation does not require the results from the other computations, each single one can
be performed independently and in parallel, which can represent a significant advantage if the
required resources for the calculations are available. A natural stopping criterion for the con-
vergence in the i~a-th perturbation step of Eq. (3.62) is the L2-norm of the temporal derivative
of the wave function, whose exponential convergence will be shown for a concrete example in
section 3.6.

3.5 Numerical implementation

With the intention to show a practical application of the proposed algorithm from the previous
section we use the (semi)-implicit Crank-Nicolson method for the numerical implementation,
which is based on the trapezoidal rule and reads in our case

~Φt+δt − ~Φt
δt

=
∑
j∈J

1

2

[
B

(Φt+δt)
j

~Φt+δt + B
(Φt)
j

~Φt

]
, (3.93)

where B
(Φt)
j is the matrix representation of the Hermitian operator B̂

(Φt)
j of Eq. (3.54). The issue

with this procedure is that we do not know the expectation values E(Φt+δt,i)
j and hence would

need to approximate them to first order, such that we preserve the second order accuracy, i.e.

E(Φt+δt,i)
j ≈ E(Φt,i)

j + 2δt
∑
j′∈J

~ΦTt (Oj)
i
B

(Φt)
j′

~Φt . (3.94)

However, practical numerical examples have revealed that a zeroth order approximation

B
(Φt+δt)
j ≈ B

(Φt)
j , (3.95)

is more stable, such that a significantly larger time-step can be used and a faster convergence
is obtained. To solve the system of algebraic equations we use a Cholesky decomposition of our
real symmetric, positive-definite matrix

M(Φt+δt) ≡ I +
δt

2

∑
j∈J

B
(Φt)
j . (3.96)

The matrix is positive-definite, since for any eigenvector ~Ψ~a of the set of matrices {Oj}j∈J we
know

B
(Ψ~a)
j Ψ~a = ~0 , (3.97)

M(Ψ~a)~Ψ~a = ~Ψ~a , (3.98)

i.e. M (Ψ) only has the positive eigenvalue +1. For a sparse matrix representation of the ob-
servables, the Crank-Nicolson method offers the advantage of higher stability, and hence larger
time-steps compared to an explicit method, whereas the computational costs for each step are
compatible due to the Cholesky decomposition. In section 3.7 we further analyze the convergence
and scaling properties of our algorithm compared to the MRRR method [41] for eigenvector com-
putations of tridiagonal matrices, which arise in the example of an excited-state quantum phase
transition that will be discussed in the next section.

3.6 Application to quantum phase transitions

As a practical example we consider the excited-state quantum phase transition (see Refs. [22,
129]) in the Jaynes-Cummings model, further explained in Refs. [88, 172, 128]. The quantum
optical model depicts the behavior of N identical two-level molecules coupled to a single-mode
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radiation field. The model is simple but still covers the main features of the class of problems
we are interested in. The Hamilton operator can be written as

Ĥκ = ω0Ĵz + ωb̂†b̂ +
κ√
4j

[
b̂Ĵ+ + b̂†Ĵ−

]
, (3.99)

where 2j equals the number of molecules N and κ determines the interaction strength between
the radiation field and the molecules. In the limit j → ∞ it becomes dual to a bosonic spin
model [177]. The operators fulfill the usual bosonic and SU(2) commutation relations[

Ĵz, Ĵ±

]
= ±Ĵ± , (3.100)[

Ĵ+, Ĵ−

]
= 2Ĵz , (3.101)[

b̂, b̂†
]

= 1 . (3.102)

For ω → 0 one can make a Bethe ansatz to find an eigenbasis of the Hamilton operator, as
described in Ref. [9]. In the case ω 6= 0 we choose the states |n〉|j,m〉 which are eigenstates of
the non-interacting system as a basis, such that

Ĥ0 (|n〉|j,m〉) = (ω0m+ ωn) (|n〉|j,m〉) , (3.103)

and at the same time eigenstates of the operator Ĵ2 with

Ĵ2 ≡ Ĵ2
z + (Ĵ+Ĵ− + Ĵ−Ĵ+)/2 , (3.104)

Ĵ2 (|n〉|j,m〉) = j(j + 1) (|n〉|j,m〉) , (3.105)

in analogy to the angular momentum formalism. Another important observation is that both
b̂†b̂ + Ĵz and Ĵ2 commute with Ĥκ. Hence we choose the energy eigenstates |j, c, ε〉 to be eigen-
states of these two operators as well, i.e.

Ĵ2|j, c, ε〉 = j(j + 1)|j, c, ε〉 , (3.106)(
b̂†b̂ + Ĵz

)
|j, c, ε〉 = c|j, c, ε〉 , (3.107)

Ĥκ|j, c, ε〉 = ε|j, c, ε〉 . (3.108)

Therefore we write the eigenstate as

|j, c, ε〉 =

c+j∑
n=c−j

A(j,c,ε)
n |n〉|j, c− n〉 , (3.109)

where the sum can only run along n ∈ N0 number of bosons. The eigenvector problem hence

transforms into determining the coefficient vector A
(j,c,ε)
n , and the matrix representation of Ĥκ

becomes tridiagonal in this basis. The reason is that the interaction term can only alter the
parameter n by ±1, which leads to a system of equations

κ√
4j

[√
nCj,c−nA

(j,c,ε)
n−1 +

√
n+ 1Cj,c−n−1A

(j,c,ε)
n+1

]
+ [(c− n)ω0 + nω − ε]A(j,c,ε)

n = 0 , (3.110)
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where Cj,c−n ≡
√
j(j + 1)− (c− n)(c− n+ 1). In summary, this means that we choose

Ôlk ≡ Ĥ l
Mk

κ (3.111)

l ∈ {1, 2, . . . ,Mk} , (3.112)

{|ψ〉a0}a0∈A0
≡ {|n〉|j, c− n〉}n∈{c−j,...,c+j} , (3.113)

Ô(0)|n〉|j, c− n〉 = [(c− n)ω0 + nω] |n〉|j, c− n〉 , (3.114)

δ̂(lk) ≡ l

Mk

κ√
4j

[
b̂Ĵ+ + b̂†Ĵ−

]
, (3.115)

k ∈ {c− j, c− j + 1, . . . , c+ j} , (3.116)

For the numerical implementation this choice of basis functions implies that we pick an initial
vector ~Φ0 from the set of standard basis vectors {ê0, ê2, . . . , ê2j} which span the space R2j+1, for

instance ~Φ0 ≡ ~Φk,0 = êk, and apply the first (l = 1) measurement dynamical evolution, defined
in section 3.3, with the matrix(

H 1
Mk

κ

)
ii′

= [(j − i)ω0 + (c− j + i)ω] δi,i′

+
1

Mk

κ√
4j

[√
c− j + iCj,j−iδi,i′−1

+
√
c− j + i+ 1Cj,j−i−1δi,i′+1

]
. (3.117)

The matrix representation of the time evolution operator, defined in Eq. (3.54), that is applied
in the first operation of the algorithm looks like

B(φk,0) = 2E(φk,0,1)H 1
Mk

κ −H2
1
Mk

κ − E(φk,0,2)I , (3.118)

E(φk,0,1) = (êk)
T

H 1
Mk

κêk = (j − k)ω0 + (c− j + k)ω , (3.119)

E(φk,0,2) = (êk)
T

H2
1
Mk

κêk =

2j∑
i=0

(
H 1
Mk

κ

)
ki

(
H 1
Mk

κ

)
ik

. (3.120)

The only part that is going to change when making the next time-step of the algorithm are the
expectations values, which hence changes the matrix B, which is used for the next time-step. This
procedure will be iterated until the desired convergence, based on the criterion exemplified in Fig.
3.13, is reached. The resulting vector ~Φtconv is then called ~Φ0 again and the next measurement
dynamics (l = 2) with the matrix H 2

Mk
κ is started. This process is repeated until l = Mk.

In the case of an excited-state as opposed to a usual quantum phase transition one observes the
transition and hence the critical scaling behavior with respect to an increase in the interaction
strength κ not only in the ground state but also for eigenstates belonging to larger energy
eigenvalues, cf. Ref. [22]. Therefore, we analyze the scaling behavior of the atomic inversion 〈Ĵz〉
not just as a function of the number of identical two-level molecules N = 2j in the ground state,
where it serves as an order parameter, but also as a function of the spectrum ratio q ≡ k/N .

k is the level of the excited-state eigenvector ~Φk in the vector space RN+1. The scaled atomic
inversion,

〈Ĵz〉q/j = 1− 1

j

N∑
i=0

Φ2
k,ii , (3.121)

shown in Fig. 3.14, decreases from one above the theoretical transition point κc =
√

(ω−ω0)2

2 [128]

for the ground state (q = 0), similar to the magnetization in an Ising model that increases from
zero for the phase transition. In addition, we observe the finite size effects for different numbers
of molecules [23, 79]. In the case of an excited state, the atomic inversion also shows critical
scaling as a function of the interaction strength or the scaled energy ε ≡ ε/j, as demonstrated
in Ref. [128]. Although it does not serve as an order parameter to distinguish the two phases,
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see Fig. 3.15, one can for instance still analyze its finite size scaling

〈Ĵz〉q = Nβq/νqFJz,q
[
(ε− εc)N1/νq

]
, (3.122)

where εc is the critical scaled energy. To measure the critical exponent βq/νq as a function of the
spectrum ratio q ≡ k/N , we measure the slope of the linear model fit of the maximum atomic
inversion plotted against the number of molecules, as shown in Fig. 3.16. The results are shown
in Fig. 3.17 and demonstrate a general trend for an increase of βq/νq with an increasing spectrum
ratio q, which means that the critical exponents are not independent of the spectrum ratio. The
errors depict the 95% confidence interval for the slope parameter of the fitted linear regression
model. Note that the error bars and the small relative change of 2.5% may suggest that the
critical exponent ratio would be universal. However, we have refocused our simulation efforts
around the critical points κc(q) to reduce the main source of error, which is to underestimate
the maximum value due to the discrete scanning of κ values, and the general trend as well as the
measured slopes are unchanged. Furthermore, we changed ω and found that, as expected, the
critical exponent ratios do not change. Based on our findings a quantum state of this system does
have fundamentally different properties depending on its ratio in the total spectrum. This is in
accordance with the physical intuition, since for instance the correspondance principle [16] tells us
that a quantum state with a large quantum number behaves classically and hence fundamentally
different from a low quantum number state. The opposite behavior would have been a surprise.
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Figure 3.13: Evolution of the stopping criterion for the collapse algorithm using δt = 1.1, N = 80
molecules targeting the 8-th eigenvector for c = j, κ = 0.1, ω0 = 1 and ω = 2.

3.7 Benchmarking

In order to compare our method to other state-of-the-art eigensolvers on the problem of excited-
state quantum phase transitions in the Jaynes-Cummings model, described in the previous sec-
tion, which essentially boils down to the diagonalization of a tridiagonal matrix, we choose one of
the fastest, but still accurate algorithms, the MRRR algorithm [41, 42], in the publicly available
Linear Algebra PACKage (LAPACK) via the INTEL Math Kernel Library version 11.0.3. [37].
In Fig. 3.18 we show the convergence of a higher-order eigenvector to the result computed by the
MRRR algorithm, implemented in the LAPACK library [42]. First of all, one observes that the
convergence is not exponential throughout the whole dynamics. Nevertheless, from Eq. (3.72)
we infer that the exponential convergence only holds close to the exact result, which can be
confirmed by looking at the graph between 300 and 400 iterations. In addition, the renormal-
ization which is performed every time-step affects the dynamics and hence also the convergence
properties, especially in the beginning where the variance and consequently the change in the
norm of the vector, see Eq. (3.60), are quite large. Second, due to the accumulation of numer-
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1.02

1.025

1.03

1.035

1.04

1.045

1.05

1.055

1.06

1.065

0.1 0.15 0.2 0.25 0.3 0.35 0.4

β
q
/ν
q

q

Figure 3.17: Change in the critical exponent ratio βq/νq of the atomic inversion as function of
the spectrum ratio q = k/N with c = j, ω0 = 1 and ω = 2, and errors showing the
95% confidence interval of the linear regression model.

71



3 Open Quantum Systems

ical noise, we find that the eigenvectors do not converge with machine precision to the MRRR
result, but instead observe a precision loss with an increased number of entries in the matrix
representation. The reason is the higher number of floating point operations in the matrix-vector
multiplications. This also causes the tremor at the end of the line in Fig. 3.18. One can re-
duce the noise by decreasing the time step after the preliminary convergence and re-running the
convergence algorithm. As mentioned at the end of section 3.4, Fig. 3.13 shows the evolution
of the approximated temporal derivative that is used as a stopping criterion for the algorithm.
The behavior is similar to the convergence of the eigenvector in the previous figure. As before,
one observes the exponential decay at the end of the evolution, between 300 and 450 iterations.
In Fig. 3.19 we compare the scaling behavior of our ET algorithm with the MRRR algorithm
that computes all and only one specific eigenvector. Using our method to sequentially calculate
all eigenvectors and -values mainly means that the computation times are multiplied by N , the
number of eigenvectors in the problem, which is why we did not include it in this figure. In
general, we find the expected linear scaling behavior for the single-eigenvector LAPACK MRRR
algorithm. For the LAPACK algorithm that computes all eigenvectors, we found a slope of 1.6
although in theory we would expect 2.0. We attribute the difference to parallelization, which
has probably affected the computation times more significantly for larger matrix sizes. For our
algorithm we observe a scaling with a slope of 1.3 that lies in the middle between the LAPACK
algorithms. The scaling behavior of the ET algorithm is mainly caused by the increased number
of perturbation steps, which are required to ensure convergence to the correct eigenvector in the
spectrum. In addition, we demonstrate the parallelization of the ET algorithm in Fig. 3.20 for
different matrix sizes and different numbers of computed excited-state eigenvectors. The reason
the curves for a given N are not perfectly horizontal is the OpenMP maximally-parallelized “par-
allel direct solver” (PARDISO) [140, 139, 95], which slows down if less processors per eigenvector
computation are available. We have tested other solving modes of PARDISO, but did not find
another scaling behavior.
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Figure 3.18: Convergence of ET algorithm using δt = 1.1 for N = 80 molecules towards the 8-th
eigenvector calculated by LAPACK MRRR algorithm [41, 42] for c = j, κ = 0.1,
ω0 = 1 and ω = 2.

3.8 Final remarks

Starting from a physically motivated perspective on the problem of finding eigenstates of a set of
Hermitian operator with discrete spectra, we developed a non-linear Schrödinger equation for an
isolated quantum mechanical system by projecting the decoherent collapse dynamics of the Lind-
blad equation onto a wave function. The measurements favor the collapse to eigenstates based
on Born’s law instead of the hierarchy of eigenvalues, which is the case in most of the other eigen-
solvers [103, 10, 75, 51, 104]. The method, discussed in Ref. [171], gives the possibility to target
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Figure 3.20: Parallel first-order ET algorithm targeting n eigenvectors ({N/10, N/10 −
1, . . . , N/10−(n−1)}) with N = 80 (solid), 640 (long dashed), 5120 (short dashed),
20480 (dotted) using δt = 1.1 with c = j, κ = 0.1, ω0 = 1, ω = 2 and the OpenMP
maximally parallelized PARDISO [140, 139, 95] for the implicit time-step on 6 In-
tel(R) Xeon(R) CPUs E5-1650 v3 3.50GHz with 15.36 MB cache and 12 processors.
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eigenstates with other (arbitrary) selection criteria, which would include Born’s law. However,
it has only cubic convergence, whereas our non-linear Schrödinger equation offers exponential
convergence to the eigenstate. We showed that the unique stable equilibria of the obtained
equation are given by the eigenstates of the observables and discussed the eigenstate towing as
an application to approximate these states. Thereby, one makes use of the time-independent
perturbation theory to follow the progression of an arbitrary subset of eigenstates along a line of
perturbations. On the one hand, it gives the possibility to see the effect of stronger interactions
on excited eigenstates or states with certain localization properties, such as edge or surface states,
which is important for excited-state quantum phase transitions [22] and was demonstrated in
paragraph 3.6 for the Jaynes-Cummings model system [88, 172, 128]. On the other hand, one
is able to track the progression of each eigenstate individually and in parallel without the ex-
change of information between the different computations, which allows an efficient calculation
on multi-processor clusters, as seen in paragraph 3.7 using the (semi-)implicit Crank-Nicolson
method as a specific numerical implementation, discussed in section 3.5. For a scaling of the
computational costs with O

[
N1.3

]
, as seen in Fig. 3.19, we need a sparse but not necessarily a

tridiagonal matrix structure. In the case of a dense matrix, there are two issues which we face.
First, if we use a semi-implicit method we need to invert a dense matrix which costs about O[N3]
and is hence not desirable. Second, if we use an explicit method we have to deal with a high
condition number which requires us to use a very small time step and hence many iterations till
we converge. Both approaches are undesirable which is why the method should not be used in
this case. Similar to other methods, such as Ref. [75], a simple implementation of symmetries,
either directly in the input state or explicitly through the usage of the corresponding symmetry
operator in the dynamics, is feasible. This can help to further increase the convergence rate,
since the distance between the eigenvalues of states contained in the decomposition of the input
state may increase or is enhanced by the explicit symmetry operator usage.

As future work, one may want to examine other decoherent evolution equations with stronger
coupling between the quantum system and the measurement apparatus as well as stochastic
numerical simulation techniques to make higher-dimensional computations feasible.
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4 Electron-Phonon Coupling

Mathematics, rightly viewed,
possesses not only truth, but
supreme beauty - ...

Betrand Russell

In this chapter we want to analyze if one can replace the interaction of electrons and phonons
through the dynamics of the particles on a curved, Riemannian manifold with a metric tensor
that depends in some way on the phonons. The idea is that the metric tensor takes care of the
displacements which are created by the phonons and changes the length measurements on the
manifold accordingly. The resulting quantum system should then be able to work with a lattice
potential that appears regular in the coordinates of the manifold.

First, we shall give an introduction to the standard approach of treating electron-phonon
coupling. Second, we review the concept of non-relativistic quantum mechanics on Riemannian
manifolds. There, we shall discuss the differences and challenges which arise when we try to
match the respective theories, and also derive a measurement that shows the nonequivalence
of the two quantum systems, i.e. we shall demonstrate that the outcomes of measurements in
both systems will not always agree. Nevertheless, we are going to construct a weakly equivalent
system in the special case of two dimensions, for which the energy measurements will return the
same value for a quantum state whose coordinate representation is the same in both systems.
A more detailed explanation of the notion of weak equivalence will be given in the second last
section. Throughout these calculations we derive the form of the metric tensor operator that is
related to the potential which facilitates the electron-phonon interaction.

4.1 Standard approach

As a starting point, we are concerned with the description of the dynamics of (valence) electrons
and ions in a (macroscopic) crystal in the Euclidean space Rd with d = 1, 2 or 3. We assume that
the system is stable and is not losing energy through radiation, which is why we are treating the
electro-static problem,

Ĥ ≡ Ĥel + Ĥion + V̂el-ion , (4.1)

Ĥel = T̂el + V̂el-el , (4.2)

T̂el =

Nel∑
i=1

∣∣∣~̂pi∣∣∣2
2m

, (4.3)

V̂el-el =
∑
i<j

Vel-el

(
~̂ri − ~̂rj

)
, (4.4)

Ĥion = T̂ion + V̂ion-ion , (4.5)

T̂ion =

Nion∑
i=1

∣∣∣ ~̂Pi∣∣∣2
2M

, (4.6)

V̂ion-ion =
∑
i<j

Vion-ion

(
~̂Ri − ~̂Rj

)
, (4.7)

V̂el-ion =

Nel∑
i=1

Nion∑
j=1

Vel-ion

(
~̂ri − ~̂Rj

)
. (4.8)
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4 Electron-Phonon Coupling

The reader should be aware that the system still allows for a dynamical evolution of the con-
figuration of electrons and ions. However, at each point in time the system is not subject to
any incoming or outgoing radiation. In d = 3 dimensions, the potentials are the usual Coulomb
potential

Vel-el

(
~̂ri − ~̂rj

)
=

e2
0∣∣∣~̂ri − ~̂rj∣∣∣ , (4.9)

Vion-ion

(
~̂Ri − ~̂Rj

)
=

Z2e2
0∣∣∣ ~̂Ri − ~̂Rj

∣∣∣ , (4.10)

Vel-ion

(
~̂ri − ~̂Rj

)
= − Ze2

0∣∣∣~̂ri − ~̂Rj

∣∣∣ . (4.11)

In dimensions d = 1 or 2 the potentials are adapted to reflect the effective potentials which act on
the electrons and are usually not Coulomb potentials anymore. People often employ projections
of the three-dimensional Coulomb potential by setting the irrelevant coordinates to zero, i.e.
the symmetry with respect to i ↔ j are conserved. And furthermore, any potential which only
depends on the relative distance between ions and electrons does conserve the total momentum
of the system, i.e. for all k ∈ {1, . . . , d} it holdsNel∑

i=1

p̂i,k +

Nion∑
j=1

P̂j,k, Ĥ

 = 0 . (4.12)

This can be checked using the property of the commutator of an operator function f(~̂r1, . . . , ~̂rd)
with the momentum operator, which reads[

f̂, p̂i,k

]
= ı~

∂f

∂ri,k

∣∣∣∣
~̂r1,...,~̂rd

, (4.13)

which can be derived using the multi-dimensional Taylor expansion of the operator f̂ with respect
to the position operators.

We are concerned with the evolution of the quantum state |Ψ(t)〉 ∈ Hel

⊗
Hion whose dynamics

can be described by the Schrödinger equation

ı~∂t|ψ(t)〉 =
(

T̂el + V̂el-el + T̂ion + V̂ion-ion + V̂el-ion

)
|ψ(t)〉 . (4.14)

Hel is the Hilbert space of Nel electrons with the complete fully antisymmetric basis {|φ〉} and
Hion the Hilbert space of Nion ions with the fully (anti-)symmetric basis {|θ〉}. Whether the
Hilbert space of ions requires a fully antisymmetric or symmetric basis depends, according to
the spin-statistics theorem [124], on whether the spin is an integer or not. A quantum state of
the system can be expressed as

|Ψ(t)〉 =
∑
|Φ〉,|Θ〉

C|Φ〉,|Θ〉(t)|Φ〉
⊗
|Θ〉 . (4.15)

If the ions and electrons do not interact with each other, the quantum state could be written as

|Ψ(t)〉 = |ψel〉
⊗
|ψion〉 . (4.16)

Interactions between the two types of particles lead to a superposition of these product states.
If one uses a single particle basis |φ〉 we can write an electronic basis state |Φ〉 as

〈~rel| ≡ 〈~r1, ~r2, . . . , ~rNel
| , (4.17)

〈~rel|Φ〉 =
1√
Nel!

∑
π∈SNel

sign(π)

 ∑
φ1,...,φNel

Aφ1,...,φNel

Nel∏
i=1

〈~rπ(i)|φi〉

 . (4.18)
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4.2 Phonons

A symmetric version would be given by ignoring the sign of the permutation. The reader may
have noticed already that the spin does not have any direct influence on the dynamics of the
system since it is not entering the Hamilton operator but only has an influence on the statistics.
Since we are concerned with the modeling of the Hamilton operator through another system of
the same type of particles we shall not consider the spin quantum number in the subsequent
discussion as it is irrelevant for our actual problem. (Anti-)Symmetrization with respect to
additional quantum numbers should always be possible afterwards. To tackle the problem, we

restrict the probability distribution of ions to localized point particles at positions ~R
(loc)
i , i.e.

demanding

|〈~Rion|ψion〉|2 =

Nion∑
i=1

δ(~Ri − ~R
(loc)
i ) . (4.19)

This is a big reduction of the ionic Hilbert space Hion, and not always justified, especially
for rather extended ionic wave functions. There are other approaches such as introducing a
homogeneous positive charge background and seeing phonons as elementary excitations in this
“vacuum” in the same way as photons fill the vacuum in a black body chamber. Nevertheless,
one usually introduces some sort of restriction on the ionic wave function depending on the
physical system one tries to describe. We call the resulting Hilbert space Hph, where ph stands
for phonons.

4.2 Phonons

If we write the i-th ions position as ~Ri = ~R
(0)
i + ~ui, where ~ui is a displacement around the ions

equilibrium positions ~R
(0)
i , we shall make a simple basis change from R̂i,j to R

(0)
i,j +ûi,j . Assuming

small displacements, we make a Taylor expansion of the ionic potential in the coordinate space
representation

Vion-ion(~Ri − ~Rj) ≈ Vion-ion(~R
(0)
i − ~R

(0)
j )

+

d∑
l,m=1

1

2

d2Vion-ion

dRldRm

∣∣∣∣
~R
(0)
i −~R

(0)
j

(~ui − ~uj)l (~ui − ~uj)m , (4.20)

Vion-ion = C +
1

2

Nion∑
i,j=1

d∑
l,m=1

Dlm(~R
(0)
i − ~R

(0)
j )ui,luj,m , (4.21)

C ≡
∑
i<j

Vion-ion(~R
(0)
i − ~R

(0)
j ) , (4.22)

Dlm(~R
(0)
i − ~R

(0)
j ) ≡ − d2Vion-ion

dRldRm

∣∣∣∣
~R
(0)
i −~R

(0)
j

+ δij

Nion∑
k=1

d2Vion-ion

dRldRm

∣∣∣∣
~R
(0)
i −~R

(0)
k

, (4.23)

where C is just a constant, i.e. irrelevant for the dynamics, and Dlm a positive-definite matrix,

since ~R
(0)
i is the equilibrium solution. The reader should note that this approximation of the

potential does not violate the conservation of the total ion momentum, i.e.[
Nion∑
i=1

P̂i,k, V̂ion-ion

]
= − ı~

2

Nion∑
i,j=1

[
Dkl(~R

(0)
i − ~R

(0)
j ) +Dlk(~R

(0)
j − ~R

(0)
i )
]

ûj,l = 0 . (4.24)

This can be seen by using Eq. (4.23). If the crystal has Nu ≡
∏d
i=1Ni unit cells as well as na

ions per unit cell, i.e. Nion = naNu, it is more instructive to write the potential as

Vion-ion =
1

2

N1∑
i1,j1=1

· · ·
Nd∑

id,jd=1

na∑
k,k′=1

Dlm(~R
(0)
~ik
− ~R

(0)
~jk′

)u~ik,lu~jk′ ,m
(4.25)

≡ 1

2

∑
~i,~j

na∑
k,k′=1

Dlm(~R
(0)
~ik
− ~R

(0)
~jk′

)u~ik,lu~jk′ ,m
. (4.26)
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4 Electron-Phonon Coupling

To arrive at an harmonic oscillator Hamilton operator with eigenfrequency ω~q,s, one needs to
impose periodic boundary conditions (Born-von-Karman) at the ends of the crystal and make
the transformation to the operators

ûj,k =
1√
Nion

∑
~q,s

Q̂~q,se
ı~q·~R(0)

j (e~q,s)k , (4.27)

p̂j,k =
1√
Nion

∑
~q,s

P̂~q,se
−ı~q·~R(0)

j (e~q,s)k . (4.28)

The inverse transformations are given by

Q̂~q,s =
1√
Nion

Nion∑
j=1

d∑
k=1

e−ı
~R
(0)
j ·~qûj,k (e~q,s)k , (4.29)

P̂~q,s =
1√
Nion

Nion∑
j=1

d∑
k=1

eı
~R
(0)
j ·~qp̂j,k (e~q,s)k . (4.30)

First of all, the allowed wave vectors ~q are constrained by the overall periodic boundary condi-
tions. Second, wave vectors which differ by a reciprocal lattice vector ~Ki pointing to the ith Bril-
lioun zone (BZ) lead to the same displacement and momentum operators, since ~Ki · ~Rj = 2πδij .
Therefore, we regard phonons with wave vectors in another BZ as equivalent to their respective
counterpart in the first BZ. For an introduction to the concept of the reciprocal lattice as well
as BZ we refer the reader to Ref. [98]. The wave vectors in the first BZ of the reciprocal lattice
read in the case of a mono-atomic chain (d = 1) with lattice constant a

q = 2πk/(Niona) , (4.31)

with k ∈ {0,±1,±2, . . . ,± 1
2Nion−1, Nion

2 }. The polarization counts the different phonon branches
for a given wave vector, which arise due to the dimensionality of the crystal (longitudinal and
transversal modes) and due to the internal structure of the unit cell (optical branches). If there
are two atoms per unit cell in a three dimensional crystal one expects six different phonon
branches, one set of acoustical modes and another set of optical modes, which can each time be
grouped into one longitudinal and two transversal branches. In general, a d-dimensional crystal

with Nu unit cells and na ions per unit cell has in total Nac = dNu − d(trans)
f − d(rot)

f acoustical

phonon modes and Nop = dNu(na − 1) optical modes. d
(trans)
f = d and d

(rot)
f are the number of

degrees of freedom for a global translation and rotation of the crystal. The degrees of freedom for
rotations are zero in one dimension, 1 in two dimensions and 3 in three dimensions. In addition,
since ûj,k and p̂j,k are hermitian, we impose

Q̂†~q,s = Q̂−~q,s , (4.32)

P̂†~q,s = P̂−~q,s . (4.33)
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4.2 Phonons

Throughout the following calculations, it will become clear why that is sufficient. If we introduce
these operators into the ionic potential we shall find

1

2

∑
~q,~q′,s,s′

Q̂~q,sQ̂~q′,s′
1

Nion

∑
~i,~j

na∑
k,k′=1

~eT~q,sD(~R
(0)
~ik
− ~R

(0)
~jk′

)~e~q′,s′e
ı

(
~q·~R(0)

~ik
+~q′·~R(0)

~jk

)
(4.34)

=
1

2

∑
~q,~q′,s,s′

Q̂~q,sQ̂~q′,s′
1

na

∑
k,k′

1

Nu

∑
~i

e
ı ~R

(0)
~ik
·(~q−~q′)

×
∑
~j

~eT~q,sD(~R
(0)
~ik
− ~R

(0)
~jk′

)~e~q′,s′e
−ı~q′·(~R(0)

~ik
−~R(0)

~j
k′

)
(4.35)

=
1

2

∑
~q,~q′,s,s′

Q̂~q,sQ̂~q′,s′δ~q,−~q′
1

na

∑
k,k′

~eT~q,sD̃(−~q′, k, k′)~e~q′,s′ (4.36)

=
1

2

∑
~q,s,s′

Q̂~q,sQ̂−~q,s′
1

na

∑
k,k′

~eT~q,sD̃(~q, k, k′)~e−~q,s′ , (4.37)

where we have used that the last term in the second equation does not depend on the cell index
~i. The term δ~q,−~q arises through the sum over the lattice vectors which connect one lattice cell

with the other. Usually, one would demand that ~q − ~q = ~K, where ~K is an arbitrary reciprocal
lattice vector. However, since the quantum state of a phonon whose wave vector is shifted by a
reciprocal lattice vector is equivalent and ~q, ~q′ are vectors from the first BZ, the sum just reduces
to δ~q,−~q. The polarization vectors ~e~q,s are chosen to diagonalize the set of na matrices D̃(~q, k, k).
Such a set of eigenvectors can always be found for a real symmetric matrix and constitutes
are complete orthonormal basis set. The eigenvalues can be labeled Mω2

~q,s, since the matrix

is positive-definite and hence possess only positive eigenvalues. Since the matrix D̃(~q, k, k′) is
symmetric with respect to the operation ~q → −~q due to the symmetry in the Coulomb potential
and the boundary conditions, the eigenvectors and eigenvalues are also symmetric. Although
some textbooks suggest that a restriction to nearest-neighbor interaction between the ions is
necessary that is not correct. The existence of phonons with a well-defined energy-momentum
relation is not limited to this case, as we have seen above. However, it may in practice become
very hard to evaluate the matrix entries D̃(~q, k, k) and hence find the eigenvectors and -values
for long-range interactions between the ions. Nevertheless, the final result hence reads

Vion-ion =
M

2

∑
~q,s

ω2
~q,sQ̂~q,sQ̂−~q,s . (4.38)

The calculation for the kinetic energy of the ions is more straightforward and leads to

T̂ion =
1

2M

∑
~q,s

P̂~q,sP̂−~q,s . (4.39)

Making a basis transformation to the operators

b̂†~q,s ≡
1√
2~

[√
Mω~q,sQ̂−~q,s − ı

P̂~q,s√
Mω~q,s

]
, (4.40)

b̂~q,s ≡
1√
2~

[√
Mω~q,sQ̂~q,s + ı

P̂−~q,s√
Mω~q,s

]
, (4.41)

one realizes that they are ladder operators, i.e. fulfill the commutation relations[
b̂~q,s, b̂

†
~q′,s′

]
= δ~q,~q′δs,s′ , (4.42)[

b̂~q,s, b̂~q′,s′
]

= 0 , (4.43)[
b̂†~q,s, b̂

†
~q′,s′

]
= 0 . (4.44)
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One can show these relations by explicit calculations using the definitions from Eqs. (4.29) and
(4.30), as well as [ûj,k, p̂l,m] = ı~δj,lδk,m. The inverse transformations are

Q̂~q,s =

√
~

2Mω~q,s
(b̂†−~q,s + b̂~q,s) , (4.45)

P̂~q,s = ı

√
~Mω~q,s

2
(b̂†~q,s − b̂−~q,s) , (4.46)

such that the actual hermitian displacement operator is given by

ûj,k =

√
~

2MNion

∑
~q,s

eı~q·
~R
(0)
j (e~q,s)k√
ω~q,s

(
b̂†−~q,s + b̂~q,s

)
. (4.47)

Looking at the hermitian operator

~ω~q,s(b̂†~q,sb̂~q,s + 1/2) = ~ω~q,s/2(2b̂†~q,sb̂~q,s + 1) (4.48)

= ~ω~q,s/2(b̂†~q,sb̂~q,s + b̂~q,sb̂
†
~q,s + 1−

[
b̂~q,s, b̂

†
~q,s

]
) (4.49)

= ~ω~q,s/2(b̂†~q,sb̂~q,s + b̂†−~q,sb̂−~q,s) (4.50)

we see that the original Hamilton operator is recovered, and consequently

Ĥph ≡
∑
~q,s

~ω~q,s(b̂†~q,sb̂~q,s + 1/2) . (4.51)

This means that we are dealing with independent harmonic oscillators of different eigenfrequen-
cies. If we regard the operators b̂†~q,s and b̂~q,s as bosonic creation and annihilation operators for a
phonon from the second quantization formalism perspective, one will say that we create or add a
phonon with wave vector ~q, polarization s and energy ~ω~q,s to the system of n phonons of wave
vector ~q and polarization s by exciting the harmonic oscillator with eigenfrequency ω~q,s from the
n-th to the (n + 1)-th eigenstate. A useful basis for the space is the occupation number basis,
where one just specifies the number of phonons in a given mode

|n1, . . . , nNmodes
〉 = |n1, ~q1, s1〉|n2, ~q2, s2〉 . . . |nNmodes

, ~qNmodes
, sNmodes

〉 (4.52)

=

Nmodes∏
i=1

(
b̂†~qi,si

)ni
√
ni!

|0〉 , (4.53)

and |0〉 is the vacuum phonon state and Nph = Nac + Nop = Nion − d
(trans)
f − d

(rot)
f is the

total number of phonon modes in the first BZ, which means the ones leading to different ionic
displacements. The term 1/2 in the phononic Hamilton operator is irrelevant for the dynamics
and can be dropped for the following calculations. From a physical point of view, it means that
there are always fluctuations in the system and that the ions are never perfectly localized on
their positions.

Which kind of displacements do these state produce and how does the wave function look like
in the displacement basis |~u1, . . . , ~uNion〉? As we have mentioned before, the crystal basically
gets filled with Nph independent harmonic oscillators of different frequency and excitation. The

vacuum state, which is defined by b̂~q,s|0〉 = 0 for all ~q, s, is the product of all these ground states,
i.e.

0 = 〈~u1, . . . , ~uNion
|b̂~q,s|0〉 (4.54)

=

√
Mω~q,s

2~
1√
Nion

Nion∑
j=1

e−ı~q·
~R
(0)
j

d∑
k=1

(e~q,s)k

(
uj,k +

~
Mω~q,s

∂

∂uj,k

)
ψ0(~u1, . . . , ~uNion

) , (4.55)
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from which we conclude

〈~u1, . . . , ~uNion
|0〉 =

Nph∏
i=1

ψ0,~qi,si(~u1, . . . , ~uNion
) , (4.56)

ψ0,~q,s(~u1, . . . , ~uNion) =

dNion∏
j=1

φ0,~q,s(uj) , (4.57)

φ0,~q,s(u) ≡
(
Mω~q,s
π~

)1/4

e−
Mω~q,s

2~ u2

, (4.58)

such that for instance a state with one phonon is given by

〈~u1, . . . , ~uNion |01, . . . , 0i−1, 1i, 0i+1, . . . , 0Nph
〉 = 〈~u1, . . . , ~uNion |b̂

†
~qi,si
|0〉 , (4.59)

=

√
Mω~qi,si
2~Nion

Nion∑
j=1

e−ı~qi·
~R
(0)
j

d∑
k=1

(e~qi,si)k

(
uj,k −

~
Mω~qi,si

∂

∂uj,k

) 〈~u1, . . . , ~uNion
|0〉 , (4.60)

= ψ1,~qi,si(~u1, . . . , ~uNion
)
∏
j 6=i

ψ0,~qj ,sj (~u1, . . . , ~uNion
) , (4.61)

ψ1,~q,s(~u1, . . . , ~uNion
) =

1√
Nion

Nion∑
j=1

[
eı~q·

~R
(0)
j

d∑
k=1

(e~q,s)k φ1,~q,s(uj,k)

∏
(j′,k′)6=(j,k)

φ0,~q,s(uj′,k′)

 , (4.62)

φ1,~q,s(u) =
1√
2

(
Mω~q,s
π~

)1/4

e−
Mω~q,s

2~ u2

H1

(√
Mω~q,s

~
u

)
, (4.63)

where H1 is the known hermite polynomial from chapter 2. The generalization to a state
|n1, n2, . . . , nNph

〉 is straightforward.
It is worth to mention that if one includes a third-order term in the Taylor expansion of Eq.

(4.20) one obtains interacting phonons and the problem becomes much more involved. Since we
are dealing with the possible representation of the electron-phonon interaction through curvature,
we shall not consider the problem of interacting phonons here. It should be stressed, however,
that in principle it would be possible to include this effect in the resulting dynamics in curved
space in the same way as the total energy of the phononic state could be added.

4.3 Bloch state

This section is crucial for understanding the central issue of this chapter, since it concerns
everything that we are trying to replace through the dynamics of electrons in a curved space.
This is the reason, we shall try to give more complete and lengthy explanations here. In the
presentation of the subject we mainly follow the ideas from Ref. [98].

The restriction of the ionic Hilbert space to Hph also influences the electron-ion interaction.
Assuming small displacements in the coordinate space representation, the interaction is written
as a Taylor series around ~ui ≈ 0 up to first order

Nion∑
j=1

Vel-ion(~r − ~Rj) ≈ Vlat(~r) + Vel-ph(~r) , (4.64)

Vlat(~r) ≡
Nion∑
j=1

Vel-ion(~r − ~R
(0)
j ) , (4.65)

Vel-ph(~r) ≡ −
Nion∑
j=1

~uj · ~∇Vel-ion(~r − ~R
(0)
j ) . (4.66)
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One imposes the same periodic boundary conditions (Born-von-Karman) as for the ions on the
electrons. Therefore, each electron is subject to the same static crystal lattice potential Vlatt as
well as the same electron-phonon potential Vel-ph. This means that every single electron feels
the same potential landscape. Furthermore, the lattice potential is invariant with respect to

translations of the electron’s coordinate by an arbitrary lattice vector, ~r → ~r + ~R
(0)
i , whereas

the potential Vel-ph is not invariant with respect to such a transformation since the displacement
vector ~uj will in general be different at every lattice site j. Furthermore, the reader should know
that this approximated potential does not conserve the total momentum anymore, which we shall
demonstrate in the following. Looking at the commutator, it is obvious from the calculations
in section 4.1 that we only need to check the commutator between the total momentum of the
electrons and the first-order correction in the electron-ion potential, since the rest necessarily
sums to zero. One finds

−
Nel∑
i,j=1

Nion∑
l=1

d∑
m=1

ûl,m

[
p̂i,k,

∂Vel-ion

∂rj,m

∣∣∣∣
~̂rj−~R(0)

l

]
= ı~

Nel∑
i=1

Nion∑
j=1

d∑
l=1

ûj,l
∂2Vel-ion

∂ri,k∂ri,l

∣∣∣∣
~̂ri−~R(0)

j

(4.67)

= −ı~Ze2
0

Nel∑
i=1

Nion∑
j=1

∑d
l=1 3ûj,l

(
r̂i,l −R(0)

j,l

)(
r̂i,k −R(0)

j,k

)
− |~̂ri − ~R

(0)
j |2ûj,k

|~̂ri − ~R
(0)
j |5

6= 0 , (4.68)

which is not always equal to zero, such that the total momentum is in general not conserved in
this approach. It should be mentioned that higher order terms in the expansion above will lead
to more sophisticated interactions between one electron and the phonons than just absorption
or emission of one phonon, such as scattering (absorption plus emission), emission or absorption
of two phonons for the second order correction. The dynamics of all electrons is hence described
by the Hamilton operator

Ĥ =

Nel∑
i=1

Ĥ
(el)
i + V̂el-el , (4.69)

Ĥ
(el)
i ≡

d∑
j=1

p̂2
i,j

2m
+ Vlatt(r̂i,1, . . . , r̂i,d) + Vel-ph(r̂i,1, . . . , r̂i,d) . (4.70)

Ignoring the interaction between electrons for a moment, we shall analyze the second Hamilton
operator. Since the electron obeys the periodic boundary conditions

ψ(x1, . . . , xd−1, 0) = ψ(x1, . . . , xd−1, Ld) , (4.71)

(∂dψ) (x1, . . . , xd−1, 0) = (∂dψ) (x1, . . . , xd−1, Ld) , (4.72)

ψ(x1, . . . , xd−2, 0, xd) = ψ(x1, . . . , xd−2, Ld−1, xd) , (4.73)

(∂d−1ψ) (x1, . . . , xd−2, 0, xd) = (∂d−1ψ) (x1, . . . , xd−2, Ld−1, xd) , (4.74)

...

ψ(0, x2, . . . , xd) = ψ(L1, x2, . . . , xd) , (4.75)

(∂1ψ) (0, x2, . . . , xd) = (∂1ψ) (L1, x2, . . . , xd) , (4.76)

for a crystal of length Li in direction ~ei, the eigenstates of the free Hamiltonian T̂kin ≡
∑d
i=1

p̂2
i

2m ,
which we call kinetic energy since no potentials are present, are given by

d∑
i=1

p̂2
i

2m
|ψ~n〉 =

~|~k~n|2

2m
|ψ~n〉 , (4.77)

and can be labeled by the discrete quantum number(s) n1, . . . , nd ∈ Z through

~k~n = 2π

(
n1

L1
, . . . ,

nd
Ld

)
(4.78)

where ~~k is the momentum of this state. The quantization condition comes directly from the
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4.3 Bloch state

periodic boundary conditions. The eigenvalues are necessarily positive since the operator is
positive-definite. Their coordinate representation is given by

〈~x|ψ~n〉 = ψ~n(~x) =
1√

vol(V )
eı
~k~n·~x , (4.79)

and with the crystal volume vol(V ) ≡
∏d
i=1 Li they build a complete orthonormal basis set

on the one electron Hilbert space. Orthogonality follows immediately for states which belong
to different quantum numbers, since the lengths Li can be varied independently. Choosing for
instance 1/Li as different irrational numbers for all i = {1, . . . , d}, every state can belong to a
different eigenvalue of the momentum operator. To show completeness, we need to demonstrate∑

~n∈Zd
|ψ~n〉〈ψ~n| = I , (4.80)

〈~x′|

∑
~n∈Zd

|ψ~n〉〈ψ~n|

 |~x〉 = δ(~x′ − ~x) . (4.81)

First of all, we want to represent the sum
∑
~n∈Zd by an integral over momentum space. Therefore,

we define a piece-wise constant function and divide the resulting integral by the momentum
volume in Rd which is occupied by each state. The volume is

∏d
i=1

2π~
Li

for each cell in momentum
space. In the limit L1, L2, . . . , Ld →∞, we find the expression

1

(2π~)d

∫
Rd

d~p e
~p·(~x−~x′)

~ = δ(~x− ~x′) , (4.82)

which proves the completeness in the limit of infinite crystal size. In practice the crystal usually
has a much bigger scale than the electron, which is why such an approach would be justified. In
addition, we know that our crystal belongs to a certain space group (symmetry group), which
has a point and translation group as its basis. For an introduction to space groups and symmetry
operators in quantum mechanics we refer the reader to Ref. [74] and Ref. [137]. Since the kinetic
energy does not require a special underlying geometry in the Euclidean space, we know that the
Hamilton operator ĤBl = T̂kin + Vlatt(r̂1, . . . , r̂d) is invariant, i.e. commutes, with the (unitary)
symmetry operators of the space group, especially with the group of translations. Consequently,
there exists a common eigenbasis of the symmetry operators and the Hamilton operator. We call
an eigenstate of the operator ĤBl a Bloch state to the eigenvalue εn,~k if it is also an eigenstate
for every operator in the translation group. According to Bloch’s theorem, such a state can be
labeled by the quantum numbers n and ~k, where n ∈ N is the band index and ~k is the crystal
or (quasi-)momentum in the first BZ. Two Bloch states with the same band index and two wave
vectors which differ by a reciprocal lattice vector are equivalent, i.e. |ψn,~k+ ~K〉 = |ψn,~k〉. For a

more detailed discussion of the band structures in solids, we refer the reader to Ref. [98]. The
state’s coordinate representation is written as

ψn,~k(~x) =
1√

vol(V )
eı
~k·~xUn,~k(~x) . (4.83)

The function Un,~k has the same translational symmetry as the crystal, i.e. Un,~k(~x+ ~Ri) = Un,~k(~x)
for an arbitrary lattice vector and fulfills the orthogonality relation

1

vol(Ωi)

∫
Ωi

d~x U∗
n,~k

(~x)Un′,~k(~x) = δn,n′ (4.84)

on an arbitrary Wigner-Seitz cell Ωi ∈ {Ω1, . . . ,ΩNu} and Ωi ⊂ Rd with the volume vol(Ωi). Due
to its periodicity, the function Un,~k can be written as a discrete Fourier series over the reciprocal
lattice vectors, i.e.

Un,~k(~x) =
∑
~K

Un,~k( ~K)eı
~K·~x , (4.85)
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such that

ψn,~k(~x) =
1√

vol(V )

∑
~K

Un,~k( ~K)eı(
~K+~k)·~x . (4.86)

However, this state needs to obey the periodic boundary conditions as well and hence for every
combination ~k+ ~K exists an ~m ∈ Zd with ~k~m = ~k+ ~K, such that a Bloch state is just a specific
linear combination of plane waves. In contrast to the free particle, the numbers ~k in the first BZ
are in general not equal to the momentum. Theoretically, we define them as the phase factor of

the eigenvalue of this state |ψn,~k〉 with the translation operator T̂i, which is e−ı
~k·~Ri . In order

to get a better idea on how these functions behave the reader should take a look at the exactly-
solvable one-dimensional Kronig-Penney model in Ref. [98]. In order to show that the states
build a complete orthonormal basis we can use the same trick as for the completeness relation
of the discrete plane wave basis. So far, we have been a little sloppy with our formalism for
integration, since everything has happened in Euclidean space Rd up to this point. Now, while
things are still relatively easy to grasp, we would like to introduce our formalism for integrations
on oriented manifolds while showing the orthonormality of the Bloch states. For an introduction
to the subject of integration on manifolds or more generally differential geometry, we refer the
reader to [165]. We look at the integral over the complex d-form∫

V

ωn,~k,n′,~k′ =

∫
φ(V )

(φ−1)∗ωn,~k,n′,~k′ =

∫
φ(V )

d~x ψ∗
n,~k

(~x)ψn′,~k′(~x) , (4.87)

〈ψn,~k|ψn′,~k′〉 =

∫
V

ωn,~k,n′,~k′ =

Nu∑
i=1

∫
Ωi

ωn,~k,n′,~k′ =

Nu∑
i=1

∫
fi(Ω1)

ωn,~k,n′,~k′ (4.88)

=

Nu∑
i=1

∫
Ω1

f∗i ωn,~k,n′,~k′ =

Nu∑
i=1

∫
θ(Ω1)

(θ−1)∗f∗i ωn,~k,n′,~k′ (4.89)

=

Nu∑
i=1

∫
θ(Ω1)

d~y |J [φ ◦ fi ◦ θ−1(~y)]|ψ∗
n,~k

[φ ◦ fi ◦ θ−1(~y)]ψn′,~k′ [φ ◦ fi ◦ θ
−1(~y)] (4.90)

=

Nu∑
i=1

∫
θ(Ω1)

d~y ψ∗
n,~k

(~y + ~Ri)ψn′,~k′(~y + ~Ri) (4.91)

=

Nu∑
i=1

e
~Ri·(~k′−~k)

∫
θ(Ω1)

d~y ψ∗
n,~k

(~y)ψn′,~k′(~y) (4.92)

= δ~k,~k′
1

vol(Ω1)

∫
θ(Ω1)

d~y U∗
n,~k

(~y)Un′,~k(~y) (4.93)

= δ~k,~k′δn,n′ (4.94)

where Ωi is the i-th Wigner-Seitz cell around the lattice vector ~Ri, i.e. V = ∪Nui=1Ωi and the
overlap Ωi ∩ Ωj is of measure zero for i 6= j. In this case the positively oriented charts (V, φ),
(Ω1, θ) are given by the identity maps

φ : V → Rd (4.95)

φ(~x) = ~x , (4.96)

θ : Ω1 → Rd (4.97)

θ(~y) = ~y , (4.98)
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and fi is an orientation preserving diffeomorphism

fi : Ω1 → Ωi , (4.99)

φ ◦ fi ◦ θ−1 : θ(Ω1) ⊂ Rd → φ(V ) ⊂ Rd (4.100)

φ ◦ fi ◦ θ−1(~y) ≡ ~x = ~y + ~Ri (4.101)

from the first to the i-th Wigner-Seitz cell whose Jacobian J = ∂xi
∂yj

has determinant 1. In the

third last step, we used the translation property of the Bloch states.
In the language of second quantization, we define the operators â†

n,~k
and ân,~k for the creation

and annihilation of an electron in the Bloch state |ψn,~k〉. Since the electrons are fermions and
not bosons, these operators fulfill the anti-commutation rules{

ân,~k, â
†
n′,~k′

}
= δn,n′δ~k,~k′ , (4.102){

ân,~k, ân′,~k′

}
= 0 , (4.103){

â†
n,~k
, â†
n′,~k′

}
= 0 . (4.104)

This means that we can express a fully antisymmetric state of Nel electrons through

|ψel〉 =
∑

π∈SNel

(
Nel∏
i=1

â†
nπ(i),~kπ(i)

)
|0〉 , (4.105)

where |0〉 is the vacuum state without any electrons. Now that we have found a basis which
diagonalizes the first part of Ĥel as well as a basis which diagonalizes the ionic Hamilton operator,
we should analyze the matrix elements of the interaction operator V̂el-ph(r̂i,1, . . . , r̂i,d) in this
basis, i.e.

−
Nion∑
j=1

ûj,i〈ψn,~k|(∂iVel-ion)(r̂1 −Rj,1, . . . , r̂d −Rj,d)|ψn′,~k′〉 = (4.106)

−
∑
j=1

ûj,ie
ı ~Rj ·(~k′−~k)〈ψn,~k|(∂iVel-ion)(r̂1, . . . , r̂d)|ψn′,~k′〉 = (4.107)

∑
~q,s

(b̂†−~q,s + b̂~q,s)Cn,n′,s(~k,~k
′, ~q)

∑
j=1

eı
~Rj ·(~k′−~k+~q) = (4.108)

∑
~K

δ~k′−~k+~q, ~K

∑
~q,s

(b̂†−~q,s + b̂~q,s)Cn,n′,s(~k,~k
′, ~q) . (4.109)

where ~K is a reciprocal lattice vector. The sum over the lattice vectors is necessary since the
wave vector ~k′ = ~k − ~q can lie outside the first BZ, such that an addition or subtraction with
a reciprocal lattice vector shifts it back to its uniquely determined wave vector in the first BZ.
One calls phonon absorptions or emissions with ~K 6= 0 Umklapp processes, since the electron’s
wave vector enters the first BZ from the opposite side. We have also defined our specific coupling
constant

Cn,n′,s(~k,~k
′, |~q|) ≡ −

√
~Nion

2Mω|~q|,s

(
e|~q|,s

)
i
〈ψn,~k|(∂iVel-ion)(r̂1, . . . , r̂d)|ψn′,~k′〉 , (4.110)

with C ∈ C and
C∗n,n′,s(

~k,~k′, ~q) = Cn′,n,s(~k
′,~k, ~q) . (4.111)

It determines the probability of the emission or absorption of a single phonon by a single electron.
The probability can be calculated using Fermi’s golden rule and is well explained in Ref. [98]. The
reader should be aware that the specific formula for the coupling is in practice not really relevant,
since one does not know how the electron-ion potential which couples valence electrons and ions
looks like in a certain material. It can be through a Coulomb potential of type (4.11) but might
also work differently due to screening effects of other core electrons. Therefore, it is more useful
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to actually measure the coupling constant through Raman spectroscopy, angle-resolved photon
emission spectroscopy (ARPES), inelastic neutron-scattering and others, and find a numerical fit
for the coupling constant from the data. The interested reader should consult Refs. [52, 30, 126].
Rewriting the result in the operator formalism of second quantization, we obtain the hermitian
operator

V̂el-ph =
∑
n,n′,~k

∑
~K

∑
~q,s

Cn,n′,s(~k + ~q + ~K,~k, ~q)â†
n,~k+~q+ ~K

ân′,~k(b̂†−~q,s + b̂~q,s) . (4.112)

It is important to note that the eigenvalues of this operator are real.

4.3.1 Polaron

The particle whose quantum state is an eigenstate of the Hamilton operator

Ĥpol ≡
∑
n,~k

εn,~kâ†
n,~k

ân,~k +
∑
~q,s

~ω~q,sb̂†~q,sb̂~q,s

+
∑
n,n′,~k

∑
~K

∑
~q,s

Cn,n′,s(~k + ~q + ~K,~k, ~q)â†
n,~k+~q+ ~K

ân′,~k(b̂†−~q,s + b̂~q,s) , (4.113)

is called polaron [38]. It is an electron which lives together with the polarizations, that it intro-
duces to the surrounding ionic lattice, in perfect harmony. One can introduce several simplifica-
tions of this Hamiltonian such as forbidding inter-band transitions in the interaction (n′ = n),

Umklapp processes ( ~K = 0), and explicit formulas for the electron’s εn,~k and phonon’s dispersion
relation ~ω~q,s. If one chooses a quadratic dispersion relation for the electron with a modified

electron mass, εn,~k = ~|~k|2
2m∗n

, which amounts to an approximation of a weak lattice potential or

a very extended electronic wave function, one calls the resulting particle large polaron. If one
approximates the electron’s dispersion in a tight binding model, i.e. the assumption of a strong
lattice potential, one talks about the small polaron. Furthermore, one can introduce the dimen-
sionless Fröhlich coupling constant α which measures the strength of the interaction between
electrons and phonons [38]. In general, we define our coupling constant as the ratio between
the electron’s energy and the coupling energy, which means it depends on the band and wave
vector of the electron as well as the wave vector and polarization of the phonon. For specific
approximations one can write down explicit formulas for the coupling, which we shall do in the
next subsection. The coupling strengths for longitudinal phonons, which is much stronger than
for transversal phonons, are on the order of 10−2 till 100 [40]. Unfortunately, the exact solutions
to the eigenstates of these particles have not been found so far. Depending on the coupling
strength one can obtain approximate results in the weak or strong coupling regimes, as described
in Refs. [38] and [39].

4.3.2 Hermitian transition

The effective operator acting on an electron is not necessarily hermitian for every phonon tran-
sition. Calculating the fundamental matrix elements for the absorption of one phonon we find
the non-hermitian operator

V̂ab(nph, ~q, s) ≡ 〈nph − 1, ~q, s|V̂el-ph|nph, ~q, s〉 (4.114)

=
√
nph

∑
n,n′,~k, ~K

Cn,n′,s(~k + ~q + ~K,~k, ~q)â†
n,~k+~q+ ~K

ân′,~k , (4.115)

[
V̂ab(nph, ~q, s)

]†
=
√
nph

∑
n,n′,~k, ~K

Cn,n′,s(~k − ~q + ~K,~k, ~q)â†
n,~k−~q+ ~K

ân′,~k , (4.116)

86



4.3 Bloch state

and for the emission we also find a non-hermitian operator

V̂em(nph, ~q, s) ≡ 〈nph, ~q, s|V̂el-ph|nph − 1, ~q, s〉 (4.117)

=
√
nph

∑
n,n′,~k, ~K

Cn,n′,s(~k − ~q + ~K,~k, ~q)â†
n,~k−~q+ ~K

ân′,~k , (4.118)

[
V̂em(nph, ~q, s)

]†
=
√
nph

∑
n,n′,~k, ~K

Cn,n′,s(~k + ~q + ~K,~k, ~q)â†
n,~k+~q+ ~K

ân′,~k . (4.119)

However, one observes that
[
V̂ab(nph, ~q, s)

]†
= V̂em(nph, ~q, s). This will become important in

the next section.
To learn some more about this interaction, in a first approach, we ignore the static lattice

potential, which means we set V̂latt = 0, and try to find a solution for the simpler problem.
Therefore, we define operators

Ĥfree ≡
∑
~k

~2|~k|2

2m
â†~k

â~k =

d∑
i=1

p̂2
i

2m
, (4.120)

ĤIA ≡
∑

~k, ~K,~q,s

C ′s(
~k + ~q + ~K,~k, ~q)â†~k+~q+ ~K

â~k(b̂†−~q,s + b̂~q,s) , (4.121)

where â†~k
creates an electron in the state |ψ~k〉 with momentum ~~k and ~k, ~q, ~K ∈ {~k~n|~n ∈ Zd}.

Using Eq. (4.110) the new coupling constant becomes

C ′s(
~k + ~q + ~K,~k, ~q) = −ı

√
nphNion

~
2Mω~q,s

~e~q,s · (~q + ~K)F [Vel-ion](~q + ~K) (4.122)

= Eel-ph(nph, |~q|, s)~e|~q|,s · ~F (~n~q + ~m ~K) , (4.123)

Eel-ph(nph, |~q|, s) ≡
(2π)2Ze2

0

L

√
Nionnph

~2

2ML2
/
(
~ω|~q|,s

)
∈ R , (4.124)

~F (~n~q + ~m ~K) ≡ ı(~n~q + ~m ~K)

π∫
−π

dy1· · ·
π∫
−π

dyd
e−ı~y·(~n~q+~m ~K)

|~y|
∈ Cd/Rd (4.125)

= ı(~n~q + ~m ~K)2d
π∫

0

dy1· · ·
π∫

0

dyd
cos[~y · (~n~q + ~m ~K)]

|~y|
, (4.126)

~F (−~n~q − ~m ~K) = [~F (~n~q + ~m ~K)]∗ = −~F (~n~q + ~m ~K) , (4.127)

where we have assumed Li = L. The result is independent of the electron’s wave vector. Calcu-
lating the simplified effective emission and absorption operators we find

V̂em(nph, ~q, s) ≡ 〈nph, ~q, s|ĤIA|nph − 1, ~q, s〉 (4.128)

= Eel-ph(nph, |~q|, s)~e|~q|,s ·

∑
~k, ~K

~F ∗~n~q+~m ~K
â†~k−~q− ~K

â~k

 , (4.129)

[
V̂em(nph, ~q, s)

]†
= V̂ab(nph, ~q, s) (4.130)

= Eel-ph(nph, |~q|, s)~e|~q|,s ·

∑
~k, ~K

~F~n~q+~m ~K
â†~k+~q+ ~K

â~k

 . (4.131)

The reciprocal lattice vector ~K is not necessary in this formulation, since the electron’s wave
vector is not limited to the first BZ. However, in order to have a better analogy to the case of
Bloch states, we keep the reciprocal lattice vector for the Umklapp processes and state that wave
vectors are equivalent if they differ by a reciprocal lattice vector, i.e. they carry the same physical
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information. As we are interested to study the effect of the electron-phonon coupling on a more
fundamental level, we want to look at its effect on a set of eigenstates and -vectors. However,
the operators V̂em(nph, ~q, s) and V̂ab(nph, ~q, s) are non-hermitian. That is why we analyze the

hermitian operator V̂IA ≡ [V̂em(nph, ~q, s) + V̂ab(nph, ~q, s)]/2. This amounts to taking the matrix

element of Ĥfree + ĤIA with the product state I
⊗

(|nph − 1, ~q, s〉+ |nph, ~q, s〉)/
√

2 which results
in the effective hermitian operator

Ĥeff ≡
∑
~k

~2|~k|2

2m
â†~k

â~k + [V̂em(nph, ~q, s) + V̂ab(nph, ~q, s)]/2 . (4.132)

It is also interesting to see what happens to the actual displacement field from Eq. (4.47) for the
transition, which is

|ψph〉 ≡ (|nph − 1, ~q, s〉+ |nph, ~q, s〉)/
√

2 , (4.133)

〈ψph|ûj,k|ψph〉 =

√
~nph

2MNionω|~q|,s

(
e|~q|,s

)
k

cos(~q · ~Rj) . (4.134)

The first statement, which can be made about the operator Ĥeff, is about its trace

Tr
[
Ĥeff

]
=
∑
~k

~2|~k|2

2m
Tr[â†~k

â~k] =
∑
~n∈Zd

~2|~k~n|2

2m
, (4.135)

Tr[V̂em(nph, ~q, s) + V̂ab(nph, ~q, s)] =

∞∑
i=1

λem+ab
i = 0 , (4.136)

which tells us that the interaction operator is indefinite with positive and negative real eigenval-
ues. Let us try to diagonalize the operator Ĥeff in the plane wave basis for which the first part is
diagonal. The off-diagonal matrix elements which arise due to the electron-phonon coupling are

〈~k′|[V̂em(nph, ~q, s) + V̂ab(nph, ~q, s)]|~k〉 = Eel-ph(nph, |~q|, s)

~e|~q|,s ·

∑
~K

~F~n~q+~m ~K

(
δ~k′,~k+~q+ ~K − δ~k′,~k−~q− ~K

) . (4.137)

The resulting matrix does have one set of off-diagonal entries above and below the diagonal,
which are complex conjugates of each other. The relation between the constants

α(nph, |~q|, s) ≡ 2Eel-ph(nph, |~q|, s)/
h2

2mL2
∈ R+

0 , (4.138)

determines the coupling strength between the electron and phonons. If we assume a weak cou-
pling, α(nph, |~q|, s) � 1, one would hope that the ~n-th eigenstate and -value of Ĥeff are only

slightly perturbed from the plane wave quantum state |ψ~n〉 and the value ~2|~k~n|2
2m . First of all,

it is important to realize the following. Given an arbitrary phonon with wave vector ~q = 2π
L ~n~q

from the first Brillioun zone it can only couple quantum states along its own wave vector. What
does this tell us? It means that the interaction which is facilitated between the quantum states
of different wave vectors is effectively a one-dimensional chain of nearest-neighbor interactions.
If we choose a wave vector ~k, only the basis states out of the complete set of Nd plane waves
whose wave vector ~k′ = ~k + n~q with n ∈ N are going to interact with each other and hence
form a block matrix within the total interaction matrix. The size of the block depends on the
wave vector ~q through its integer components ~n~q in the following way. If N is the number of
independent atoms in each individual direction then there exist a minimal s ∈ {2, . . . , N} and a
minimal ~r ∈ Nd with ri ∈ {1, 2, . . . , (n~q)i} such that

s~n~q = N~r , (4.139)

which means that adding the wave vector ~q exactly s times to an arbitrary wave vector ~k leads
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for the first time to
~k′ ≡ ~k + s~q = ~k + ~K , (4.140)

where ~K is a reciprocal lattice vector and consequently ~k′ equivalent to ~k. The value s = 1
would imply that the atom gets coupled to itself due to the periodic boundary conditions, which
would be equivalent to a phonon with wave vector ~q = 0. This interaction is not of interest to us,
since there will be no energy transfer between the electron and phonons in this case. The values
ri specify the number of Umklapp processes which will be required per direction throughout
the summation to stay in the first BZ. The block matrix which describes this influence of the
phonon on the quantum state ~k has size s × s with s ≥ 2 and s ≤ N and has necessarily an
almost tridiagonal shape. There will only be one entry at the edges of the block where the last
state in the row couples to the first due to another Umklapp process. One can achieve this by
starting the block with a state at the Brillioun zone boundary. If we choose another wave vector
~k′′ 6= ~k + n~q, this quantum state belongs to a different tridiagonal block matrix of the same size
s × s. Overall we can conclude that any matrix of this type can be written in block-diagonal
form, where each block has size s× s, and there are N/s number of blocks along this direction.
Since there are d − 1 other directions, one ends up with Nd−1 × N/s blocks. This statement
holds in any dimension, and significantly reduces the complexity of the matrix diagonalization.
One just needs to define the blocks for a given wave vector ~q. Since they are of size s × s and
tridiagonal, the complexity of diagonalizing the Nd ×Nd matrix representation of Ĥeff requires
only about Nd−1× (N/s)× s = Nd steps, which means it scales linearly in the number of atoms,
despite the quadratic scaling of the matrix representation. In our simplified case, the off-diagonal
matrix elements only depend on the phonons and are hence the same for every block. The reader
should note that due to the Umklapp processes they may not all be the same within one block.
However, the only thing which changes from one block to another are the diagonal elements.
Hence if one is able to find the eigenvalues and -vectors for arbitrary diagonal elements one has
solved the problem for any number of atoms.

For a concrete example, consider a two-dimensional square lattice (d = 2). The band structure
becomes a paraboloidal surface, see Fig. 4.1 and the Fourier transform exists even for m = 0 (no
screening). If the phonon wave vector is ~q = ~e1 one can obtain blocks of tridiagonal matrices for
choosing to order the basis states according to

{|ψ−N/2+1,−N/2+1〉, |ψ−N/2+2,−N/2+1〉, . . . , |ψN/2,−N/2+1〉;
|ψ−N/2+1,−N/2+2〉, |ψ−N/2+2,−N/2+2〉, . . . , |ψN/2,−N/2+2〉;

...

|ψ−N/2+1,N/2〉, |ψ−N/2+2,N/2〉, . . . , |ψN/2,N/2〉} , (4.141)

such that the independent blocks of size N ×N are indicated by the semicolons. Solving each of
those blocks is as demanding as the one-dimensional problem, which means that the complexity
scales linearly with the number of atoms N2, despite the quadratic matrix size increase.

4.3.3 Example: 1D atomic chain

We choose the longitudinal phonon excitation of the one-dimensional periodic mono-atomic chain
with a linear dispersion relation for the phonon ω|q| = cs|q|, where cs is the sound velocity in the
material. Since the Fourier transform of 1/|~y| does not exist for d = 1, we introduce a screening

to obtain the Yukawa potential V = e−γ|y|

|y| and analyze the behavior for small γ, such that the

Fourier transform converges. Furthermore, we assume α(nph, nq = 1, s) ∼ O(10−1), which is a
relatively strong coupling. The spectrum and a comparison of the resulting eigenvalues with the
non-interacting system are shown in Figs. 4.2 and 4.3. One observes the opening of a band gap
at the phonon wave vector ±q/2, which is the reason for the famous Peierls’ instability of an
atomic chain [98]. If one imagines the band to be filled up to the Fermi wave vector kF then
the system will be unstable with respect to phonon excitations around the wave vector q = 2kF ,
since the electronic system can lower its energy. The effect will also appear for a non-zero lattice
potential and using Bloch states instead of plane waves.

In summary, throughout this and the previous section we have performed a second quantiza-
tion of the harmonic approximation of the small lattice vibrations around the ions’ equilibrium
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Figure 4.1: Continuum approximation of eigenspectrum for non-interacting electron of a two-
dimensional square lattice with vanishing lattice potential.
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Figure 4.2: Normalized eigenspectrum for coupled electron-phonon system of a mono-atomic
chain of N = 5000 atoms, q = N/2, α = 1/5, γ = 10−3.
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Figure 4.3: Comparison of (non-)interacting electron for coupled electron-phonon system of a
mono-atomic chain of N = 5000 atoms, q = N/2, α = 1/5, γ = 10−3.

positions. The central assumption are well-localized ionic wave functions and small displacements
from their equilibrium position. This lead to an ionic energy which is just a sum of independent
harmonic oscillators, and a linear interaction term between electrons and phonons.

4.3.4 Electron-Electron interaction

Now, we can turn our attention back to the interaction between electrons. Using the creation
and annihilation operators of single Bloch electrons, one can express the interaction again as an
operator in second quantization

V̂el-el =
∑
~K

∑
n1,n2,n3,n4

∑
~k2,~k3,~k4

Cn1,n2,n3,n4
(~k3 + ~k4 − ~k2 + ~K,~k2,~k3,~k4)

â†
n1,~k3+~k4−~k2+ ~K

â†
n2,~k2

ân3,~k3
ân4,~k4

, (4.142)

Cn1,n2,n3,n4(~k1,~k2,~k3,~k4) ≡
∫

φ(V )×φ(V )

d~xd~y ψ∗
n1,~k1

(~x)ψ∗
n2,~k2

(~y)Vel-el(~x− ~y)

ψn3,~k3
(~y)ψn4,~k4

(~x) , (4.143)

where C ∈ C is the respective coupling constant. However, we shall not deal with the problem
of interacting of electrons in the remaining part of this chapter, since we first want to find a
curved space approach which describes the simplified electron-phonon coupling. One usually
incorporates this interaction by only altering the dispersion relation for electrons subject to a
static lattice potential if one assumes a weak electron-electron interaction in the material such
that the quasi-particle picture, see Ref. [77], still holds. The idea behind the quasi-particle
picture sounds very similar to the approach in curved space, where one only changes the metric
of the underlying manifold. In the subsequent discussion, we shall not consider these interactions,
since we are focusing on the feasibility in the simpler case.
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4.4 Curved space approach

After the preliminary discussion, we can state the intention of the curved space approach a little
more precisely. We want to model the single electron Hamilton operator

Ĥel =

d∑
i=1

p̂2
i

2m
+ Vlatt(r̂1, . . . , r̂d) + V̂el-ph(r̂1, . . . , r̂d) (4.144)

=

d∑
i=1

p̂2
i

2m
+

Nion∑
j=1

[
Vel-ion(r̂1 −R(0)

j,1 , . . . , r̂d −R
(0)
j,d)

+ûj,i (∂iVel-ion) (r̂1 −R(0)
j,1 , . . . , r̂d −R

(0)
j,d)
]

, (4.145)

or expressed in second quantization

Ĥel =
∑
n,~k

εn,~kâ†
n,~k

ân,~k +
∑

n′, ~K,~q,s

C̃n,n′,s( ~K,~k, ~q)â
†
n,~k+~q+ ~K

ân′,~k(b̂†−~q,s + b̂~q,s)

 (4.146)

through an electron which moves on a connected, d-dimensional, Riemannian manifold M with
metric tensor g. The idea is that the positions of ions appear regular in this space, whereas the
metric reflects the displacements of ions from their equilibrium positions. If the displacements
are small the presence of phonons may manifest itself through small deviations of our manifold
from the Euclidean space Rd with the metric tensor gij = δij , i.e. gij = δij +δgij . By regular, we
mean that the coordinates of the points on M , where the electron feels the minima of the lattice
potential, build a crystal lattice structure. More formally, at the points {m1, . . . ,mNion

} ∈ M ,

which have the coordinates ~qmi = ~Ri in Rd, the electron feels the potential’s minima. As a
consequence, the manifold should depend on the quantum state of the phonons, as they change
the ions’ positions.

For a description of this non-relativistic quantum mechanical problem we use the approach
developed in Ref. [33]. There are other approaches to deal with non-relativistic quantum me-
chanics in curved spaces, such as Ref. [27]. We have chosen the approach from Ref. [33] as
it represents an intrinsic method which does not rely on an embedding of our manifold into a
larger Euclidean space. Furthermore, the issues which we have encountered here in formulating
such a theory would have shown up in the exact same way in the other approach, since they are
intrinsic to the operator algebra, which we shall demonstrate later in this section.

We are working on an infinite-dimensional, separable Hilbert space HM of complex-valued
functions, which are square-integrable over the manifold M , and we employ the Schrödinger
picture, where the state vector |ψ(t)〉 ∈ HM carries the time-dependence, while the operators are
time-independent. On this Hilbert space, there is a set of generalized position and conjugated
momentum operators {q̂1, . . . , q̂d}, {P̂1, . . . , P̂d} which are unbounded, hermitian and fulfill the
canonical commutation relations [

q̂j , P̂k

]
= ı~δjkI , (4.147)

[q̂j , q̂k] = 0 , (4.148)[
P̂j , P̂k

]
= 0 . (4.149)

All other operators on HM are only (non-)linear functions of operators from this basic set. We
do not consider the spin of the particle here, since in the original problem except for the statistics
it was irrelevant. The reader should notice the symmetry between position and momentum in
the relations above, which would make it an almost trivial task to exchange the meaning of them
while replacing ı → −ı. Since complex numbers are an artificial concept, nature will not notice
the difference [135].

4.4.1 Generalized coordinates and momenta

In Ref. [34] and chapter 5 of Ref. [33], the author derives the coordinate representation of the
quantum dynamics on the manifold. Since, the terminology as well as the right interpretation
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are essential for the following parts, we shall present the most important results of the two Refs.
here. Furthermore, in case that there is no confusion, we shall suppress the term generalized as
an adjective for the operators from now on.

Using the spectral theorem, one finds a complete eigenbasis of the position operators, which
we define as {|~q〉}~q∈Rd . It has the property q̂i|~q〉 = qi|~q〉 for all i = 1, . . . , d, where qi ∈ R is
the generalized i-th coordinate of the state |~q〉. Furthermore, the qi are the coordinates in the
Riemannian manifold M with the metric tensor gij , such that a quantum state |ψ(t)〉 ∈ HM can
be expressed as

|ψ(t)〉 ≡
∫
Rd

dω |~q〉〈~q|ψ(t)〉 , (4.150)

where dω is the volume element of the manifold and 〈~q|ψ(t)〉 ≡ ψ(~q, t) is the wave function with

ψ : Rd × R→ C , (4.151)

such that |ψ(~q, t)|2dω is interpreted as the probability of finding the particle in the volume dω
around ~q at time t and ∫

Rd
dω |ψ(~q, t)|2dω = 1 . (4.152)

The reader should note that if ~q ∈ Rd does not represent the coordinates of a point on the
manifold, the volume element will just be zero and hence has no contribution to the measurable
physical quantities, i.e. the expectation values. In addition, one requires the normalization
condition of the position eigenstates through

〈~q|~q′〉 = δ(~q, ~q′) , (4.153)

δ(~q, ~q′) ≡ 0 ∀~q 6= ~q , (4.154)∫
Rd

dωq′ δ(~q, ~q
′)f(~q′) ≡ f(~q) , (4.155)

where one uses a generalized delta distribution. It is important to stress that the previous
equation should be valid for any choice of coordinate system. On a Riemannian manifold, we
can express the volume element as dωq = d~q

√
g(~q). g is the determinant of the metric tensor gij

and the generalized delta distribution becomes

δ(~q, ~q′) = g−1/2(~q)δ(~q − ~q′) = g−1/2(~q′)δ(~q − ~q′) , (4.156)

for which δ(~q − ~q′) =
∏d
i=1 δ(qi − q′i) is the normal d-dimensional delta distribution. The name

generalized coordinates for the real eigenvalues qi of the hermitian operators q̂i are supposed to
stress the analogy to classical Hamilton mechanics. The reader should notice that the eigenvalues
of this operator do not need to have the unit length and should be aware that the Stone-
von Neumann theorem [135] which would fix the representation of the position or momentum
operators in the eigenbasis of the other ones to simple partial derivatives, cannot be applied in
our case, since we are operating on a general Riemannian manifold, potentially different from
Euclidean space. Using the canonical commutation relations together with the hermiticity of the
momentum operator, one can derive its coordinate representation

〈~q|P̂j |~q′〉 = −ı~
[
∂

∂qi
+

1

2
Γjji(~q)

]
δ(~q, ~q′) (4.157)

= ı~
[
∂

∂q′i
+

1

2
Γjji(~q

′)

]
δ(~q, ~q′) , (4.158)

Γjji(~q
′) =

1

2

∂ log g

∂q′i

∣∣∣∣
~q′

, (4.159)

where Γjji is the contracted Christoffel symbol.
As a side note, we would like to mention that the reader may have noticed that the addi-

tional term in the coordinate representation of the momentum operator in Eq. (4.157) could be
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described by a vector potential

Ai(~x) =
ı~
4
∂i log g(~x) , (4.160)

and therefore may wonder if the impact of the metric on the dynamics could be modeled by an
interaction with an electromagnetic field. However, if one looks at the resulting kinetic energy
operator using minimal coupling

Ĥel =

Del∑
i=1

(p̂i + eÂi)(p̂i + eÂi)

2m
=

1

2m

Del∑
i=1

p̂ip̂i + e2ÂiÂi +
{

p̂i, Âi

}
, (4.161)

and the definition of the Hamilton operator in curved space, which will be given in the next
section, one will realize the fundamental difference in the term that is quadratic in the momentum
operators. This already hints at a possible problem when thinking about the potential equivalence
of the two quantum systems and we shall give more details on this issue in the section on
equivalence.

In the same way, there also exists a complete eigenbasis of the momentum operators, which we
define as |~P 〉, such that P̂i|~P 〉 = Pi|~P 〉 for all i = 1, . . . , d. The coordinate representation of these
can be calculated using the previously mentioned representation of the momentum operator, such
that one obtains

P̂i|~P 〉 = Pi|~P 〉 , (4.162)

〈~q|P̂i|~P 〉 = Pi〈~q|~P 〉 ≡ Pif~P (~q) , (4.163)∫
Rd

dωq′ 〈~q|P̂i|~q′〉〈~q′|~P 〉 = −ı~
{
∂i +

1

4
[∂i log g(~q)]

}
f~P (~q) , (4.164)

Pif~P (~q) = −ı~
{
∂i +

1

4
[∂i log g(~q)]

}
f~P (~q) , (4.165)

〈~q|~P 〉 = f~P (~q) = h(~P )
eı

~P ·~q
~

g
1
4 (~q)

, (4.166)

where f~P (~q) is the coordinate representation of the momentum eigenstate with eigenvalue ~P .

The function h(~P ) can be chosen arbitrarily and does not change any of the dynamics. The
orthogonality relation now depends on this function through

〈~P |~P ′〉 =

∫
Rd

dωq 〈~P |~q〉〈~q|~P ′〉 (4.167)

=

∫
Rd

dωq h
∗(~P )h(~P ′)g−

1
2 (~q)eı

~q·(~P ′−~P)
~ (4.168)

= h∗(~P )h(~P ′)

∫
Rd

d~x eı
~q·(~P ′−~P)

~ (4.169)

= |h|2(~P )(2π~)dδ(~P ′ − ~P ) ≡ δ(~P , ~P ′) . (4.170)

The integration over momentum space needs to be adapted with∫
Rd

dωp 〈~q|~P 〉〈~P |~q′〉 =

∫
Rd

dωp |h|2(~P )g−
1
4 (~q)g−

1
4 (~q′)eı

~P ·(~q−~q′)
~ (4.171)

= g−
1
4 (~q)g−

1
4 (~q′)

1

(2π~)d

∫
Rd

d~P eı
~P ·(~q−~q′)

~ = δ(~q, ~q′) , (4.172)

which would mean that dωp|h|2(~P ) = 1
(2π~)d

. One can formulate the respective momentum rep-

resentation of the position operator in the same way as before, where g → 1
(2π~)d/2|h|4 . However,

this does not really offer any new insights into the problem, which is why we set h(~P ) = 1.
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4.4.2 Dynamics

On our Hilbert space HM , we have a matrix of operators Ĝ, which we call metric tensor operator,
since its coordinate representation is equal or at least proportional to the metric tensor gij of
our manifold, see Ref. [34]. This means that the components for i, j ∈ {1, . . . , d} fulfill

Ĝij = Gij(q̂1, . . . , q̂d) , (4.173)

Ĝij = Ĝji , (4.174)

〈ψ|Ĝ|ψ〉 ≡ G , (4.175)

where G is a real, symmetric, positive-definite matrix for |ψ〉 ∈ HM . The dynamics of the particle
on the d-dimensional manifold is given by the Schrödinger equation

Ĥc|ψ(t)〉 = ı~∂t|ψ(t)〉 , (4.176)

with the Hamilton operator
Ĥc ≡ T̂kin + V̂geo + V̂latt . (4.177)

The operator V̂latt is a static lattice potential felt by the electron,

V̂latt ≡ Vlatt (q̂1, . . . , q̂d) , (4.178)

which does not need to be the same as the lattice potential in the previous section. The operator
V̂geo is a geometric potential which gets introduced due to the non-Euclidean geometry,

V̂geo ≡ ξ~2R̂ , (4.179)

R̂ = R(Ĝ) = R(q̂1, . . . , q̂d) , (4.180)

where ξ is a real number and R is the Ricci scalar of the curved manifold described by the metric
tensor Ĝ. It is necessary to ensure the compatibility of the theory with the correspondence
principle [16], i.e. the system should behave classically in the limit of large quantum numbers.
Depending on the different procedures for taking the limit of large quantum numbers one finds
different values of ξ, while at the same time different values of ξ lead to the same classical limit

Hc =
1

2m

d∑
j,k=1

GjkPjPk + Vlatt(~q) . (4.181)

This tells us that ξ cannot be determined from the classical theory. There have been several
attempts, see Ref. [94], to find a universal value for ξ, which have unfortunately been unsuccessful
so far. This could imply that there is something missing or wrong in the formulation of a (non-
)relativistic quantum system on non-trivial geometries, which would allow to study limiting cases
of quantum gravitational systems. However, in our case we want to set up a consistent non-
relativistic quantum mechanical theory in curved space, and then try to describe the interaction
of an electron with phonons by using the metric for the effective coupling. In addition, we
are mainly concerned with quantum mechanical transport properties of the resulting electron-
phonon system, which means the behavior around the Fermi energy, i.e. the highest energy level
which is occupied by an electron in a system of zero temperature, [98]. Therefore, changes of
the electronic energy levels around this energy should be reproduced adequately and there is a
priori no need for a specific value of ξ, which is why we shall treat it as a free parameter.

The operator T̂kin can be seen as a kinetic energy of the particle in curved space,

T̂kin ≡
d∑

j,k=1

1

2m
ĝ−

1
4 P̂j ĝ

1
2 ĜjkP̂kĝ−

1
4 , (4.182)

since it is the only operator that contains the momentum operators. Ĝjk is the j, k-th component
of the inverse of the metric tensor operator, i.e. Ĝjk ≡ Ĝ−1

jk , ĝ is the determinant of the metric

tensor operator Ĝ. Since the hermitian operator Ĥc still measures the energy, the operators Ĝij

and Vlatt must carry the required units to transform eigenvalues of Pi, qj to energies.
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In order to better understand the underlying group structure and the similarity to Bargmann’s
superselection rules, the interested reader may consult the work on the relativistic wave equation
in Ref. [8].

4.4.3 Galilean invariance

For a general introduction to the Galilei group in quantum mechanics we refer the interested
reader to Ref. [7]. With the word consistent quantum theory on M , we mean a Schrödinger
equation which is form invariant under general, i.e. also time dependent, point transformations
in the coordinate space, which implies Galilean invariance. To see the form-invariance of the
theory, one should look at the coordinate representation of the Hamilton operator, which reads

〈~q|Ĥc|ψ(t)〉 = − ~2

2m
g−1/2(~q)∂i

[
g1/2(~q)Gij(~q)∂jψ(~q, t)

]
+ [Vgeo(~q) + Vlatt(~q)]ψ(~q, t) (4.183)

and look at how the metric tensor and lattice potential transform under coordinate transforma-
tions ~q′ = ~q′(~q, t),

gij =
∂q′k
∂qi

∂q′l
∂qj

g′kl , (4.184)

g = |J(~q, t)|2g′ , (4.185)

Vlatt = V ′latt −
1

2
g′ij
∂q′i
∂t

∂q′j
∂t

, (4.186)

where Jik(~q) ≡ ∂qi
∂q′k

is the Jacobian. For all types of Galilei transformations, such as translations,

rotations, boosts and time translations we know |J(~q)| = 1. The Ricci scalar is invariant under
coordinate transformations. The proof for time-dependent transformations is done in Ref. [33].
One may be interested to know the generators of infinitesimal coordinate transformations. They
can be calculated very easily, since these transformations are represented as unitary operators
by

Û = I− ı

2~

{
P̂j , δq̂j

}
, (4.187)

q̂′j = Ûq̂jÛ
−1 = q̂j − δq̂j , (4.188)

P̂′j = ÛP̂jÛ
−1 = P̂j +

1

2

{
P̂k, ∂jδq̂k

}
, (4.189)

where δqi = δq′i(~q) is the transformation rule. An immediate consequence is that infinitesimal

translations in the j-th coordinate direction are generated by the operator P̂j . The three different

rotations in three dimensions are generated by the angular momentum operator Ĵk = εklmq̂lP̂l.
In two dimensions, the single type of rotation, where one just fixes the z-axis, is generated by Ĵ3.
For boosts it is important to understand what the velocity operator v̂i or also just the velocity
of the partice looks like in this particular case. It does not hold v̂i = P̂i/m. Using the ideas in
Ref. [7] one can look at the meaning of velocity as a change of a particle’s coordinate in time,
one finds

v̂j = ı[Ĥc, q̂j ] =
~

2m
{Ĝjk, P̂k} . (4.190)

The generator for boosts are given by

K̂i = δvitP̂i + F̂ijδvj . (4.191)

Using the definition for Ûi = I− ı
~ K̂i, one finds

q̂′j = q̂j +
ı

~
δvkt

[
q̂j , P̂k

]
= q̂j − δvjt , (4.192)

v̂′j = v̂j +
ı

2~
δvl

(
Ĝjk

[
P̂k, F̂jl

]
+
[
P̂k, F̂jl

]
Ĝkj

)
(4.193)

= v̂j −
δvl
2

[
Ĝjk∂kF̂jl +

(
∂kF̂jl

)
Ĝjk

]
= v̂j − δvj , (4.194)
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4.4 Curved space approach

if we choose ∂kF̂jl = Ĝjkδkl. As mentioned in Ref. [33] the unitary operator for finite transfor-
mations q′i = Λi(~q, t) is given by

Û = e−
ı
2~{P̂j ,Λ̂j} . (4.195)

Looking at the Schrödinger equation for the dynamics of the particle it is obvious that translations
in time are generated by the Hamilton operator. Another problem, which we have not adressed
so far is that the operators Û are not normalized in the new coordinate system, i.e.

Û|~q〉 = C1/2|~q + δ~q〉 , (4.196)

where C ∈ C needs to be determined, since we are transforming in a non-Euclidean space, where
the volume element is changing as well. As it turns out by looking at the infinitesimal change
for 〈~q|Û−1|ψ〉 =

(
C1/2

)∗ 〈~q + δ~q|ψ〉 one finds

C = 1 +

d∑
i=1

[
∂δqi
∂qi

+
1

2

∂ log g

∂qi

∣∣∣∣
~q

δqi

]
. (4.197)

It is instructive to see what happens for a concrete simple example, such as a translation.

Translation

The action of the translation operator is defined through

T̂~a|~q〉 ≡ C1/2(~q,~a)|~q + ~a〉 , (4.198)

〈~q′|T̂~a|~q〉 = C1/2(~q,~a)〈~q′|~q + ~a〉 = C1/2(~q,~a)δ(~q′, ~q + ~a) , (4.199)

with C1/2(~q,~a) ∈ C and ~a ∈ Rd a translation vector. We demand that the translation operators
commute and that they are unitary. From the second property, it follows for the parameter C

〈~q1|T̂~aT̂†~a|~q2〉 = 〈~q1|I|~q2〉 = δ(~q1, ~q2) (4.200)

=

∫
Rd

dωq 〈~q1|T̂~a|~q〉〈~q|T̂†~a|~q2〉 (4.201)

=

∫
Rd

dωq C
1/2(~q,~a)〈~q1|~q + ~a〉

(
〈~q2|T̂~a|~q〉

)†
(4.202)

=

∫
Rd

dωq C
1/2(~q,~a)δ(~q1, ~q + ~a)

(
C1/2(~q,~a)〈~q2|~q + ~a〉

)†
(4.203)

=

∫
Rd

dωq |C(~q,~a)|δ(~q1, ~q + ~a)δ (~q2, ~q + ~a) (4.204)

=

∫
Rd

dωq′

√
g(~q′ − ~a)

g(~q′)
|C(~q′ − ~a,~a)|δ(~q1, ~q

′)δ (~q2, ~q
′) (4.205)

=

√
g(~y − ~a)

g(~y)
|C(~y − ~a,~a)|δ(~q2, ~q1) , (4.206)

|C1/2(~q,~a)| =
(
g(~q + ~a)

g(~q)

)1/4

. (4.207)

Therefore, we make the definition

T̂~a|~q〉 ≡
(
g(~q + ~a)

g(~q)

)1/4

|~q + ~a〉 . (4.208)

The reader should observe again, that if the translation maps the coordinates ~q to new coordinates
~q+~a which are outside of the domains of the atlas of the respective manifold, the state will become
zero and hence does not contribute to the expectation values. From this definition and property
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(a) we obtain

T̂~a′T̂~a|~q〉 = C1/2(~q,~a)C1/2(~q + ~a,~a′)|~q + ~a+ ~a′〉 , (4.209)

C1/2(~q,~a)C1/2(~q + ~a,~a′) =

(
g(~q + ~a)

g(~q)

g(~q + ~a+ ~a′)

g(~q + ~a)

)1/4

, (4.210)

T̂~aT̂~a′ |~q〉 = C1/2(~q,~a′)C1/2(~q + ~a′,~a)|~q + ~a′ + ~a〉 , (4.211)

C1/2(~q,~a′)C1/2(~q + ~a′,~a) =

(
g(~q + ~a′)

g(~q)

g(~q + ~a′ + ~a)

g(~q + ~a′)

)1/4

, (4.212)

T̂~a+~a′ |~q〉 = C1/2(~q,~a+ ~a′)|~q + ~a+ ~a′〉 , (4.213)

C1/2(~q,~a+ ~a′) =

(
g(~q + ~a+ ~a′)

g(~q)

)1/4

, (4.214)

C1/2(~q,~a)C1/2(~q + ~a,~a′) = C1/2(~q,~a′)C1/2(~q + ~a′,~a) = C1/2(~q,~a+ ~a′) , (4.215)

for all vectors ~a and ~a′. From there, we conclude

T̂~0 = I , (4.216)

T̂−1
~a = T̂−~a , (4.217)

〈~q|T̂~a =
(

T̂†~a|~q〉
)†

=
(

T̂−~a|~q〉
)†

= 〈~q − ~a|
(
g(~q − ~a)

g(~q)

)1/4

. (4.218)

Rotation

The action of the rotation operator in d = 3, 2-dimensional curved space is defined through

R̂~α|~q〉 ≡ C1/2(~α, ~q)|R~α~q〉 , (4.219)

where ~α uniquely characterizes the rotation in d = 2 or 3 and R~α is the orthogonal rotation
matrix. In d = 2 α has only one component, whereas in d = 3 it has three components, where
one could for instance identify the direction ~α/|~α| with the rotation axis and the length |~α|
with the angle of the counterclockwise rotation around that axis. For further explanation of
this concept see Ref. [134]. Another important difference is that for d = 2 rotations commute,
whereas in 3 dimensions they only commute if they are performed around the same axis. To
determine the constant C1/2 we use that the symmetry operator is unitary, i.e.

〈~q1|R̂~αR̂†~α|~q2〉 = 〈~q1|I|~q2〉 = δ(~q1, ~q2) (4.220)

=

∫
Rd

dωq 〈~q1|R̂~α|~q〉〈~q|R̂†~α|~q2〉 (4.221)

=

∫
Rd

dωq C
1/2(~q, ~α)〈~q1|R~α~q〉

(
〈~q2|R̂~α|~q〉

)†
(4.222)

=

∫
Rd

dωq |C(~q, ~α)|δ(~q1, R~α~q)δ (~q2, R~α~q) (4.223)

=

∫
Rd

d~q
√
g(R−1

~α ~q)|C(R−1
~α ~q, ~α)|δ(~q1, ~q)δ (~q2, ~q) (4.224)

=

√
g(R−1

α ~q1)

g(~q1)
|C(R−1

~α ~q1, ~α)|δ(~q1, ~q2) . (4.225)

Therefore, we define the rotation operator by the action

R̂~α|~q〉 ≡
(
g(R~α~q)

g(~q)

)1/4

|R~α~q〉 . (4.226)
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Using this definition, we find the action of two consecutive rotations

R̂~αR̂~α′ |~q〉 =

(
g(R~α′~q)

g(~q)

)1/4

R̂~α|R~α′~q〉 (4.227)

=

(
g(R~α′~q)

g(~q)

)1/4(
g(R~αR~α′~q)

g(R~α′~q)

)1/4

|R~αR~α′~q〉 (4.228)

=

(
g(R~αR~α′~q)

g(~q)

)1/4

|R~αR~α′~q〉 . (4.229)

This tells us that the operators R̂~α and R̂~α′ commute if the underlying rotations commute.

4.4.4 Electronic Bloch states in curved space

The reader might wonder, how the Bloch states, which we have introduced in section 4.3, look
like for an electron on a generalized manifold and if the same ideas apply as in the Euclidean
space. In the original problem the commutation of the kinetic energy as well as the commutation
of the static lattice potential with translations by a lattice vector, showed us that it is possible to
construct common eigenbasis of the discrete translation operator and the non-interacting single-
electron Hamilton operator. Therefore, it seems to be a good start to determine what happens
to an operator V̂ = V (~q1, . . . , q̂d) for a translation in the coordinate space of the manifold. The
commutator becomes

〈~q|
[
T̂~n, V̂

]
|ψ〉 =

∫
Ω

dVx′ 〈~q|
[
T̂~n, V̂

]
|~q′〉〈~q′|ψ〉 (4.230)

=

∫
Rd

dωq′

[(
g(~q − ~a)

g(~q)

) 1
4

V (~q′)〈~q − ~a|~q′〉

−
(
g(~q′ + ~a)

g(~q′)

) 1
4

V (~q)〈~q|~q′ + ~a〉

]
ψ(~q′) (4.231)

=

(
g(~q − ~a)

g(~q)

) 1
4

V (~q − ~a)ψ(~q − ~a)

−
∫
Rd

dωq′

(
g(~q′ − ~a)

g(~q′)

) 1
4

V (~q)〈~q|~q′〉ψ(~q′ − ~a) (4.232)

=

(
g(~q − ~a)

g(~q)

) 1
4

ψ(~q − ~a) [V (~q − ~a)− V (~q)] . (4.233)

If the coordinate-space representation V (~q) is symmetric under a simple translation from ~q →
~q + ~a then the operator will commute with the translation operator. The other important
commutator is[

T̂~n, P̂iĜ
ijP̂j

]
=
[
T̂~n, P̂i

]
ĜijP̂j + P̂i

[
T̂~n, Ĝ

ij
]

P̂j + P̂iĜ
ij
[
T̂~n, P̂j

]
. (4.234)
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To calculate the commutator with the momentum operator defined by Eq. (4.157), we work in
the momentum basis and find

〈~P ′|
[
T̂~a, P̂i

]
|ψ〉 =

∫
Rd

dωP (Pi − P ′i )〈~P ′|T̂~a|~P 〉〈~P |ψ〉 , (4.235)

〈~P ′|T̂~a|~P 〉 =

∫
Rd

dωx 〈~P ′|T̂~a|~q〉〈~q|~P 〉 , (4.236)

=

∫
Rd

d~q g
1
4 (~q + ~a)g

1
4 (~q)〈~P |~q + ~a〉〈~q|~P ′〉 , (4.237)

= e−ı
~P ′·~a
~ δ(~p, ~p′) , (4.238)

where we have used Eqs. (4.166) and (4.208). The action on a state |ψ〉 can be written as∫
Rd

dωP (Pi − P ′i )δ(~P , ~P ′)e−ı
~P ′·~a
~ ψ(~P ) = 0 , (4.239)

and hence shows
[
T̂~a, P̂i

]
= 0. Consequently, the ability of the kinetic energy operator to

commute with a translation operator depends solely on the metric tensor operator. The issue is
that we do not know the operator yet, and we need to assume that it does not commute in the
same way as the static lattice potential. Furthermore, although we have defined a kinetic energy
operator it is not clear which parts belong to a physical definition of a kinetic energy. From the
point of the construction of the Hamilton operator in Ref. [33], the operator T̂kin + V̂geo would
measure the free particle energy and hence should be seen as a kinetic energy, which makes the
computation of a Bloch state even more cumbersome.

For a minimum viable example, let us consider the case of d = 1, a general metric G(q) and
periodic boundary conditions at the end of the domain [0, L] ⊂ R. In this case, we can write
down the eigenstates of this free-particle operator, which read

ψn(q) = Ce
√
G(q)/2e

ı
q∫
0

dq′
√
k2n+ 1

2G
′′(q′)− 1

4 [G′(q′)]2

, (4.240)

and each eigenvalue fulfills the equation

L∫
0

dq′
√
k2
n +

1

2
G′′(q′)− 1

4
[G′(q′)]2 = 2πn , (4.241)

with n ∈ N. The negative values can be obtained when looking at the momentum of these states.
For a sensible approach, we needed to impose the periodic boundary conditions to G as well.
In higher dimensions, we could not find general solutions for arbitrary metric tensors. However,
in the case of a diagonal metric tensor with the form Gii = f(qi) one can use the separation
of variables technique to find independent one-dimensional waves, which allows to tackle the
problem. The solution is a simple product of d waves of the same form as shown in the previous
equation. Independent of this discussion, there is a much deeper problem for the relation between
the curved space approach and the usual electron-phonon interaction, which we shall elaborate
on in the next section.

4.5 Nonequivalence theorem

For a quick overview, reminder and anticipation of what we are going to show, we give an overview
about the relation between the Euclidean and Riemannian non-relativistic quantum systems in
table 4.5.

100



4.5 Nonequivalence theorem

property Flat Curved
geometry Euclidean (Rd, E) Riemannian (M, g)

metric Ĝij = Iδij Ĝij = Iδij + δĜij

algebra [̂rj , p̂k] = ı~Iδjk
[
x̂j , P̂k

]
= ı~Iδjk

coordinates r̂i|~r〉 = ri|~r〉 w/ ri ∈ R x̂i|~x〉 = xi|~x〉 w/ xi ∈ R
probability |ψ(~r)|2d~r

√
g(~x)|ψ(~x)|2d~x

function |ψ〉 L2(Rd) L2(M)

free particle p̂ip̂i
2m

1
2m

1

ĝ
1
4

P̂j ĝ
1
2 ĜjkP̂k

1

ĝ
1
4

+ V̂geo

Galilei invariant invariant

potential V̂latt V̂latt

σvjσxk ≥ ~
mδjk

~
m |〈ψc|Ĝ

jk|ψc〉|

The goal of this section is to prove that the “flat” quantum system S1 described by the
Hilbert space Hel of complex-valued square-integrable functions over the d-dimensional volume
V = [0, L] × · · · × [0, L] ⊂ Rd, the set of operators {x̂1, p̂1, x̂2, p̂2, . . . , x̂d, p̂d} with their usual
canonical commutation relations and the Hamilton operator Ĥ1 ≡ Ĥel from Eq. (4.70), and
the “curved” quantum system S2 described by the Hilbert space HM of complex-valued square-
integrable functions over the d-dimensional Riemannian manifold M with metric gij , the set of

operators {q̂1, P̂1, . . . , q̂d, P̂d}, which fulfill the usual canonical commutation relations, and the
Hamilton operator Ĥ2 ≡ Ĥc from Eq. (4.177) cannot be equivalent. With equivalent, we mean
that they describe the same physical system.

The proof goes along the following lines: If they describe the same physical system, all the
observations in S1 and S2 must be the same. More precisely, it means that for any measurable
observables Ô1 in S1 and Ô2 in S2, that have the same meaning, one finds the same eigenval-
ues. Consequently, there exists a unitary transformation Û from system S2 to S1 which trans-
forms the set of basic operators from {q̂1, P̂1, q̂2, P̂2, . . . , q̂d, P̂d} to the set {x̂1, p̂1, . . . , x̂d, p̂d} =
{Ûq̂1Û−1, ÛP̂1Û−1, . . . , Ûq̂dÛ

−1, ÛP̂dÛ
−1}. Our measurable observable Ô1 hence transforms like

Ô1 = ÛÔ2Û−1. In order to analyze the equivalence claim we make the comparison of the ob-

servables Â
(1)
jk ≡

[[
Ĥ1, x̂j

]
, x̂k

]
in S1 and Â

(2)
jk ≡

[[
Ĥ2, q̂j

]
, q̂k

]
in S2. The first thing, we need

to prove is that both operators are indeed observables, i.e. hermitian operators. Looking at Â
(1)
jk

we find (
Â

(1)
jk

)†
= −

[([
Ĥ1, x̂j

])†
, x̂k

]
=
[[

Ĥ1, x̂j

]
, x̂k

]
= Â

(1)
jk , (4.242)

where we have used([
B̂1, B̂2

])†
=
(

B̂1B̂2

)†
−
(

B̂2B̂1

)†
= B̂2B̂1 − B̂1B̂2 = −

[
B̂1, B̂2

]
, (4.243)

assuming B̂1,2 are hermitian. Of course, the same calculation holds for Â
(2)
jk . Second, we analyze

their expression in form of the position and momentum operators. Looking at Eq. (4.132) for
Ĥ1, we find

Â
(1)
jk =

d∑
l=1

1

2m
[[p̂lp̂l, x̂j ] , x̂k] = − ı~

m
[p̂j , x̂k] = −~2

m
δjkI . (4.244)

To determine the form of Â
(2)
jk we want to show some important derivations for the operator Ĥ2.
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Looking at T̂kin we can write

T̂kin =
1

2m

d∑
j,k=1

ĝ−
1
4 P̂j ĝ

1
2 ĜjkP̂kĝ−

1
4 (4.245)

=
1

2m

d∑
j,k=1

([
ĝ−

1
4 , P̂j

]
+ P̂j ĝ

− 1
4

)
ĝ

1
2 Ĝjk

([
P̂k, ĝ

− 1
4

]
+ ĝ−

1
4 P̂k

)
(4.246)

=
1

2m

d∑
j,k=1

(
P̂jĜ

jkP̂k +
[
ĝ−

1
4 , P̂j

]
ĝ

1
4 ĜjkP̂k − P̂j ĝ

1
4 Ĝjk

[
ĝ−

1
4 , P̂k

]
−
[
ĝ−

1
4 , P̂j

]
ĝ

1
2 Ĝjk

[
ĝ−

1
4 , P̂k

])
(4.247)

=
1

2m

d∑
j,k=1

(
P̂jĜ

jkP̂k +
[[

ĝ−
1
4 , P̂j

]
ĝ

1
4 Ĝjk, P̂k

]
−
[
ĝ−

1
4 , P̂j

]
ĝ

1
2 Ĝjk

[
ĝ−

1
4 , P̂k

])
(4.248)

=
1

2m

d∑
j,k=1

[
P̂jĜ

jkP̂k +
~2

16

(
4

∂2ĝ

∂q̂j∂q̂k
Ĝjk + 4

∂ĝ

∂q̂j

∂Ĝjk

∂q̂k
+

∂ĝ

∂q̂j
Ĝjk ∂ĝ

∂q̂k

)]
(4.249)

where we have used that the commutator of a function of position operators with the momentum
operator acts like a derivative, i.e.[

ĝ−
1
4 , P̂j

]
= − ı~

4

∂ĝ

∂q̂j
ĝ−1/4 , (4.250)

[[
ĝ−

1
4 , P̂j

]
ĝ

1
4 Ĝjk, P̂k

]
= − ı~

4

[
∂ĝ

∂q̂j
Ĝjk, P̂k

]
=

~2

4

(
∂2ĝ

∂q̂j∂q̂k
Ĝjk +

∂ĝ

∂q̂j

∂Ĝjk

∂q̂k

)
(4.251)

is only a function of position operators and hence commutes with Ĝjk, as well as Ĝjk = Ĝkj . The
underlying reason, that the commutator with P̂k acts like the k-th derivative, is the canonical
commutation between position and momentum. The derivatives of an operator function are
understood with respect to the multi-dimensional Taylor series of this operator, i.e. one sets

ĝ =

∞∑
|α|=0

∂αg(~0)

α!
q̂α1

1 · · · q̂
αd
d , (4.252)

with the multi-index α. Consequently, the operator Ĥ2 can be written as

Ĥ2 =
1

2m

d∑
j,k=1

P̂jĜ
jkP̂k + V (q̂1, . . . , q̂d) , (4.253)

which makes the calculation for the observable Â
(2)
jk particularly simple and we get

Â
(2)
jk =

1

2m

d∑
l,m=1

[[
P̂lĜ

lmP̂m, q̂j

]
, q̂k

]
= −~2

m
Ĝjk . (4.254)

This tells us that the components of the metric tensor operator are measurable observables and it
hence needs to be a hermitian operator. This restriction has already been made at the beginning
of this section. Furthermore, we come to the central conclusion of this section, which is that if
the two quantum systems were equivalent, it would have to hold

Â
(2)
jk = ÛÂ

(1)
ij Û† , (4.255)

see Ref. [137]. And therefore we would find

Ĝjk ∝ δjkÛIÛ† = δjkI , (4.256)
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which means that the manifold needs to be flat, since the metric is proportional to δjk. However,

if Ĝij = δij all the remaining terms in the operator Ĥ2 which contain operator derivatives of Ĝij

with respect to the generalized position operators will vanish, which would imply no interaction
between electrons and phonons in the curved space approach, and is an obvious contradiction to
the demand that the two system describe the same physical system. Consequently, the two quan-
tum systems S1 and S2 are not equivalent, since we do not obtain the same physical observations.
This concludes the proof.

It holds in general for any Hamilton operator of the type
∑d
i=1 p̂ip̂i + V (x̂1, p̂1, . . . , x̂d, p̂d) if

V depends only linearly on p̂i for all i ∈ {1, . . . , d}. Therefore, we make the following statement:
The non-relativistic quantum system of N particles in Euclidean space RNd that interact with an
external electromagnetic field, is not equivalent to another non-relativistic quantum system of
particles moving on an Nd-dimensional Riemannian manifold with a non-trivial metric, since the
components of the metric tensor operator are observables. What is the meaning of the quantities

Â
(1,2)
ij ? According to subsection 4.4.3, the generalized velocity is measured by the operator

V̂j =
ı

~

[
Ĥ2, q̂j

]
, (4.257)

and hence the operators Â
(1,2)
ij tell us the uncertainty relation between the (generalized) velocity

V̂j and the (generalized) position measurement q̂k similar to the famous Heisenberg uncertainty
relation ([137]), which are

σvjσxk =
√
〈v̂2
j 〉 − 〈v̂j〉2

√
〈x̂2
k〉 − 〈x̂k〉2 ≥

1

2
|〈[v̂j , x̂k]〉| = ~

2m
δjk , (4.258)

σVjσqk =
√
〈V̂2

j 〉 − 〈V̂j〉2
√
〈q̂2
k〉 − 〈q̂k〉2 ≥

1

2

∣∣∣〈[V̂j , q̂k

]〉∣∣∣ =
~

2m
|〈Ĝjk〉| . (4.259)

If we prepare quantum states |ψ1〉 ∈ Hel, |ψ2〉 ∈ HM and measure the standard deviation of
simultaneous position and velocity measurements we shall find a state-independent lower bound
in S1, whereas in S2 the bound depends on |〈ψ2|Ĝjk|ψ2〉|, the absolute value of the expectation
value of the component of the metric tensor. The deeper reason behind this discrepancy seems to
be the spatial spread of the wave function which gives even local measurements information about
distant areas of space and hence makes the effects of curvature locally observable in contrast to
the principle of general relativity.

Nevertheless, we can also take a more pragmatic approach to the problem by demanding that
only the energy measurements agree for a limited set of states. In the next section, we shall
explore how far this idea can bring us.

4.6 Weak equivalence theorem

Despite the shortcomings, which we have mentioned in the previous section, we want to see if
we can establish a weak equivalence.

With weak equivalence we mean that the matrix representation of the Hamilton operator Ĥ2

in the eigenbasis of Ĥ1 is identitcal to the diagonal representation of Ĥ1.
For the proof, we are further developing an idea from Ref. [94]. It goes along the following

lines. First, we work in the Hilbert space H with the usual set of position and momentum
operators {x̂1, p̂1, . . . , x̂d, p̂d} in the Euclidean space Rd and the Hamilton operator

Ĥ′ ≡ 1

2m

d∑
i=1

p̂ip̂i + V (x̂1, . . . , x̂d)− E . (4.260)

We assume that this operator has a countable complete orthonormal eigenbasis {|ψn〉}n∈N, i.e.

〈~x|Ĥ′|ψn〉 =

[
− 1

2m

d∑
i=1

∂2

∂x2
i

+ V (~x)− E

]
ψn(~x) = (En − E)ψn(~x) ≡ δEnψn(~x) . (4.261)

Second, we work in two Hilbert spacesH±. On each of these spaces we define a set of (generalized)
position and momentum operators {q̂±,1, P̂±,1, . . . , q̂±,d, P̂±,d} which measure the coordinates
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and momenta on the d-dimensional Riemannian manifolds M± ≡ {~q ∈ Rd| ± [V (~q)− E] > 0} ⊂
Rd, which are open sets in Rd with the metric tensor operators

Ĝ
(±)
jk ≡ |V (q̂±,1, . . . , q̂±,d)− E|δjk , (4.262)

and the Hamilton operators

Ĥ′c,± ≡
1

2m

d∑
j,k=1

ĝ
− 1

4
± P̂±,j ĝ

1
2
±Ĝjk
± P̂±,kĝ

− 1
4
± + ξ~2R̂± ± 1 . (4.263)

The chart for each manifold is just the identity map from Rd to Rd and each is just a conformal
map of the ordinary Euclidean space, δij → e2φ±δij , with

φ±(~q) ≡ 1

2
log{±[V (~q)− E]} , (4.264)

such that angles are preserved. The Ricci scalar on these manifolds becomes

R±(~q) =
1

±(V (~q)− E)

{
2(d− 1)

d∑
i=1

∂2φ±
∂q2
i

∣∣∣∣
~q

− (d− 2)(d− 1)

[
d∑
i=1

(
∂φ±
∂qi

)2
]}

(4.265)

= ±(1− d)

[ ∑d
i=1 ∂

2
i V

[V (~q)− E]2
+

6− d
4

∑d
i=1(∂iV )2

[V (~q)− E]3

]
. (4.266)

We assume that |ψn〉 ∈ H is square-integrable over each of the manifolds, i.e. |ψn〉 ∈ H± for all
n ∈ N. This requirement would be easily fulfilled if |V (~q)−E| was bounded, i.e. |V (~q)−E| ≤ C
for all ~q ∈M±, since in this case we could conclude∫

M±

d~q |V (~q)− E|d/2|ψn|2(~q) ≤ Cd/2
∫
Rd

d~q |ψn|2(~q) = Cd/2 , (4.267)

Furthermore, we define |ψ(±)
n 〉 ≡ |ψn〉 ∈ H±.

For d = 2 dimensions and ξ(d = 2) = 0, i.e. no contribution by the Gaussian curvature, we
obtain

〈~q|Ĥ′c,±|ψ(±)
n 〉 = − 1

2m|V (~q)− E|

2∑
i=1

∂2ψ
(±)
n

∂q2
i

∣∣∣∣∣
~q

± ψ(±)(~q) =
δEn

|V (~q)− E|
ψ(±)
n (~q) , (4.268)

which is different from the result in Eq. (4.261). To see that it is correct, please consult the
coordinate space representation of the Hamilton operator from Eq. (4.183) for Vgeo = Vlatt = 0,
and use the metric from Eq. (4.262). It should be stressed that this construction will not work
in this way if the other potentials contribute.

The result tells us that |ψ(±)
n 〉 is not an eigenstate of Ĥ′c,±. However, if we define a “manifold

spinor” |Ψ〉 ≡ (|ψ+〉, |ψ−〉), similar to idea for spin in quantum mechanics, then the diagonal
matrix valued operator will be

Ĥ′c ≡
(

Ĥ′c,+ 0

0 Ĥ′c,−

)
, (4.269)
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such that we obtain for the matrix element in this “spinor” space

〈Ψm|Ĥ′c|Ψn〉 = 〈ψ(+)
m |Ĥ′c,+|ψ(+)

n 〉+ 〈ψ(−)
m |Ĥ′c,−|ψ(−)

n 〉 (4.270)

= δEn

[
〈ψ(+)
m |

(
|V (q̂+,1, q̂+,2)− E|−1

)
|ψ(+)
n 〉

+ 〈ψ(−)
m |

(
|V (q̂−,1, q̂−,2)− E|−1

)
|ψ(−)
n 〉

]
(4.271)

= δEn

∫
M+

d~q
|V (~q)− E|
|V (~q)− E|

ψ∗m(~q)ψn(~q) +

∫
M−

d~q
|V (~q)− E|
|V (~q)− E|

ψ∗m(~q)ψn(~q)

 (4.272)

= δEn

∫
M+∪M−

d~q ψ∗m(~q)ψn(~q) (4.273)

= δEn

∫
R2

d~q ψ∗m(~q)ψn(~q) (4.274)

= δEnδmn , (4.275)

where we assumed in the second last step that V (~q) is injective, defined on the complete space
R2 and that the set M0 ≡ {~q ∈ R2|V (~q) = E} has measure zero on our integration domain. This
concludes the proof.

Consequently, the matrix representation of the Hamilton operator Ĥ′c on the Hilbert space
Hsub ≡ span{|Ψ1〉, |Ψ2〉, . . . } is the same as for the operator Ĥ′ in the Hilbert space H. However,
the reader should be aware that the quantum states |Ψn〉 ∈ Hc are not orthonormal and that
they do not build a complete basis, i.e. Hsub is a true subset of the complete Hilbert space
Hc ≡ H+

⊕
H−. It is obvious that the evolution is not influenced by adding or subtracting

constants to the Hamilton operator, which is why one can choose E = 0.
The problem in other dimensions (d = 1, 3) is that one obtains a first-order derivative, which

can in general not be compensated by any choice of the metric, that is non-constant, and hence
would require either an ansatz where the metric depends on the employed set of quantum states
which is used or the introduction of a vector potential through minimal coupling. Both of which
are not desirable considering the initial motivation of the problem. One can see this very easily
when looking at the change of the Laplace operator under conformal transformations, which
reads in our case

∆±ψ = e−2φ± [∆− (d− 2) (∂iφ±) (∂iψ)] . (4.276)

Since we have mentioned the nonequivalence of the two quantum systems, let us take a look
at what we would measure for the lower bound of the uncertainty relation between velocity and
position for the set of quantum states in Hsub. According to Eq. 4.259 we need to calculate

〈ψ(+)
n |Ĝij |ψ(+)

n 〉+ 〈ψ(−)
n |Ĝij |ψ(−)

n 〉 = δij

∫
R2

d~q|ψn|2(~q) = δij , (4.277)

which tells us that also this observation agrees on this space. Now that we have seen a potential
solution for an arbitrary scalar hermitian potential in d = 2, we want to see if the necessary and
sufficient conditions of this theory are valid in the case of the electron-phonon interaction.

4.7 Electron-Phonon Coupling

Taking these results, we would like to describe the interaction facilitated with the operator Ĥeff

from (4.132) for d = 2. The potential is given by

Vnph,|~q|,s(~x) ≡ −

√
~nph

2Mω|~q|,s

2∑
k=1

(e|~q|,s)k
1√
Nion

Nion∑
j=1

cos(~q · ~Rj)
∂Vel-ion

∂xk

∣∣∣∣
~x−~Rj

∈ R , (4.278)

where we used Eqs. (4.66) and (4.134). Now, we shall finally take the limit of infinite lattice size
Li → ∞ with ai → 0, while keeping Liai = 2πa2 fixed. a is a natural length scale which gets
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introduced. The resulting potential simplifies to

Vnph,|~q|,s(~x) = (−1)4

√
~nph

2Mω|~q|,s
sin(~q · ~x)~e|~q|,s · ~q

1

2πa2

∫
R2

d~R eı~q·
~RVel-ion(~R) , (4.279)

We can simplify the result even further by performing the Fourier transform, assuming we are
dealing with a reduced Coulomb potential

1

2π

∫
R2

d~R eı~q·
~RVel-ion(~R) = −Ze

2
0

2π

∞∫
0

dr

2π∫
0

dφ cos[|~q|r sin(φ)] (4.280)

= −Ze
2
0

|~q|

∞∫
0

dr J0(r) = −Ze
2
0

|~q|
, (4.281)

such that we obtain the form

Vnph,|~q|,s(~x) = −√nph
Ze2

0

a

√
~2a−2

2M
/(~ω|~q|,s) sin(~q · ~x)~e|~q|,s ·

(
~q

|~q|

)
. (4.282)

This shows us that the resulting potential is injective, defined for all ~x ∈ R2, bounded and that
the set M0 has measure zero in R2, which means that all conditions of the previous theory are
fulfilled. In Fig. 4.4 we show a plot of the potential for a specific wave and polarization vector.

Then we would choose the manifold R2 with the metric tensor operator Ĝ
(±)
ij = |Vnph,~q,s(r̂±,1, r̂±,2)|δij

that depends on the phonon number nph, wave vector ~q, polarization s and the electron’s coor-
dinates ~r± in M±. Using Eq. (4.266) the Ricci scalars are given by

R± = ± 1

√
nph

Ze20
a

√
~2a−2

2M /(~ω|~q|,s)~e|~q|,s ·
(
~q
|~q|

) |~q|2 cos(2~q · ~r±)

sin3(~q · ~r±)
, (4.283)

which shows a strong singularity around ~q ·~r± ≈ 0. The integral of the Ricci scalar over the total
manifold diverges. However, since we neglected its contribution to the dynamics, we do not have
to deal with this issue.
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Figure 4.4: Plot of the positive and negative parts of the potential for polarization vector ~e|~q|,s =

(1, 1)/
√

2 and phonon wave vector ~q = (0.3, 0.1), where the black line shows the
division between the two parts.

The first important question that remains to be answered is whether this concept can be gen-
eralized to single phonon transitions, such as single emission |nph−1, ~q, s〉 → |nph, ~q, s〉 or absorp-
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tion |nph, ~q, s〉 → |nph − 1, ~q, s〉 processes, where the operators V̂em(nph, ~q, s) and V̂ab(nph, ~q, s)
are non-hermitian. This cannot be done because the phase of the operator will depend on the
electron’s coordinate, which in principle means that we need to keep a contribution which does
depend on the phonons as well as the electron, and cannot be described by such a metric. This
is not in agreement with the initial idea behind the coupling.

However, if we define the metric tensor operators by(
Ĝ±

)
i,j

= ±f~u1,...,~uNion

(
~̂q±

)
δij , (4.284)

f~u1,...,~uNion

(
~̂q±

)
=
Eph + Vlatt(~̂q±)−

∑Nion

i=1

∑2
j=1 ui,j∂jVel-ion

(
~̂q± − ~R

(0)
i

)
Eph + Vlatt

(
~̂q±

) , (4.285)

Vlatt(~̂q±) ≡
Nion∑
i=1

Vel-ion

(
~̂q± − ~R

(0)
i

)
, (4.286)

which means they depend on the set of real parameters {~u1, . . . , ~uNion} with ~ui ∈ R2, we shall see
that they are hermitian, positive-definite and depend only on the electron’s position operators
assuming we define the two parameter-dependent manifolds as

M± ≡
{
~q ∈ V | ± f~u1,...,~uNion

(~q) > 0
}

, (4.287)

where V ⊂ R2 is the volume of the crystal with periodic boundary conditions. In Fig. 4.5 we
have visualized the function f and the manifolds for a square lattice of four atoms and specific
displacement vectors. The black contour line at f(~q) = 0 separates the manifolds. It is already
clear that the area of the negative manifold will shrink if the displacements decrease. If one deals
with a “large” total energy of the phonons then the area of the negative valued manifold will
shrink even more, as can be seen in Figs. 4.6 to 4.8. Since the total energy of the phonons is a
macroscopic quantity, it scales proportional to the volume of the crystal. If we use the average
internal energy of a phonon system in a canonical ensemble of temperature T = 300 K of a
monoatomic crystal surface, and a speed of sound cs = c ≈ 103 m/s together with the formula

〈Eph〉
a

Ze2
0

=
(kBT )3Niona

3

~2πc2sZe
2
0

~ωD
kBT∫
0

dx
x2

ex − 1
≈ 10−3Nion , (4.288)

where we have used a ≈ 10−10 m for the lattice constant and ωD =
√

2π csa for the Debye
frequency. It tells us that we need about 1000 atoms to reach a similar magnitude between the
phonon energy and lattice potential scale. In practice, one would deal with crystals of a very
large number of atoms. In this case, one does not need to consider the negative manifold M−
since its integral value becomes very small in two dimensions.

Now, we would need to check if the eigenstates of the flat Hamilton operator are still square-
integrable over the manifold. Since we do not know the eigenstates, we shall make an estimate
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Figure 4.5: Plot of the metric function f using 4 atoms, Eph = 0, displacements ~u1,1 =
(0.1,−0.1)a, ~u1,2 = (0.2, 0.15)a, ~u2,1 = (−0.12, 0.09)a, ~u2,2 = (−0.17,−0.08)a and
the black contour lines at f = 0 and the white area for f > 2, which are symmetric
around the lattice sites.
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Figure 4.6: Plot of the contour showing the different manifolds using 9 atoms, Eph = 0, dis-
placements ~u−1,−1 = (0.02,−0.07)a, ~u−1,0 = (−0.16,−0.04)a, ~u−1,1 = (0.04, 0.13)a,
~u0,−1 = (−0.07,−0.12)a, ~u0,0 = (−0.04, 0.06)a, ~u0,1 = (0.15, 0.03)a, ~u1,−1 =
(0.19, 0.05)a, ~u1,0 = (−0.18, 0.12)a, ~u1,1 = (0.08, 0.07)a.
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Figure 4.7: Plot of the contour showing the different manifolds using 9 atoms, Eph =
10Ze2

0/a, displacements ~u−1,−1 = (0.02,−0.07)a, ~u−1,0 = (−0.16,−0.04)a, ~u−1,1 =
(0.04, 0.13)a, ~u0,−1 = (−0.07,−0.12)a, ~u0,0 = (−0.04, 0.06)a, ~u0,1 = (0.15, 0.03)a,
~u1,−1 = (0.19, 0.05)a, ~u1,0 = (−0.18, 0.12)a, ~u1,1 = (0.08, 0.07)a.
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Figure 4.8: Plot of the contour showing the different manifolds using 9 atoms, Eph =
100Ze2

0/a, displacements ~u−1,−1 = (0.02,−0.07)a, ~u−1,0 = (−0.16,−0.04)a, ~u−1,1 =
(0.04, 0.13)a, ~u0,−1 = (−0.07,−0.12)a, ~u0,0 = (−0.04, 0.06)a, ~u0,1 = (0.15, 0.03)a,
~u1,−1 = (0.19, 0.05)a, ~u1,0 = (−0.18, 0.12)a, ~u1,1 = (0.08, 0.07)a.

109



4 Electron-Phonon Coupling

based on two “plane” waves,

|h~k,~k′ | ≡

∣∣∣∣∣∣∣
1

V

∫
M+∪M−

d~q eı~q·(
~k−~k′)|f~u1,...,~uNion

(~q)|

∣∣∣∣∣∣∣ (4.289)

=

∣∣∣∣∣∣ 1

V

∫
V

d~q eı~q·(
~k−~k′)|f~u1,...,~uNion

(~q)|

∣∣∣∣∣∣ (4.290)

≤ 1

V

∫
V

d~q |f~u1,...,~uNion
(~q)| (4.291)

≤ 1 +
1

V

∫
V

d~q

∣∣∣∣δV~u1,...,~uNion
(~q)

Vlatt(~q)

∣∣∣∣ (4.292)

≤ 1 +
1

V

Nion∑
i=1

2∑
j=1

|ui,j |
∫
V

d~q
∣∣∣∂j log Vel-ion

(
~q − ~R

(0)
i

)∣∣∣ (4.293)

≤ 1 +
1

V

Nion∑
i=1

2∑
j=1

|ui,j |
∫
V

d~q |∂j log Vel-ion (~q)| (4.294)

≤ 1 +
1

V

Nion∑
i=1

2∑
j=1

|ui,j |
2π∫
0

dφ [| cos(φ)δj,1|+ | sin(φ)δj,2|]
R∫

0

dr |r∂r log r| (4.295)

≤ 1 +
2πR

V

Nion∑
i=1

2∑
j=1

|ui,j | , (4.296)

which shows that the matrix elements are always finite. For the derivation we took a disk with
V ⊂ [0, 2π]× [0, R].

For the Hamilton operators we choose

Ĥc,± ≡
1

2m

2∑
j,k=1

ĝ
− 1

4
± P̂±,j ĝ

1
2
±Ĝjk
± P̂±,kĝ

− 1
4
± ±

[
Eph + Vlatt

(
~̂q±

)]
. (4.297)

Calculating the resulting matrix element between two electronic manifold spinors |Ψ1〉 and |Ψ2〉
we find the integral

〈Ψ1|Ĥc|Ψ2〉 = 〈ψ′1,+|Ĥc,+|ψ2,+〉+ 〈ψ′1,−|Ĥc,−|ψ2,−〉 (4.298)

=

∫
M+

dVq ψ
∗
1,+(~q)

[
− 1

G+(~q)

~2

2m

2∑
i=1

∂2

∂q2
i

+ Vlatt(~q) + Eph

]
ψ2,+(~q)

+

∫
M−

dVq ψ
∗
1,−(~q)

[
− 1

G−(~q)

~2

2m

2∑
i=1

∂2

∂q2
i

− Vlatt(~q)− Eph

]
ψ2,−(~q) (4.299)

=

∫
V

d~q ψ∗1(~q)

− ~2

2m

2∑
i=1

∂2

∂q2
i

+ Vlatt(~q)−
Nion∑
i=1

2∑
j=1

ui,j∂jVel-ion

(
~q − ~R

(0)
i

)
+ Eph

ψ2(~q) .

(4.300)

Therefore, we state that the matrix representation of this operator in a basis of quantum states
from the original Hilbert space H is the same, which is why we regard the two approaches as
weakly equivalent approximations of the electron-phonon coupling. The dynamics are given by
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the Schrödinger equation

ı~∂t|Ψ(t)〉 = Ĥc|Ψ(t)〉 (4.301)

ı~
(
∂t|ψ+(t)〉
∂t|ψ−(t)〉

)
=

(
Ĥ+ 0

0 Ĥ−

)(
|ψ+(t)〉
|ψ−(t)〉

)
, (4.302)

Ĥ± =
1

2m

2∑
j,k=1

ĝ
− 1

4
± P̂±,j ĝ

1
2
±Ĝjk
± P̂±,kĝ

− 1
4
± ±

∑
~q,s

~ω~q,sb̂†~q,sb̂~q,s + Vlatt

(
~̂x±

) ,

(4.303)(
Ĝ±

)
ij
≡ ±

 Ĥph + Vlatt(~̂x±)−
∑Nion

i=1

∑2
j=1 ûi,j∂jVel-ion

(
~̂x± − ~R

(0)
i

)
Ĥph + Vlatt

(
~̂x±

)
 δij , (4.304)

where x̂i is the position operator of the electron and ~q the phonon’s wave vector. If one imagines
the crystal to be in contact with a large heat reservoir, such that it behaves according to the
canonical ensemble, the metric tensor operator will also be temperature dependent due to its
dependence on the phonon energy and displacement vectors.

In practice one could evolve the wave function in the coordinate representation of electron and
phonons, i.e. looking at

ψ(t, ~x, ~u1, . . . , ~uNion
) =

(
〈~x|
⊗
〈~u1, . . . , ~uNion

|
)
|Ψ(t)〉 . (4.305)

The disadvantage is the high-dimensional space of the wave function, which is why one may
try to obtain the continuum or infinite lattice limit, similar to the idea which was used in the
beginning of this section. However, comparing this result with the standard approach Hamilton
operator, it looks much more sophisticated and difficult to diagonalize. It does not seem to a
promising endeavor and hence calls for another way of utilizing this result, which we shall discuss
in the next paragraph.

Another question one may have is if one attempted a simulation with the dynamics described
by the Hamilton operator from Eq. (4.269), how stable would such a simulation be, considering
that the construction only works on the subspace Hsub. One could try to introduce a constraint
through a Lagrange parameter that ensures the compatibility with the observation, expressed in
Eq. (4.259). However, it is not clear whether this will be sufficient to stabilize it in the Hilbert
space of the curved system.

In a concrete simulation, one may simulate the dynamics of the ions through molecular dy-
namics in a thermostat ([82]) and extract the total energy of the ionic manifold (Eph) as well
as the ions displacement from the equilibrium position. The dynamics of the electrons can then
be obtained by running a curved space quantum lattice Boltzmann simulation till it reaches a
steady state, given the static metric tensor G± and external potentials Vext = ± (Eph + Vlatt).
This assumes that the time scale of the electrons is much smaller than for the ions, such that
they reach the equilibrium for a given “static” lattice configuration before the ions move again.
For the simulation one uses an extended version of the lattice Boltzmann algorithm for quantum
mechanics, whose original form has been derived in Ref. [168], and whose applications as well
as relativistic extension are discussed in Ref. [166]. In our case we do not need a relativistic
treatment of the electron flow. Therefore, it seems reasonable to merge the concepts from Refs.
[168] and [114] to create a curved space non-relativistic quantum lattice Boltzmann simulation
technique. In summary, it means that we perceive the electrons as non-relativistic quantum fluid
of manifold spinors which flow on a curved manifold, whose metric is given by Eq. (4.304). The
advantages of such an approach compared to the usual Born-Oppenheimer approximation still
need to be shown and discussed in practice. Using a simplified metric, a concrete numerical
simulation has been done in Ref. [62].

4.8 Final remarks

The physically most important result is that in contrast to the weak equivalence principle in
general relativity [164] the effect of curvature would be even locally observable by determining
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the lower bound on the uncertainty relation between simultaneous velocity and position mea-
surements in the same or different directions. From there, we can show the nonequivalence of
a quantum system in Euclidean space that interacts with an electromagnetic field and a “free”
quantum system on a Riemannian manifold with a non-trivial metric. The reason for this dis-
crepancy is the spread of the wave function which makes it even for local measurements possible
to acquire information from distant areas in space and hence measure the effect of curvature.

Despite this problem, we managed to construct a spinor-type Hilbert space with a Hamilton
operator matrix whose representation in the “restricted” spinor set is within the same as for the
two-dimensional Hamilton operator of an electron interacting with phonons causing only small
ion displacements. The restrictive validity is not a problem since the subset of quantum states,
on which the matrix representations coincide, covers the complete Hilbert space of the original
problem. Therefore, if we take an arbitrary quantum state, such as a simple plane wave from
Euclidean space its evolution will be the same in both systems. Within this approach we have
determined the manifolds and the required metric tensor operator as a function of the phonon
number, wave vector and polarization. Its deviation from the Euclidean metric is governed by
the ratio between the electron-phonon interaction and the lattice potential plus the total energy
of the phonons. In the case of a hermitian transition, we have calculated the infinite lattice limit
and visualized the form of the potential.

Future research on this subject should first analyze the effect of this coupling on a semi-classical
approximation [130] and find out how the scattering approach is influenced. Especially, if one
obtains simplifications compared to the full scattering integral or improvements with respect to
the single scattering rate ansatz [158, 170, 14]. Furthermore, one should try to determine the
numerical stability of this approach, due its restricted validity within the Hilbert spaces on the
curved manifolds. The general ideas could also be applied when using the Dirac equation instead
of a non-relativistic approach and one could analyze how far the equivalence can be pushed there.
In addition, one might want to figure out if such a weak equivalence can be constructed in other
dimensions or for other types of interactions.
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There is no real ending. It is just
the place where you stop the story.

Frank Herbert

In this work we have presented a new numerical method for the simulation of the Wigner
equation, which is oriented on the lattice Boltzmann method, usually used in fluid dynamics.
We discussed its novelty, shortcomings as well as advantages compared to other numerical tech-
niques for the evolution of the density operator in phase space. A main advantage is the more
flexible basis choice for the spectral decomposition of the velocity-dependent part of the Wigner
function, which allows the user to pick functions which are better suited for his or her application.
Furthermore, we presented the dynamics of various isolated quantum systems and phenomena
in phase space and validated the convergence and stability of the algorithm in practice. There
are still relevant questions which can be explored, such as the effect of stochastic perturbations
on the Wigner function or the studying of phase transitions in phase space. It would especially
be necessary to simulate thermal distributions, such as Fermi-Dirac or Bose-Einstein to leverage
the full potential of the Wigner formalism and our simulation technique.

Second, we opened the quantum system to interactions with an artificial environment to mimic
the decoherence-based measurement process and use it to approximate the most probable eigen-
states of observables, whose main intention stems from a simplified quantum state reconstruction.
Its application lies mainly in the field of quantum communication to give good measurement pre-
dictions for experimentalists that perform non-commuting measurements on the same quantum
state without needing to fully diagonalize both observables. We developed an advanced paral-
lelizable numerical procedure which allows the towing of eigenstates along a perturbation and
hence gave us the possibility to study excited-state quantum phase transitions. We could show
that the phase transition in the Jaynes-Cummings model is not universal with respect to a change
in spectrum ratio and validated our simulation technique. The comparison between our method
and MRRR eigensolver from the LAPACK library revealed a competitive efficiency, especially
in the ability to parallelize the simulation of several eigenstates. Future research could exam-
ine other decoherent evolution equations with stronger coupling between the quantum system
and the measurement apparatus as well as stochastic numerical simulation techniques to make
higher-dimensional computations feasible.

In the last project, we answered the question whether a non-relativistic quantum system of
electromagnetically interacting electrons and ions is equivalent to a quantum system of elec-
trons which move on a Riemannian manifold whose metric depends on the dynamics of the
ions. We could construct a measurement that indirectly enables the local observation of the
components of the metric tensor and would allow one to distinguish locally between a Euclidean
and non-Euclidean metric, in contrast to the principle of general relativity. Despite the general
nonequivalence, we have found a two-dimensional quantum system with corresponding manifolds
for which quantum states with equal coordinate representation in both systems give the same
energy measurement and hence follow the same dynamical evolution. We explicitly derived the
metric tensor and his dependence on the phonon potential. We also calculated the continuum
limit for a specific hermitian transition of the phonon system. Concerning our initial motivation,
we have derived the concrete mathematical form of the metric tensor operator that could be used
in curved space lattice Boltzmann simulations and would reduce the number of fitting parame-
ters that were necessary in the electron-phonon coupling simulation in graphene from Ref. [62].
The introduction of a temperature dependent coupling constant would not be necessary then,
since the temperature dependence is implicitly contained in the ionic displacements (phonons).
All other principles should stay the same. However, as we have seen in the last paragraph, the
metric becomes very small and diverges close to the ions’ positions. This will present a major
challenge in the curved space simulation and needs to be analyzed. An advantage is that the
areas for which the metric becomes very small or large shrink if one simulates more ions, as this
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increases the average phonon energy which decreases the metric perturbation. Further research
on this subject should analyze the stability of this evolution, since the limited equivalence only
holds in the Hilbert space of the original problem, and analyze the implications of this result to
semi-classical (Born-Oppenheimer) approximations of systems of electrons and ions.
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