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S U M M A RY

Advances in quantitative single cell experimental techniques and mathe-
matical modeling have enabled insights to cellular processes that have not
been possible before. Experimental protocols, however, often remain in-
tended for intuitive interpretation, and resulting data may not be optimally
informative for the reverse engineering of kinetic parameters, molecular
states or network topologies. The central goal of this thesis was to develop
computational and experimental methods for the optimized investigation
of single cell dynamics.

We introduce model-based Optimal Experimental Design (OED) meth-
ods to automatically determine temporal concentration profiles to perturb
the extracellular environment and sufficiently excite the biological system
under study. Based on information-theoretic arguments, perturbation se-
quences are designed to maximize the expected information gain between
consecutive experiments. A Bayesian modeling framework allows to incor-
porate prior knowledge from preceding experiments to iteratively refine
the model of interest. We introduce microfluidic approaches for synthesiz-
ing such concentration sequences, using the concept of Pulse Width Mod-
ulation (PWM) of liquid flows, during live cell fluorescence microscopy
experiments. A valve-off-chip approach allows for an easy integration into
existing experimental settings, while a dedicated valve-on-chip PDMS plat-
form combines the PWM approach with single cell traps to capture and
track individual live cells. In two case studies, we demonstrate the com-
bination of dynamic single cell fluorescence microscopy recordings and a
Bayesian inference scheme. In the first we applied an artificial gene expres-
sion system induced by the hormone �-estradiol to express a short-lived
fluorescent protein. A dedicated calibration curve allows us to map fluo-
rescent intensities from microscopy recordings to absolute copy numbers
of fluorescent proteins within single cells. In a second case study, we in-
vestigate the effect of different temporal concentration profiles on the in-
formation gain between consecutive inference runs for a model system of
Hog1 induced gene expression. We demonstrate that complex sequences
lead to a significantly larger information gain than input perturbations of
lower complexity.

In the next part of the thesis we use a stochastic model to formalize and
develop new hypothesis about the sensing and decoding of chemical gra-
dients, and test these experimentally. Using a combination of quantitative
microscopy, microfluidic tools, stochastic modeling and genetic engineer-
ing, we could identify a molecular mechanism of gradient sensing in yeast,
and derive general design principles of cell-cell communication systems.

Finally, we introduce our contribution to a scientific challenge for the
identification of diagnostic signatures for multiple diseases.
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Z U S A M M E N FA S S U N G

Fortschritte in quantitativen experimentellen Methoden mit Auflösungen
von einzelnen Zellen, in Kombination mit mathematischen Modellen, haben
Einsichten in zelluläre Prozesse ermöglicht, die davor nicht denkbar waren.
Experimentelle Protokolle sind jedoch oft für direkte Interpretation der
Daten ausgelegt und eignen sich nur bedingt für die Rekonstruktion von
kinetischen Parametern, molekularen Konfigurationen oder Modell-Topo-
logien. Das Ziel dieser Arbeit war es mathematische und experimentelle
Methoden zu entwickeln, um die Dynamik einzelner Zellen zu studieren.

Modell-basierte Methoden zur Optimierung von Experimenten erlauben
es, Zeitprofile von chemischen Konzentrationen zu bestimmen, um moleku-
lare Systeme optimal anzuregen. Diese Profile werden entworfen, um den
Informationsgewinn, beschrieben durch informationstheoretische Maße,
zwischen zwei aufeinanderfolgenden Experimenten zu optimieren. Basier-
end auf Bayesscher Statistik können wir Vorkenntnisse aus vorangegan-
genen Experimenten einbinden und iterativ verbessern. Wir verwenden
Pulsweitenmodulation (PWM), um Profile von Konzentrationen für Fluo-
reszenz-Mikroskopie Experimente zu synthetisieren. Eine Implementier-
ung verwendet dazu externe Ventile und kann gut in bestehende Vorrich-
tungen integriert werden. Eine PDMS microfluidic Plattform mit integri-
erten Ventilen kombiniert das PWM Konzept mit Vorrichtungen, um indi-
viduelle Zellen zu fixieren. In zwei Beispielen zeigen wir, wie Mikroskopie-
daten von angeregten dynamischen Systemen für Bayessche Inferenz ver-
wendet werden können. Im ersten verwenden wir ein künstliches Genex-
pressions System, basierend auf dem Hormon �-Estradiol, um fluoreszier-
ende Proteine mit verkürzter Halbwertszeit zu exprimieren. Eine spez-
ifische Kalibrierungskurve erlaubt es, von Fluoreszenzsignalen auf die
Anzahl von fluoreszierenden Molekülen pro Zelle zu schließen. In dem
zweiten Beispiel untersuchen wir den Effekt von verschiedenen Konzen-
trationsprofilen auf den Informationsgewinn zwischen aufeinanderfolgen-
den Inferenz Iterationen an einem Modell von Hog1 induzierter Genex-
pression. Wir zeigen, wie komplexere Profile im Vergleich zu einfacheren
Profilen einen deutlich höheren Informationsgewinn erzeugen.

Im nächsten Teil dieser Arbeit entwickeln wir ein stochastisches Modell,
welches uns bei der Formulierung von Hypothesen über das Entschlüsseln
von chemischen Gradienten in zellulären Systemen hilft. In einer Kombina-
tion aus quantitativer Mikroskopie, microfluidics, stochastischen Modellen
und genetischen Modifikationen konnten wir einen molekularen Mecha-
nismus in Hefe entschlüsseln und generelle Prinzipien von Zell-Zell Kom-
munikationssystemen ableiten.

Abschliessend stellen wir unseren Beitrag zu einem wissenschaftlichen
Wettbewerb vor, bei dem Diagnostische Signaturen etabliert werden mussten.

xv





Part I

P R E L I M I N A R I E S





1
I N T R O D U C T I O N

Quantitative biology is a data-driven science. It aims to understand com-
plex molecular mechanisms that govern dynamic cellular behavior by com-
bining quantitative experimental techniques, mathematical modeling, sta-
tistical analysis and computational tools.

Over the last decades, the development of effective experimental meth-
ods reached a precision where ever more measurements become available
at a single cell level. Unlike more traditional approaches that worked on
the average of a whole population of cells, the advent of high-throughput
single cell techniques allows to monitor the individual behavior of cells,
and how their states or responses to stimuli might differ. Awareness of cell
heterogeneity [7, 140] is becoming increasingly important to understand
regulatory mechanisms on the cell population level or in developmental
biology, in the diagnosis and treatment of diseases, such as autoimmune
diseases or cancer [43, 203], or in investigating the development of drug re-
sistance [57]. An increase in cell-to-cell variability, was also associated with
aging, as a consequence of cellular degeneration and DNA damage [16].

The origin of cell heterogeneity can have various causes [181, 140, 209],
but even for genetically identical cells, stochastic processes such as gene
expression lead to fluctuations, or noise (e.g. in protein levels) between
multiple cells. Gene expression noise in particular could be caused by tran-
scription bursts in mRNA production, the ratio of protein lifetimes to the
intervals between protein production bursts, or the propagation of fluctua-
tions due to the stochastic expression of transcription factors and other up-
stream components themselves [59]. On a cell population level stochastic
heterogeneity can increase robustness [174] and act beneficial for the pop-
ulation survival in response to stress (e.g upon osmotic stress [176]), the
commitment to irreversible differentiation processes (e.g. in TRAIL induced
apoptosis [211]), or by phenotypic switching in unpredictable fluctuating
environments (e.g. like Escherichia coli upon antibiotic treatment [17], or as
investigated using a S. cerevisiae model system [4]), to name but a few.

Various experimental techniques are available that can capture data on
a single cell level. Population snapshot methods typically allow for a high
throughput, but can not capture temporal dynamics within single cells, as
any correlation between individual cells is necessarily lost. These methods
include flow- [258] or mass-cytometry [19, 21] – in contrast to fluorescent
probes used in flow-cytometry, mass-cytometry uses isotope antibody la-
bels to overcome limitations due to fluorescence spectra overlaps – but
also techniques such as Fluorescence In Situ Hybridization (FISH) [165]
that allow to detect and localize specific copies of DNA or RNA within
fixed cells. Recently, a whole new set of technologies, such as single cell

3
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RNA-seq or ChIP-seq, emerged, which are built around Next Generation
Sequencing (NGS) tools [202]. They allow to sequence DNA-based or DNA-
convertible readouts and enable unprecedented analysis of genetic, epige-
netic, transcriptional or proteomic targets and their specific interactions.

Variants of time-lapse light microscopy, like epifluorescence microscopy,
confocal microscopy, or Fluorescence Correlation Spectroscopy (FCS) on
the other hand, are especially well suited to follow the temporal and spa-
tial dynamics of molecular processes within individual live cells over time.
Plenty of different imaging and labeling strategies are available, and allow
to tailor a solution to the respective needs. Currently available methods
and their applications are discussed in more detail in Section 2.2.

Microscopy is particularly suited to study temporal dynamics as it al-
lows for an easy combination of data acquisition and alteration of cellular
states using light [133, 252, 20, 227, 220, 127, 157], or through manipulat-
ing extracellular environments using microfluidic techniques [96, 224, 232,
231, 91, 90, 259].

Photochemical approaches became widely available with the advent of
synthetic biology and offer unprecedented spatial and temporal resolution
of perturbing cellular processes in live cells. Tools for photo-controlling
processes such as protein function, transcription, degradation, or translo-
cation, enzymatic activity or chromatin modification can be adapted and
used in a variety of systems. A conformational change of the photoactuator-
fused protein can then be induced by shining light of a particular wave-
length to directly alter protein activity, to control protein-protein interac-
tions, or to release an agonist or antagonist of a particular protein. Natural
light-sensitive proteins, in particular flavoproteins like the Light-, Oxygen-
or Voltage-sensing (LOV) proteins, Blue-Utilizing Flavin (BLUF), and the
plant light-sensitive cryptochrome (CRY2), or other photoreceptors such
as plant phytochromes (PHYs) have been re-engineered to be used as pho-
toactuators. Other approaches use a hybrid between genetic modifications
of proteins and exogenous photoactive synthetic molecules. [73]

The development of microfluidics, a technology of manipulating fluids
on a micro-liter scale, had a significant impact on many fields related to
diagnostics or biomedical research. Microfluidic devices, often referred
to as Miniaturized Total Analysis Systems (µTAS) or Lab-on-a-Chip (LoC)
technologies are often built using lithography technologies that were first
developed by the semiconductor industry, and later sucessfully applied
to Microelectromechanical Systems (MEMS). Especially the use of Poly-
dimethylsiloxane (PDMS) in combination with soft lithography, which al-
lowed a relatively easy, flexible and cheap production of microfluidic chips,
led to the success and wide acclaim of microfluidics. Due to its optical
properties, its gas permeability, and elasticity – which enables the possi-
bility of manufacturing valves on a chip – PDMS microfluidics caused a
downright revolution of possible chip designs and assays. [191] A more
detailed description of microfluidics, current applications and downsides
are discussed in Section 2.1.
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As ever more experimental techniques with unprecedented accuracy
and throughput become available, scientists can start addressing increas-
ingly complex questions, and aim to understand complex biological net-
works involving many components on a quantitative level. Therefore, pro-
cessing and interpretation of generated data with the aim of understand-
ing complex dynamic behavior needs to be aided by mathematical model-
ing and statistical analysis. Combining experimental techniques and com-
putational methods is fundamental to answer questions at the core of sys-
tems biology, as it aims to understand [116]:

• The structure of intracellular (e.g. signaling networks, metabolic net-
works, gene expression mechanisms, and their interactions) and mul-
ticellular systems (e.g. in developmental biology or the reaction of
cell populations).

• The systems dynamics, and how cells behave over time in various
conditions.

• The control and modulation of systems to influence a cellular state
and potentially prevent or reverse diseases.

• The design and modification of systems for specific tasks, guided by
design principles and simulations.

Building predictive models is essential to all of the above listed points.
Many models of intracellular processes neglect the spatial location of mole-
cules in a cellular compartment, and assume a small well-stirred reservoir
to describe the dynamical process of interest using a set of biochemical re-
actions. Modeling approaches then differ fundamentally in what chemical
kinetics formalism is used to describe the reaction networks.

More traditional approaches have been centered around classical chemical
kinetics and use a deterministic approach, described by a set of Ordinary
Differential Equations (ODEs). These approaches can be good approxima-
tions in cases where reactants are available in high abundance. Reactants
are typically measured in concentrations, and on a continuous scale. Given
a fully parameterized model and the starting conditions, the model behav-
ior is completely predetermined. Efficient computational tools are avail-
able to numerically integrate even large reaction networks, and to fit mod-
els to experimental data using various optimization techniques, includ-
ing local methods, such as least-squares fitting and gradient-based meth-
ods, or global methods, such as simulated annealing or evolutionary al-
gorithms [158, 13]. However, deterministic approaches fail to capture the
inherent heterogeneity and intrinsic stochasticity that many biological sys-
tems exhibit [246].

Analysis of data generated with modern single cell experimental tech-
niques thus requires a comprehensive modeling framework based on prob-
ability theory, to fully cover the dynamics and variability of the under-
lying biological processes. Particularly processes where reactants of low
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copy numbers are involved (e.g. gene expression mechanisms; see Sec-
tion 2.3), require the application of stochastic chemical kinetics, where reac-
tions happen at random when a specific combination of discrete reactants
interacts with each other [194, 246]. Modeling approaches using stochas-
tic processes, such as Continuous Time Markov Chains (CTMCs) [78, 10]
provide a suitable solution. The state of a CTMC reflects the numbers of
molecules of individual reaction-components available, and changes as a
reaction happens, with the probability of a reaction to happen depend-
ing only on the current state. The probabilities that the system is in any
possible state as a function of time are described by the Chemical Master
Equation (CME), but analysis through the CME turns out to be infeasible
for any but the simplest models. Another way of analyzing a CTMC model
is to investigate simulated trajectories, much like they would be the result
of an experiment. Exact realizations of trajectories, or sample paths over
a specified time frame, starting from a given initial state, can be drawn
using the Stochastic Simulation Algorithm (SSA) [77]. Probabilistic proper-
ties of the underlying process can then be computed using Monte Carlo
methods, with the accuracy increased as the number of sample paths used
becomes larger. In practice however, computing a reasonable number of
sample paths can be computationally infeasible, and approximations or
alternative approaches become essential.

Approximate methods of simulating sample paths include ⌧-leaping
methods [81, 82, 183, 225, 36], which use a simulation time step that is
long enough to cover multiple reactions, and assume that changes within
a single time step are negligible. Other approaches, such as the Linear
Noise Approximation (LNA) [60, 95] or the Chemical Langevin Equation
(CLE) [79, 80] aim at approximating the Markov process by a diffusion
process, described by a set of Stochastic Differential Equations (SDEs). The
Finite State Projection (FSP) offers a method to directly solve or approxi-
mate the CME by truncating the possible state space [159].

To extract mathematical models and their properties from experimental
data, inverse problems – the reverse-engineering, or inference of network
topologies, model parameters or molecular states of an underlying system
– have to be solved.

The inference of mechanistic stochastic model topologies [254, 170, 137]
is still largely limited by the scope and precision of quantitative measure-
ment techniques. The estimation of kinetic model parameters, and the
reconstruction of molecular states, however, has already been an active
topic of research [84, 94, 258, 259, 137]. Contrary to deterministic mod-
els, no direct distance function is available, and the numerical analysis of
the likelihood function is again computationally demanding [246]. Various
inference approaches are based on Monte Carlo methods [259], or approx-
imations of the exact stochastic model [190].

Even though unprecedented experimental and computational methods
are available, individual experiments are still often designed for direct
interpretation, or limited by constraints on machine or personnel time,
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financial resources, or ethics, with the resulting data serving only as a
compromise for learning computational models. Optimal design princi-
ples [39] can be employed to chose the most informative of possible ex-
perimental parameters, such as measurement time points or inducer con-
centrations, to address specific problems such as reducing estimation un-
certainties or non-identifiabilities [136, 137]. Experimental design strate-
gies are often centered around information criteria, such as the Fisher in-
formation, and have been applied to problems such as the inference of
model parameters [18] or network topologies [215, 12, 33, 208]. Increas-
ingly, Optimal Experimental Design (OED) strategies are developed for
stochastic chemical kinetics [120, 256, 189]. Combination of novel exper-
imental techniques with tools of perturbing cellular states, such as mi-
crofluidics, are well suited for the design of optimal temporal perturbation
sequences, or Optimal Input Design (OID), to maximally excite a molecular
pathway under study [151, 162, 256].

The development of novel experimental techniques, as well as the in-
creased availability of computational resources triggered the rise of sys-
tems biology. Biology turned more into a quantitative science, and inter-
actions with other disciplines, such as mathematics, statistics and physics
were strengthened. Significant advances in the reconstruction of cellular
interaction networks, or in learning predictive models were made. Funda-
mental questions about the validity of these approaches, and the result-
ing models, however, remained open. Initiatives, such as the Dialogue for
Reverse Engineering Assessments and Methods (DREAM)1 [217, 218, 178,
179, 145] have been established with the aim of a fair comparison of the
strengths and weaknesses of methods, the assessment of how well respec-
tive models describe underlying biological systems, and to strengthen col-
laboration among scientists. Systems Biology Verification combined with
Industrial Methodology for Process Verification (sbv IMPROVER)2 [154, 155,
223], a follow up initiative, aims to apply a related approach using crowd
sourcing to benchmark scientific methods in an industrial context.

1.1 aim of the thesis

This thesis aims at realizing the inherent potential of mathematical meth-
ods to gain unprecedented insights into biological processes, by develop-
ing and aligning computational and experimental methods for the opti-
mized investigation of single cell dynamics.

This includes the development of computational methods to design per-
turbation sequences to generate experimental data, optimized for specific
modeling tasks, such as the reverse-engineering of kinetic parameters,
molecular states or network topologies, the stochastic modeling of cellular
processes, the development of fluorescence microscopy assays, including

1 http://www.the-dream-project.org
2 http://www.sbvimprover.com
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the optimization of fluorescent reporter constructs, and the design and
fabrication of novel microfluidic devices.

1.2 summary and contributions

This thesis is split into five parts. In the remaining Chapter 2 of the intro-
ductory Part i, I introduce mainly experimental concepts that are essential
to the subsequent parts. I will give primers on various topics, list current
advances and open questions, and discuss contributions to the respective
fields that are not, or only partly reflected in the remaining manuscripts.
These primers focus on microfluidics, and especially the subclass of PDMS
devices, concepts of fluorescence microscopy and biological systems to
study gene expression networks, which were used as model systems in
the following parts.

Parts ii - iv are thematically cohesive blocks, and reproduce manuscripts
which contain significant contributions of this thesis.

The major part of this thesis is collected in Part ii. I start with Chap-
ter 3, where I introduce the concept of Pulse Width Modulation (PWM) of
liquid flows to synthesize temporal perturbation profiles of media concen-
tration during live cell microscopy experiments. PWM is a well established
concept in electrical engineering, that allows to bring many of the advan-
tages of digital electronics, such as its robustness to noise (e.g. pressure
fluctuations), to manipulating liquids at the micro- or milliliter scale. The
function of the device is demonstrated using the HOG pathway by main-
taining the Mitogen-Activated Protein Kinase (MAPK) Hog1 activation in
budding yeast cells by ramping of extracellular Natriumchlorid (NaCl) con-
centration.

Chapters 4 and 5 focus on the design of optimal input stimuli (i.e. tem-
poral perturbation sequences) for the identification of stochastic reaction
dynamics. In the Chapter 4, we propose a framework to generate con-
strained sequences, and compute expected information theoretic measures,
such as the Kullback-Leibler (KL) divergence to assess the predicted capa-
bility of these sequences to excite a molecular pathway under study. We
analytically proof the optimal input sequence for a simple Birth/Death
model, given complete observations, and provide simulation studies for
cases where only noisy and incomplete measurements are available. In
Chapter 5, the design of optimal sequences is extended as a variational
problem, which we aim to solve with a numerical approach, using a gra-
dient based algorithm based on stochastic approximation. Simulation case
studies demonstrate that the generalized posterior variance of estimated
model parameters could be reduced by orders of magnitude.

Chapter 6 discusses a Bayesian inference framework, Dynamic Prior
Propagation (DPP), that incorporates population heterogeneity. The frame-
work allows the inference of kinetic model parameters, the reconstruc-
tion of inaccessible molecular states, the computation of Bayes factors for
model selection tasks, and the dissection of noise into intrinsic, extrinsic
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and technical contributions, using time-lapse, single cell measurements.
We applied the inference scheme to an artificially controlled gene expres-
sion system in the yeast Saccharomyces cerevisiae. Using a combination of
fluorescence time-lapse microscopy, and a microfluidic flow chamber, we
recorded data of transcription factor relocation, and resulting expression
reporter intensity. In order to follow the transcription of reporter mRNA
closer, we increased the degradation of the reporter constructs by adding
a destabilizing sequence. We developed a novel approach of mapping fluo-
rescence intensities to total protein abundances, using a calibration curve,
fit to measurements taken from reference strains.

In Chapter 7, I aim to combine the optimal design of input perturba-
tions with the DPP inference framework to study the gene expression net-
work, controlled by the HOG pathway in the yeast S. cerevisiae. I designed
a novel microfluidic chip that combines the PWM approach of synthesiz-
ing temporal profiles of chemical concentrations with single cell traps.
This multi-layer, valve-on-chip design significantly reduces the volume of
media consumed during a specific time-frame, and in combination with
the single cell traps, allows for an increased experiment duration, and
enhanced imaging quality. I show how the reduction of parameter uncer-
tainties for iterative inference cycles depends on the specific datasets used.

In Part iii, we applied methods for single cell analysis and developed a
stochastic computational model to investigate cell-cell communication and
understand its underlying mechanisms. Cell-cell communication, in pro-
cesses such as neutrophil chemotaxis, or chemotrophic growth in neurons
or yeast, requires cells to sense and decode shallow chemical gradients. We
chose to investigate the pheromone response of budding yeast as a model
system, as the network structure is highly conserved across single and
multicellular eukaryotes. Combining fluorescence single cell microscopy,
a microfluidic platform to generate gradients of ↵-factor, and chemical or
genetic perturbations, we could observe the dynamics of how the polarity
sites of yeast cells orient towards the direction of the extracellular gradient.
The observations were collected in a stochastic model to identify essential
components of a generalizable regulatory network that governs polarity
establishment and the sensing of directional cues. We found that a spatial,
double positive feedback loop between the polarity module and the gra-
dient receptor is sufficient to reliably decode the gradient information. A
fast acting feedback loop establishes cell polarity in an initially random
direction, while the second, slower loop aims at orienting and stabiliz-
ing the polarity site towards the gradient source. A tight control of the
feedback system, and partial activation of the polarity module through
expression-mediated sequestration of the polarity activator turned out to
be essential to establish a mobile polarity site. Through sequential assem-
bly and disassembly cycles, the polarity site takes repeated decisions in
which directions to move. As these decisions are more likely to happen
towards the stronger gradient side, the position of the polarity site will
slowly converge towards the gradient’s maximum.
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I discuss our contributions to scientific crowd-sourcing challenges in
Part iv. These challenges are part of an ongoing effort to assess and bench-
mark computational methods for the reverse-engineering of biological pro-
cesses in systems biology. Our approach to the sbv IMPROVER Diagnos-
tic Signature Challenge, where we were ranked as the 3

rd best perform-
ing team, out of more than 50 submissions, is described in Chapter 9.
We developed an approach, based on L

1

-regularized logistic regression
to classify unlabeled clinical samples based on transcriptomics data, and
establish diagnostic signatures in the disease areas of Psoriasis, Multiple
Sclerosis (MS), Chronic Obstructive Pulmonary Disease (COPD), and Lung
Cancer (LC). After the challenge was closed, we analyzed similarities and
differences in top-scoring approaches, investigated wisdom of the crowd ef-
fects and discussed persistent difficulties. These findings can be found in a
manuscript [223], not reproduced in this thesis. For the Heritage Provider
Network (HPN) DREAM breast cancer inference challenge3, we were in-
volved in the organization, development and formulation, and led the de-
velopment of the in silico part of the challenge. A manuscript describing
the overall challenge and its outcome in great detail is currently in prepa-
ration, but is not reproduced in this thesis.

Finally, I draw conclusions in Part v. I discuss how current limitations
could be addressed, and which directions future work should take. Fur-
ther, I highlight possible applications of the methods developed within
the frame of the thesis.

1.3 related publications

Related to Part II

• M. Unger, S. S. Lee, M. Peter, and H. Koeppl, Pulse width modulation of
liquid flows: towards dynamic control of cell microenvironments, in 15th In-
ternational Conference on Miniaturized Systems for Chemistry and
Life Sciences, 2011, pp. 1567-9.

• P. Nandy, M. Unger, C. Zechner, and H. Koeppl, Optimal perturba-
tions for the identification of stochastic reaction dynamics, in 16th IFAC
Symposium on System Identification, 2012, pp. 686-91.

• C. Zechner, P. Nandy, M. Unger, and H. Koeppl, Optimal variational
perturbations for the inference of stochastic reaction dynamics, in 51st IEEE
Conference on Decision and Control, 2012, pp. 5336-41.

• C. Zechner, M. Unger, S. Pelet, M. Peter, and H. Koeppl, Scalable in-
ference of heterogeneous reaction kinetics from pooled single-cell recordings,
Nature Methods, vol. 11, no. 2, pp. 197-202, doi. 10.1038/nmeth.2794,
Jan. 2014.

3 https://www.synapse.org/#!Synapse:syn1720047/wiki/
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2.1 microfluidics

Microfluidics, as a broad term, describes an entire field that recently emerg-
ed and deals with the engineered handling and manipulation of liquids
using devices with channels on the micrometer scale [212]. The applica-
tion of microfluidic devices had a significant impact on many fields, such
as biomedical research, drug development or diagnostics [244, 191].

µTAS approaches for diagnostics have been especially valuable in de-
veloping countries, where only very limited resources are available for
the processing of clinical samples [251, 143]. A microfluidic Point-Of-Care
(POC) approach of an Enzyme Linked Immunosorbent Assay (ELISA), for
example, has been implemented and successfully applied to diagnose HIV
and syphilis in patients in Rwanda [42]. The test performance was compa-
rable to reference benchtop assays, but came at a significant lower cost,
while having reduced complexity in its application and interpretation.
Other approaches aim at reducing cost and complexity of diagnostic µTAS
devices by making use of materials such as paper or wax [147].

A new sub-class of microfluidics, so called organ-on-a-chip devices, aim
to replicate in vivo organ function on a µTAS device. Such devices could
have significant impact on the pharmaceutical industry by enabling the
testing of compounds or drugs before, or even instead of animal trials.
Recent developments of organ-on-a-chip devices include lung [103], blood-
vessels [228] or cancer models [261, 22].

Applications in biomedical research span a wide range of different func-
tions, including numerous designs to study cell dynamics. Approaches
are often centered around switching between different input flows [96,
91, 231], establishing gradient profiles [132], or the capturing of single
cells [46].

2.1.1 PDMS Microfluidics

Microfluidics emerged as an indispensable part in numerous biomedical
research laboratories. This was largely due to the adoption of Polydimethyl-
siloxane (PDMS) as a material that allowed a relatively easy and cost ef-
fective method for designing and manufacturing of custom microfluidic
devices.

PDMS is a soft polymer material that combines several advantageous
properties for the use in microfluidics [243, 168]. These include:

13
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• Optical properties allow to use chips for microscopy experiments, as
it is transparent over a wide spectrum from visible to near ultraviolet
light.

• Low cost of essential equipment, and the easy design, fabrication
and setup of experiments with custom chips.

• Low toxicity, the surface chemistry and it’s gas permeability make it
suitable for cell culture applications.

• Reversible and irreversible bonding of PDMS to materials such as
glass or PDMS itself.

• The elasticity of PDMS allows for easy manufacturing using replica-
molding, and the implementation of elements such as on-chip valves
[233].

On the other hand, there are also some downsides in PDMS based microflu-
idics, including the release of uncrosslinked oligomers [184] or the difficul-
ties to scale up the production of chips. One of the most critical ones for
the use in biomedical research, however, remains the following:

• PDMS has been shown to absorb small hydrophobic molecules, which
can significantly change the solution concentration [226, 184]. An
effect on the experimental outcome can be especially critical when
studying cellular dynamics. No generally applicable solution to this
has been identified so far.

The fabrication of PDMS based microfluidic devices is commonly done
by replica molding. The drawing of a new design is typically printed on
transparent film or glass, which is then used as a mask for photolitho-
graphy. The required printing resolution depends on the size and the de-
sired precision of the smallest structures in the drawing. For each layer,
photoresist is applied onto a silicon wafer, shined with UV light through
the photomask to polymerize exposed regions, developed and washed.
The resulting wafer with the remaining photoresist structures serves as a
mold for casting PDMS. The mixed polymer PDMS is poured over the mas-
ter mold, baked and peeled of. Holes for reservoirs or tubing connections
are punched. To close the channel structures, the surface of the PDMS lay-
ers can be oxidized using a plasma or UV lamp and irreversibly fused to
glass or another PDMS layer [168].

Detailed protocols of manufacturing the wafer moldes, as well as for
the PDMS chip fabrication, for the example of the microfluidic device intro-
duced in Chapter 6, can be found in the Appendix Chapter A.

2.2 microscopy

Variants of light microscopy have proven to be an indispensable tool for
studying cell dynamics, since they allow to follow cellular processes in
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individual cells over time. While cell snapshot techniques, like FISH or var-
ious immunostaining approaches, where fixed cells are imaged, can give
information about the molecular variability within a cell population, time-
lapse live cell microscopy variants have the additional benefit of capturing
temporal correlations within single cells.

2.2.1 Concepts of Live Cell Microscopy

The selection of a suitable microscopy technique [139, 216] has to be care-
fully matched to the individual requirements of imaging a specific cellular
process and cell type. One needs to consider the brightness of the signal
and the required detection sensitivity, the spatial and temporal resolution
and experiment duration needed to properly capture the process dynam-
ics, the shape and viability of cells, or the number of different wavelengths
that have to be sampled. Typically no individual microscopy technique
will fulfill all criteria of a specific experiment the best, and compromises
have to be made. In the following I will briefly discuss some of the essen-
tial microscopy concepts to study cellular dynamics in live cells.

2.2.1.1 Fluorescence Microscopy

The major innovation that revolutionized fluorescence microscopy [135],
and with it research in cell biology in general, was the introduction of
the Green Fluorescent Protein (GFP) [38, 229]. GFP is a protein isolated
from the jellyfish Aequoria victoria, that can be integrated and expressed in
genetically modifiable organisms and fused to other proteins of interest to
visualize their abundance and position [238]. A wide variety of Fluorescent
Proteins (FPs) [201] with different characteristics are currently available
and allow the imaging of multiple targets simultaneously.

Fluorophores, molecules with fluorescent properties like FPs in general,
can be excited with a specific wavelength, and emit light of a slightly
shifted wavelength. The difference between these two, called the Stokes
shift, allows to filter out the excitation light, such that only light emitted
from the fluorophores is detected.

Fluorescence microscopy is often complimented with traditional bright-
field, or Differential Interference Contrast (DIC) images to capture impor-
tant information about the cell location, shape and vitality.

2.2.1.2 Variants of Fluorescence Microscopy

Numerous variants of microscopy that make use of specific properties
of fluorescent probes emerged. Such methods are particularly useful for
studying the dynamics of cellular processes, such as the movement and
interaction of targets [139, 216].

Fluorescence Recovery After Photobleaching (FRAP) or Fluorescence Loss
In Photobleaching (FLIP) are techniques that use the precise control over
the region of illumination that confocal microscopy offers to specifically
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photobleach a defined region within a cell. Both methods are used to
study the mobility of FP-tagged proteins. In FRAP experiments, fluores-
cent molecules are irreversibly photobleached using a laser beam. The
subsequent recovery of fluorescence signal through the diffusion of non-
bleached FPs into the photobleached area is recorded and gives a mea-
sure of the mobile fraction of FPs and the diffusion constant. Instead of
observing fluorescence recovery, FLIP monitors the loss of fluorescence in
a defined area that is actively bleached, while also recording images of
the whole cell. By observing the loss of fluorescence intensity in both
areas, FLIP can thus give information about connected regions within a
cell. [242, 139]

Two methods that allow to measure protein-protein interactions using
fluorescence microscopy are Fluorescence Resonance Energy Transfer (FRET)
and Fluorescence Correlation Spectroscopy (FCS).

In FRET microscopy, the proximity of two proteins, can be visualized by
tagging the involved proteins with spectrally overlapping fluorophores, a
FRET pair, such as a Cyan Fluorescent Protein (CFP) and a Yellow Fluores-
cent Protein (YFP). If a donor label of the first protein, e.g. CFP, is excited,
the energy absorbed will be transfered to, and thus excite, an acceptor label,
e.g. YFP, of the second protein in very close proximity. Since the efficiency
of the energy transfer decays with the sixth power of the distance between
the pair, FRET is an ideal tool to study protein interactions. [139, 109]

Since confocal microscopy and two-photon excitation allow to focus on
very small sampling volumes, the popularity of FCS improved steadily. FCS
allows to measure the fluctuations of fluorophores moving in and out of
the sampling volume, and thus gives a measure of the average number of
molecules within the volume, as well as the diffusion speed. By correlating
multiple species, FCS allows to study protein-protein interactions. [62]

2.2.1.3 Fluorescent Labeling Strategies

Not only the developments in microscopy technologies, but also advances
of fluorescent probes and labeling strategies [49] are essential components
for extending the possibilities of imaging dynamic processes in single cells.

N or C-terminal tagging of proteins with FPs in the yeast is typically
done by chromosomal integration of a Polymerase Chain Reaction (PCR)
amplified cassette with overlapping homologous sequences [198, 15, 117],
and toolboxes containing various vectors and optimized proteins exist [108,
131]. A wide variety of FPs with different excitation and emission spectra,
size and structure are available [167], and allow to label and monitor a few
proteins, in practice typically around 3-4, at the same time. To monitor
transient events, like transcription events, closer, efforts have been made
to reduce the half-lives of FPs, using the N-end rule protein degradation
pathway [85, 236, 237, 102]. Figure 1 shows a comparison of time series
recordings between a stable Venus FP, and a destabilized version.

Other approaches of imaging transcription events aim at visualizing
RNA directly. Therefore, a RNA binding protein from bacteriophage, like
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Figure 1: Time series comparison of a stable (Ubi-I-beta) and a destabilized (Ubi-
Y-beta) version of a Venus FP under the control of a GAL promoter in
the yeast S. cerevisiae. Cells were induced with 100 nM �-Estradiol for
60min before blocking translation using Cyclohexamide and measured
using flow cytometry.

MS2 or PP7, that recognizes specific RNA motifs, can be fused to a FP
and the specific RNA motif can be genetically incorporated to the 3’ or
5’ UTR of the RNA. The RNA stem-loop motifs can be integrated repeat-
edly to achieve single-transcript resolution by trapping multiple FP-fused
proteins. [23, 128, 129] Such systems have been applied to study the tran-
scription dynamics in yeast [129] and mammalian systems [127].

Recently, novel reporters have been developed that can translate kinase
activity into nuclear/cytoplasmic relocation events, using a phosphoregu-
lated Nuclear Localization Signal (NLS) and Nuclear Export Signal (NES) [185].

Instead of fluorescent proteins, synthetic fluorophores, such as fluores-
cent dyes, can be used to label target proteins. Such labeling approaches
often rely on tag-mediated systems, like the SNAP [113], CLIP [74], and
HELO tags [141]. [100, 49] Efforts have been made to overcome the limited
accessibility of exogenously supplied dyes to yeast cells [150, 213].
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2.3 inducible gene expression systems

Gene expression mechanisms lend themselves well to study the variability
of molecular mechanisms, due to the low abundance of many components
involved, particularly the single copies of specific genes. Such systems
are particularly useful model systems for the reverse-engineering of net-
work structures or kinetic parameters from input-output data. Therefore,
inducible gene expression systems are of specific interest, as they allow,
for instance using microfluidic devices, to control the induction time and
dose. Using fluorescent reporters, resulting mRNA or proteins can be im-
aged and quantified. To study transcription initiation processes, a FP can
be put under control of a promoter that is driven by the Transcription
Factor (TF), activated by the respective inducer.

2.3.1 The GEV System

The GAL4DBD.ER.VP16 (GEV) [142, 149] system is built around the chimeric
TF GEV, a fusion of the GAL4 DNA-Binding Domain (GAL4DBD), with
the hormone-binding domain of the human Estrogen Receptor (ER) [142],
and the transcription-activating domain of the herpes simplex Virus Pro-
tein (VP) VP16 [192]. GEV can be expressed in the yeast S. cerevisiae, where
its inactive, cytoplasmic form associates with the Hsp90 chaperone com-
plex. By adding the hormone �-estradiol, Hsp90 disassociates from the
complex, active GEV translocates to the nucleus, and acts as a TF for genes
under a GAL1 promoter. The range of �-estradiol concentration for a grad-
ual increase of gene expression can be shifted by changing the amount of
GEV present in a cell. Figure 2 shows example dose response plots, ac-
quired by flow cytometry, for two endogenous promoters, expressing GEV
in different strengths. An application of the GEV system can be found in
Chapter 6.

2.3.2 The HOG Pathway

The High Osmolarity Glycerol (HOG) pathway [193] in the yeast S. cerevisiae
triggers essential cellular response and adaptation mechanisms upon high
external osmolarity. The core of the pathway is a MAPK cascade [40] with
two different branches that activate either Ssk2/Ssk2 (these proteins are
homologous and functionally redundant) or Ste11 and converge on the
MAPK kinase Pbs2, which is the specific activator that double phosphory-
lates Hog1. Upon activation, the MAPK Hog1 translocates to the nucleus,
where it drives transcriptional responses. These responses include the ex-
pression of proteins under control of promoters such as STL1 (activated
by TFs Hot1 and Sko1), CTT1 or ALD3 (TFs Msn2 and Msn4) or HSP12 (TFs
Msn2, Msn4, Hot1) [37]. Hog1 induced gene expression has been shown
to exhibit bimodal characteristics [176] (see also Figure 3) and is thus ide-
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Figure 2: Dose responses of �-estradiol induced expression of a Venus yellow flu-
orescent protein under a GAL promoter in the yeast S. cerevisiae, using
the GEV system. Changing the amount of the TF GEV present by placing
it under different endogenous promoters (e.g. pTEF or pCYC1), the in-
duction range of the system can be shifted. Cells were induced with the
respective concentration of �-estradiol for 60min before blocking trans-
lation using Cyclohexamide, incubated for 60min, and measured using
flow cytometry.

ally suited for analysis using stochastic models [258]. The HOG pathway is
used as a model system in Chapter 7.
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Figure 3: Dose response of Hog1 mediated gene expression of a quadruple Venus
fluorescent reporter, driven by a STL1 promoter in the yeast S. cerevisiae.
Cells were induced with the respective concentration of NaCl for 45min
before blocking translation using Cyclohexamide, incubated for 90min,
and measured using flow cytometry.
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abstract

Advanced methods for live cell analysis help to understand fundamental
processes within a cell. We propose a method to generate specific input
stimuli that are essentially needed to get insights to dynamic cellular be-
havior. By Pulse Width Modulation of liquid flows, we offer a fast and
reliable way to generate temporal profiles of media concentration that can
be combined with other microfluidic devices. Its functionality is demon-
strated in experiments of salt concentration ramping, which is of high
interest and biological relevance for maintaining activation of the MAPK
Hog1 in the HOG pathway.

keywords

Pulse Width Modulation, Concentration Ramping, Signaling Pathway

introduction

Pulse Width Modulation (PWM) is a well-established concept in electri-
cal engineering [101]. We make use of this concept and transform it to
a method for generating temporal profiles of media concentration within
cell microenvironments. This shows to be of vital importance, as recent
works [161, 176, 262] have reported the need of advanced input stimuli for
the understanding of intracellular dynamics of the HOG pathway in the
yeast, Saccharomyces Cerevisiae.

theory

A desired output value of electric voltage or current can be realized by
averaging over a time series of fast switches between the ON and OFF
states of a power supply. The switching ratio between these two states, and
thus the width of the individual pulses, defines the realized output value.
We now take the concept of PWM from electrical engineering and apply
it to the modulation of liquid flows on a microfluidic scale. This allows
a precise dilution of a desired medium concentration [6]. We extend the

1 BISON Group, Automatic Control Laboratory, D-ITET, ETH Zurich, Switzerland
2 Institute of Biochemistry, D-BIOL, ETH Zurich, Switzerland
3 Competence Center for Systems Physiology and Metabolic Diseases, Switzerland
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application of PWM to generate dynamic profiles of media concentration
over time. Examples of concentration ramping will be given at a later stage.
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Figure 4: (a) Schematic illustration of the Pulse Width Modulation (PWM) setup,
as used for perturbing cell microenvironments. The switching between
two different input flows is done by a computer controlled solenoid
valve. This is connected to the cell chamber by PTFE tubing, serving as
a diffusion channel to filter out individual PWM packages and create the
desired media concentration.
(b) (left) Specific concentrations C of media are generated in the cell
chamber by adapting the PWM duty cycle D (Eq. (1)), determining the
On/Off switching ratio between the two input concentrations CA and
CB. (right) Experimental validation of static dilution by fluorescence mi-
croscopy. The intensity of fluorescent FITC dye represents the specific
concentration of the medium in the cell chamber. The numbers within
the image give the ratio of TA/TB.

Consider an output stream, made up of switching between two input
streams of different concentrations CA and CB of a fluid with equal and
constant flow rates. As the input streams are selected mutually exclusive,
the output flow rate remains constant and equal to the input flows. Thus
we can define liquid packages of equal volume transported sequentially in
time T . The average amount of concentration C after diffusion (low-pass
filtering) within each depends on the fraction of the total package volume
consisting of media with concentration CA and CB. The ratio of the time
the input stream with concentration C

A

is active to the total package time
T = T

A

+ T
B

,

D =
TA

T
(1)

is referred to as duty cycle D. By determining D, and thus defining the
ratio of CA and CB within a package, a desired output concentration C can
be diluted:

C =
D · T ·CA + (1-D) · T ·CB

T
(2)

We can now extend this concept of media dilution further to dynamic
dilution. By computing a new value for the duty cycle D for each liquid
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package of time T , we can control the output concentration profile over
time:

C [t] = D [t] ·CA + (1-D [t]) ·CB (3)

If, for example, the duty cycle is steadily increased up to D = 1, the con-
centration ramps to the maximum output concentration CA.

experimental

A schematic illustration of the PWM setup is shown in Figure 4a. Hydro-
static pressure (0.25 psi) is evenly applied to reservoirs of different me-
dia (concentration CA and CB) to keep their flow rate equal and constant
over time. The switching between the two input media is performed by a
computer controlled 3-way solenoid valve. The valve’s outlet is connected
to the cell imaging chamber (µ-slide VI, ibidi) through PTFE tubing that
serves as a diffusion channel to filter out individual PWM packages and
create the desired media concentration. Fluorescence dye (FITC-Dextran
or Alexa 680-Dextran M.W. = 3000, Invitrogen) was diluted in medium
A to visualize output concentrations. Images of budding yeast cells were
acquired on a fully automated inverted epi-fluorescence microscope (Ti-
Eclipse, Nikon) in a temperature incubator set to 30

�C, using 60x oil objec-
tives and appropriate excitation and emission filters. For Hog1 relocation
experiments, the concentration of NaCl is steadily increased (0.05 - 0.4 M),
microscopic images are taken in multiple positions. For image analysis, in-
dividual cells were tracked using segmentation of the Hta2-CFP images to
identify their nuclei, while the cell area was obtained by segmentation of
the RFP image or defocused transmission image.
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Figure 5: Experimental validation of concentration ramping using fluorescence
microscopy. Fluorescent dye was diluted in input medium A to visualize
the output concentration. Thus, the average pixel intensity value of the
resulting images represents the medium concentration diluted by PWM.
Intensity values are normalized for comparison.
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results and discussion

At first, we assessed static dilution of desired medium concentrations, as
described in equation (2) with fluorescence microscopy. On the right part
of Figure 4b, images of static flows of three different output concentrations
of fluorescent FITC dye are presented, which are diluted as schematically
illustrated in the left part of Figure 4b. Due to an increased duty cycle D,
the average intensity in the microscopy images increases respectively. Next,
we applied our extended version of PWM (Eq. (3)) to generate temporal con-
centration profiles. Throughout the ramping phase, the duty cycle D is con-
stantly increased, leading to increased durations of the high-concentration
media pulses. We performed several runs at various ramping speeds and
confirmed that we can successfully ramp media concentrations using PWM
(Fig. 5). Finally, we applied the PWM method to modulate the Hog1 acti-
vation by steadily increasing salt concentration (during a time period of
30 min), and observed the accumulation of Hog1 at nuclei (Fig. 6) [176].
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Figure 6: Hog1 nuclear relocation upon increase of salt concentration (NaCl 0.05

- 0.4 M) over duration of 30 min. (left upper panel) Temporal profile of
NaCl concentration (left lower panel) Hog relocation (ratiometric average
intensity (Iavg, nucleus/Iavg cyto) of Hog1-YFP in single cell) (right panel)
Example images at given time points; green: Hog1-YFP, red: Alexa 680

proportional to NaCl concentration.

conclusion

We introduced the concept of PWM with a dynamic duty cycle over time
for liquid flows. Thus, presenting a robust and reliable way of generating
temporal concentration profiles like concentration ramping. As no custom
designed chips are required, it is a method easy to setup that can be inte-
grated in many existing microfluidic environments.



manuscript 1 : µtas , 2011 29

acknowledgements

This work was supported by an Interdisciplinary Pilot Project (IPP) within
the Swiss Initiative in Systems Biology (SystemsX.ch). The authors would
like to thank S. Pelet and H. Sharifian for donating the yeast strain.





4
M A N U S C R I P T 2

reference

P. Nandy, M. Unger, C. Zechner, and H. Koeppl, Optimal Perturbations for
the Identification of Stochastic Reaction Dynamics, in 16th IFAC Symposium
on System Identification, 2012, pp. 686-91.

author contributions

PN, MU, CZ and HK participated in designing the project. PN and MU
implemented the methods and performed simulations. PN, MU, CZ and
HK wrote the paper.

31





manuscript 2 : sysid, 2012 33

O P T I M A L P E RT U R B AT I O N S F O R T H E
I D E N T I F I C AT I O N O F S T O C H A S T I C R E A C T I O N

D Y N A M I C S

P. Nandy1, M. Unger1 C. Zechner1, and H. Koeppl1

abstract

Identification of stochastic reaction dynamics inside the cell is hampered
by the low-dimensional readouts available with today’s measurement tech-
nologies. Moreover, such processes are poorly excited by standard ex-
perimental protocols, making identification even more ill-posed. Recent
technological advances provide means to design and apply complex extra-
cellular stimuli. Based on an information-theoretic setting we present novel
Monte Carlo sampling techniques to determine optimal temporal excita-
tion profiles for such stochastic processes. We give a new result for the
controlled birth-death process and provide a proof of principle by consid-
ering a simple model of regulated gene expression.

keywords

Optimal Experiment Design, Excitation, Identifiability, Parameter Estima-
tion, Identification Algorithms

Introduction

Advances in experimental techniques of molecular biology enable new
ways to manipulate and control cells. Such methods are leverages of the
emerging field of synthetic biology – the forward engineering of molecular
biology from small standardized parts. For instance, with the introduction
of the light-inducible promoter based on the LOV protein-domain [47], a
particular gene regulatory program can conveniently be switched on by
exposing cells to light of a specific spectrum (see [252, 206]). Other efforts
involve the rewiring of signal cascades to induce gene expression by new
or alternative extra-cellular stimuli [87]. In this light, the control of single
cell dynamics comes within reach [157, 230]. In turn, these techniques also
provide new ways to excite intra-cellular biochemical networks in a possi-
bly persistent sense. The networks’ precise wiring is still to a large extent
unkown and their reverse-engineering is hampered by non-identifiability
issues that partially are due to the lack of persistent excitation. This paper
is dedicated to that issue. In particular, we address optimal experiment
design for stochastic chemical kinetics.

1 Automatic Control Laboratory, ETH Zurich, Physikstrasse 3, 8092 Zurich, Switzerland (e-
mail: koeppl@ethz.ch)
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Experiment design has a long-standing tradition in chemical process en-
gineering to optimize the chemistry within batch-reactors [70]. Recently,
several authors have started to address the problem of input stimuli de-
sign or optimal experimental design for intra-cellular dynamics. For in-
stance, [18] gave a remarkable proof-of-principle what is possible with
well-designed input stimuli in the setting of parameter estimation. They
were able to reduce the variance of their estimates 60-fold. Single-molecule
counting techniques, such as Fluorescence In Situ Hybridization (FISH) [64],
together with the mentioned methods to directly control the promoter ac-
tivity by an exogenous input (e.g. light) provides a well-defined setup
to resolve stochastic transcriptional dynamics and gene-regulatory mech-
anisms in general. To the best of the authors knowledge no prior work in
this field exists.

Classically, the theory of experimental design is centered around the
Fisher Information Matrix (FIM), that can roughly be thought of as the
sensitivity of the likelihood (or cost) function with respect to the model
parameters [63]. A low sensitivity means that the corresponding parame-
ter is weakly determined by the experimental data that entered the likeli-
hood function. This generally translates into high variances if one wants
to estimate this parameter from data. The covariance of any unbiased es-
timator is bounded from below by the inverse of the FIM. This classical
approach has been applied in systems biology research (see [123]), how-
ever it has certain limitations. An important one with respect to systems
biology is that the framework assumes model matching in the sense that
the FIM needs to be evaluated at the true parameter value. The novel ro-
bust design approach of [66] addresses part of the problem by accounting
for the large uncertainty in estimates of kinetic constants. Another, more
subtle drawback is that it is a local approach and is based on second order
statistics. Indeed, the FIM appears in the second term of a Taylor series ex-
pansion of the Kullback-Leibler (KL) divergence between two conditional
densities (or likelihoods) evaluated at two close parameter sets [125]. Infor-
mation theoretic approaches based directly on the KL divergence [138, 215]
are more general. The divergence provides a measure of likelihood “tight-
ness” that does not rely on order statistics. However, such approaches are
often computationally demanding. In particular, one may need to apply
Markov Chain Monte Carlo (MCMC) techniques to sample the respective
densities [121], if one wants to refrain from approximations. A Bayesian
counterpart to the frequentist FIM approach is also proposed [39]. Here we
outline an information-theoretic approach dedicated to the identification
of stochastic kinetics where the state is described by a Continuous Time
Markov Chain (CTMC).

The remaining part of the work is organized as follows. Section Optimal
input based on complete observations starts with introducing basic properties
of a CTMC that are used throughout the work before the chosen experiment
design framework is discussed and the result for full-path observations is
presented. In Section Optimal input sequence for the birth-death process, we
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present a proof that an optimal input sequence for a Birth/Death model
can be found within the assumption of complete observations. Section The
Case of Noisy and Incomplete Measurements generalizes the setting to the re-
alistic scenario of having sub-sampled and noisy observations. Simulation
studies, that should serve as a proof-of-principle, are discussed in Section
Simulation Results for small stochastic models. We finally draw conclusion
in Section Discussion.

Optimal input based on complete observations

We are in the setting of noise-free observations of full sample paths from
a CTMC X in the time interval [0, T ]. Let X(t) = (X

1

(t), . . . ,X
n

(t)) 0 be
the vector whose i-th element represents the number of type i species
in the system at time t. Since the state-space of X is Zn

+, a sample path
of X is determined by its jump times and the types of jumps at those
times. We consider a n-species reaction system which consists of ⌫ reac-
tion channels with rates c

1

, c
2

, . . . , c
⌫

and corresponding reaction hazards
h
1

(z, c
1

), . . . ,h
⌫

(z, c
⌫

) where z 2 Zn

+. We define c = (c
1

, c
2

, . . . , c
⌫

) 0 and
the combined hazard h(z, c) =

P
⌫

j=1

h
j

(z, c
j

).
Let ⌧

1

, ⌧
2

, . . . be the jump times of the Markov chain X, that is assuming
⌧
0

= 0, we define inductively

⌧
k

= inf{s > ⌧
k-1

| X(s) 6= X(⌧
k-1

)}.

Note that a jump can happen at ⌧
k

if and only if a reaction occurs at that
time and

⌧
k

- ⌧
k-1

| (X(⌧
k-1

) = x
k-1

) ⇠ Exp(h(x
k-1

, c)).

If �
k

denotes the reaction at ⌧
k

, then

P(�
k

= j | X(⌧
k-1

) = x
k-1

) =
h
j

(x
k-1

, c
j

)

h(x
k-1

, c)

and �
k

and ⌧
k

are conditionally independent given X(⌧
k-1

).
Let x be a realization of the Markov chain X in the time interval [0, T ]. It

can be fully characterized by the number of reactions which occurred in
the time interval [0, T ] (we denote the number by M) and time and type
of each reaction event, (⌧̃

i

, �̃
i

), i = 1, 2, . . .M, where the ⌧̃
i

are assumed
to be in increasing order and �̃

i

2 {1, 2, . . .⌫}. We also define ⌧̃
0

= 0 and
⌧̃
M+1

= T . We will use the notation p(Z) to denote the density of a random
variable Z unless stated otherwise. Then the complete-data likelihood for
the described stochastic kinetic model on the time interval [0, T ] takes the
form

p(x | c) =
MY

i=1

h
�̃

i

(x(⌧̃
i-1

), c
�̃

i

)

⇥ exp

�

-
MX

i=0

h(x(⌧̃
i

), c)[⌧̃
i+1

- ⌧̃
i

]

✏

. (4)
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In the case of simple mass-action kinetic rate laws the hazard function can
be written in the form h

j

(z, c
j

) = c
j

g
j

(z). Let r
j

denote the number of re-
action events of type j that occurred in the sample path x. Assuming a con-
jugate Gamma prior [245] over the kinetic parameters c = (c

1

, c
2

, . . . , c
⌫

) 0

(c
j

⇠ �(a
j

,b
j

) and c
j

’s are independently distributed), the posterior den-
sity of c given a full path observation becomes

p(c | x) =
⌫Y

j=1

p(c
j

| x),

where p(c
j

| x) is the density of �(a⇤
j

,b⇤
j

) with a⇤
j

= a
j

+ r
j

and b⇤
j

=

b
j

+
R
T

0

g
j

(x(t))dt = b
j

+
P

M

i=0

g
j

(x(⌧̃
i

))[⌧̃
i+1

- ⌧̃
i

].
In an experiment, new paths can be observed but also controlled. Those

paths are parametrized by an input disturbance u, out of a set of distur-
bances U ✓ D[0, T ], where D is the set of piecewise constant positive func-
tions with finite number of jumps. We further assume that the following
conditions hold.
Bounded input:

0 6 u(t) 6 Ū 8t 2 [0, T ] and 8u 2 U. (5)

Constant energy level of the input signal (L1-constraint):
Z
T

0

u(t)dt = I 8u 2 U. (6)

Most of the results and algorithms presented can be extended to a differ-
ent class of admissible inputs (e.g. continuous functions). Let x

u

denote a
realization of the CTMC X

u

when input u is applied to the system. Among
all u 2 U we want to pick those to generate the next observation paths that
maximize the expectation (over all paths) of the KL divergence

DKL

h
p(c | x(2)

u

,u) ||p(c | x(1))
i

.

Let u(t) denote the value of the input at time t. For the next experiment as-
sume that the value of a particular rate constant (say the k-th rate constant)
changes over time by the following equation

c
k

(t) = c
k

u(t). (7)

The complete-data likelihood for this model takes the form

p(x
u

| c,u) =
MY

i=1

c
�̃

i

↵
�̃

i

(⌧̃
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)g
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(x
u

(⌧̃
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))

⇥ exp
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:-

Z
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0

@
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j=1

c
j

↵
j

(t)g
j

(x
u

(t))

1

Adt

9
=

; , (8)
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where ↵
j

(t) = u(t)1{j=k} + 1{j 6=k}. Note that equation (8) holds for any
integrable input function u and for u 2 U, the integral in the expression
is just a summation since u and x

u

are piecewise constant functions. We
define ⇡(c) := p(c | x(1)) to be the prior density.

Therefore, we have,

p(c | x(2)
u

,u) =
mY

j=1

p(c
j

| x(2)
u

,u),

with c
j

| (x(2)
u

,u)

⇠ �

 

a
(1)
j

+ r
(2)
j

, b
(1)
j

+

Z
T

0

g
j

(x(2)
u

(t))↵
j

(t)dt

!

,

where c
j

| x(1) ⇠ �(a(1)
j

,b(1)
j

).
Let c⇤ be the vector of unknown rate constants. Then our objective func-

tion should be

J⇤(u, c⇤) =
Z

X

Z

⌦

p(c | x
u

,u) log
p(c | x

u

,u)
⇡(c)

dc
�

⇥p(x
u

| c⇤,u) dx
u

, (9)

where we removed clutter by defining x
u

to be the previous x(2)
u

. The
integral over the CTMC paths can be viewed as integrations over the time
and type of reaction events (⌧̃

i

, �̃
i

), i = 1, 2, . . . ,M and then a sum over
all possible choices of M 2 {0, 1, . . .}. But since it depends on unknown
rate constants, the optimization problem is not feasible. Thus we move
to a reasonable approximation of the objective function which does not
depend on unknown rate constants. We replace p(x

u

| c⇤,u) by p(x
u

) :=R
⌦

p(x
u

| c,u)⇡(c)dc which is fairly good since we are at the second stage
and hence the prior density is the posterior density of the first experiment.
Therefore, the objective function becomes

J(u) =

Z

⌦

Z

X
DKL [p(c | x

u

,u) ||⇡(c)]p(c, x
u

| u) dx
u

dc. (10)

Hence, the optimal input is given by

u
optimal

= arg max
u2U

J(u).
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Note that
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u

,u) ||⇡(c)]
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Thus, the objective function becomes

J(u) = E

2

4
mX
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⇥
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| x
u

,u) ||⇡(c
j

)
⇤
3

5 . (11)

For each reaction rate c
j

, the KL divergence between the posterior and
the prior for given values of X

u

can be computed easily as it is nothing
but KL divergence between two gamma distributions. More precisely, if the
prior and the posterior distribution of c

j
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Note that for any fixed u 2 U and given set of parameters we are able
to generate sample paths of the CTMC X

u

(e.g. using the Gillespie algo-
rithm), we can obtain a Monte-Carlo estimate of J(u) using the following
algorithm.

• Generate (c(1), x(1)
u

| u), . . . , (c(S), x(S)
u

| u) by generating c(r) from
⇡(c) and x(r)

u
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Now standard optimization techniques could be used to locate the op-
timal u (i.e., which maximizes expected the KL divergence).In case some
of the rate constants are known, the summation index of equation (11)
can be modified accordingly to sum only over the unknown rate constants
c⇤ ✓ c.

Optimal input sequence for the birth-death process

Since the objective function J(u) can not be written as an explicit function
of u, the analytical solution to the optimization problem under considera-
tion is not straightforward even for fairly simple models. However, for the
birth-death model we will obtain an analytical solution to the optimization
problem under some minor assumptions.

Observe that maximizing the expected KL divergence is equivalent to
minimizing the expected entropy of the posterior since

E


E
✓

log
p(c

j

| x
u

)

⇡(c
j

)
| x

u

◆�
= E[E{log(p(c

j

| x
u

) | x
u

}]

-E[log(⇡(c
j

))].

We know that if Z ⇠ �(a,b) it follows from the central limit theorem that
Z is approximately distributed as a normal random variable with mean
a/b and variance �2 := a/b2 provided a is large enough. We recall that
1

2

log(2⇡e�2) is the entropy of a normally distributed random variable
with variance �2. Then the entropy of Z can be approximated as

H(Z) = (1- a) (a) + log(�(a)) + a+
1

2
log(

�2

a
)

⇡ 1

2
log(2⇡e�2) (13)

for sufficiently large values of a. In fact it can be shown that H(Z) con-
verges to 1

2

log(2⇡e�2) if we let a and b tend to infinity keeping �2 con-
stant. Therefore, the entropy can be approximately viewed as a monotonic
function of the variance provided the shape parameter a is large enough.
In our case, the shape parameter of the posterior of the j-th rate constant
a
(2)
j

= a
(1)
j

+ r
j

will usually have high values if we observe the system
long enough and hence minimizing the expected variance could be an
equivalent objective.

We consider the following birth-death model:

;
c

⇤
1�! A

c

⇤
2�! ; (14)

where c⇤
1

and c⇤
2

are the unknown rate constants for birth and death re-
spectively. Now suppose we control the birth rate with input u, i.e. in the
controlled system the birth rate at time t is given by c⇤

1

(t) := c⇤
1

u(t).
Let �(a

1

,b
1

) and �(a
2

,b
2

) be the independent priors for the birth rate
c
1

and the death rate c
2

respectively. Then for the input u which satis-
fies equation (6) the posterior of c

1

will be �(a
1

+ r
(u)
1

,b
1

+
R
T

0

u(s)ds) =
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�(a
1

+ r
(u)
1

,b
1

+ I) where r
(u)
1

is the total number of births for the input u.
Therefore

r
(u)
1

⇠ P(c⇤
1

Z
T

0

u(s)ds) = P(c⇤
1

I). (15)

Thus the posterior distributions of r(u)
1

and hence the expected variances
of the posteriors are identical for all inputs under consideration. Now let
u
1

and u
2

be two inputs which satisfy equation (6) and
Z
t

0

u
1

(s)ds >
Z
t

0

u
2

(s)ds 8t 2 [0, T ]. (16)

We first prove the following result which will be used to show that the
input u

1

is better than u
2

in the sense that the expected posterior variance
of c

2

for u
1

is smaller (Theorem 1).

Lemma 1 Let (Z | X
i

, Y
i

) ⇠ �(a + X
i

,b + Y
i

) and let X
i

⇠ P(cY
i

). Then if
c 6 2a/b and Y

1

is stochastically larger than Y
2

, then

E[Var(Z | X
1

, Y
1

)] 6 E[Var(Z | X
2

, Y
2

)].

Proof 1 Note that,

E[Var(Z | X
i

, Y
i

)] = EE[Var(Z | X
i

, Y
i

) | Y
i

] = E[f(Y
i

)]

where

f(�) = E[Var(Z | X
i

, Y
i

) | Y
i

= �]

=
a+ E(X

i

| Y
i

= �)

(b+ �)2
=

a+ c�

(b+ �)2
.

Therefore

f 0(�) =
bc- 2a- c�

(b+ �)3
6 0, 8� > 0.

Hence, the result follows as Y
1

is stochastically larger than Y
2

and f(�) is a non-
increasing function. ⌅

Let X
u

(t) denote the population size at time t when an input u is
applied to the system and u

1

and u
2

be any two inputs which satisfy
equation (6) and equation (16). We assume that the initial population size,
which will be denoted by X(0), to be deterministic and independent of
the input applied to the system. Now if T is large enough then it can be
assumed that c⇤

2

6 2a

2

b

2

and we have the following result.

Theorem 1
R
T

0

X
u

1

(t)dt is stochastically larger thanR
T

0

X
u

2

(t)dt and hence the expected posterior variance of c
2

for u
1

is smaller.
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Proof 2 Let N
(i)
t

denote the total number of births up to time t for the input
u
i

. Then N
(i)
T

= r
(u

i

)
1

⇠ P(c⇤
1

I) and N
(i)
t

is an inhomogeneous poisson process
with cumulative hazard ⇤

i

(t) =
R
t

0

c⇤
1

u
i

(s)ds. Thus, N(i)
t

d
= Z(

R
t

0

c⇤
1

u
i

(s)ds),
where Z(t) is an unit poisson process. Now conditioning on N

(i)
T

= n,

Z
T

0

X
u

i

(t)dt

=

X(0)+nX

j=1


W

(i)
j

1
{W

(i)
j

6T-t

(i)
j

}
+ (T - t

(i)
j

)1
{W

(i)
j

>T-t

(i)
j

}

�
(17)

where W
(i)
j

’s are i.i.d. Exp(c⇤
2

) random variables and t
(i)
j

= 0 for j 6 X(0)

and {t
(i)
X(0)+1

, . . . t(i)
X(0)+n

} are unordered time points of birth events. Then con-

ditioning on N
(i)
T

, t(i)
X(0)+j

’s are independent and identically distributed with the
density u

i

(s)/I.
Therefore,

R
t

0

u
1

(s)ds >
R
t

0

u
2

(s)ds implies t
(2)
X(0)+j

is stochastically larger

than t
(1)
X(0)+j

for j = 1, 2, . . . n. Thus

W
(1)
j

1
{W

(1)
j

6T-t

(1)
j

}
+ (T - t

(1)
j

)1
{W

(1)
j

>T-t

(1)
j

}

>
ST

W
(2)
l

1
{W

(2)
j

6T-t

(2)
j

}
+ (T - t

(2)
j

)1
{W

(2)
j

>T-t

(2)
j

}

for j = X(0) + 1, . . . X(0) +n, as for each fix W
(i)
j

= w, f
w

(t) = w1{w6T-t} +

(T - t)1{w>T-t} is a non-increasing function of t and W
(i)
j

and t
(i)
j

’s are inde-
pendent [200].

Therefore, we have,
 Z

T

0

X
u

1

(t)dt

!�����N
(1)
T

= n >
ST

 Z
T

0

X
u

2

(t)dt

!�����N
(2)
T

= n

for each n as the sum in (17) is a sum of independent random variables. Now
since N(1)

T

and N
(2)
T

are identically distributed,

Z
T

0

X
u

1

(t)dt >
ST

Z
T

0

X
u

2

(t)dt. (18)

We recall the posterior of c
2

is distributed as

�(a
2

+ r
(u

i

)
2

,b
2

+

Z
T

0

X
u

i

(s)ds)

for input u
i

and

r
(u

i

)
2

⇠ P(c⇤
2

Z
T

0

X
u

i

(s)ds).

Hence, the result follows from (18) and Lemma 1 provided c⇤
2

6 2a

2

b

2

. ⌅
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Let u⇤ be the input such that

u⇤(t) =

�
Ū if t 2 [0, I/Ū)

0 if t 2 [I/Ū, T ].

Then clearly for any other input u which satisfies (5) and (6) ( i.e. 0 6
u(t) 6 Ū, 8t 2 [0, T ] and

R
T

0

u(s)ds = I), we have,
R
t

0

u⇤(s)ds >
R
t

0

u(s)ds
for all t 2 [0, T ]. Therefore, it follows from Theorem 1 that u⇤ is an optimal
input for this system.

The Case of Noisy and Incomplete Measurements

In the following we describe how our method can be modified to deal
with the realistic scenario where only noisy and partial measurements can
be recorded at discrete time points. Let y

u

:= {y
u

(t
1

), . . . , y
u

(t
N

)} be a
set of measurements when the input u is applied to the system. Note that
conditional on the latent CTMC path x

u

, the observation y
u

is independent
of the kinetic parameters and hence, is sufficiently described by the mea-
surement likelihood function p(y

u

| x
u

). In most practical scenarios, the
acquisition uncertainty can be well modeled as a normal or log-normal
distribution [122], whereas the scaling parameters of such densities are
typically unknown. However, for the sake of clarity, we assume the func-
tional form of p(y

u

| x
u

) to be entirely known (i.e., it does not contain any
unknown parameter).

Then the posterior density of the rate constants is given by

p(c | y
u

,u) =
Z

X
p(c, x

u

| y
u

,u)dx
u

=

Z

X
p(c | x

u

,u)p(x
u

| y
u

)dx
u

=

Z

X
p(c | x

u

,u)
p(y

u

| x
u

)p(x
u

| u)

p(y
u

| u)
dx

u

=
E(x

u

|u)[p(c | x
u

,u)p(y
u

| x
u

)]

E(x
u

|u)[p(yu

| x
u

)]
.

Note that p(c | y
u

,u) involves an expectation over the latent state x
u

and consequently, cannot be solved analytically. However, sampling tech-
niques, such as sequential Monte-Carlo can be used to evaluate - or simu-
late from p(c | y

u

,u) [257].
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Now the expected KL divergence becomes

E [DKL [p(c | y
u

,u) ||⇡(c)]]

=

Z Z

⌦

p(y
u

| u) p(c | y
u

,u) log
p(c | y

u

,u)
⇡(c)

dc dy

=

Z Z

⌦

p(y
u

, c | u)⇥

log
E(x

u

|u)[p(c | x
u

,u)p(y
u

| x
u

)]

E(x
u

|u)[p(yu

| x
u

)]⇡(c)
dc dy

= E(y
u

,c|u)


log

E(x
u

|u)[p(c | x
u

,u)p(y
u

| x
u

)]

E(x
u

|u)[p(yu

| x
u

)]

�
+ K

with K as a constant term, independent of u, such that we define

J(u) := E(y
u

,c|u)


log

E(x
u

|u)[p(c | x
u

,u)p(y
u

| x
u

)]

E(x
u

|u)[p(yu

| x
u

)]

�
.

Estimates of J(u) can be computed as follows:

• Generate c(1), . . . , c(Q) from ⇡(c).

• For each r = 1, 2, . . . ,Q; generate x(r)
u

from p(x
u

| c(r),u).

• Generate y(i)
u

from p(y
u

| x(i)
u

), for i = 1, . . . ,Q.

• Compute

Ĵ(u) =
1

Q

QX

j=1

log
P

Q

i=1

p(c(j) | x(i)
u

,u)p(y(j)
u

| x(i)
u

)
P

Q

i=1

p(y(j)
u

| x(i)
u

)
.

We want to point out that it is straight-forward to replace the KL diver-
gence by other objective functions (e.g., the generalized variance) in the
computation above.

Remark 1 If we want to apply our input design technique at the second stage
(or later) then the prior ⇡(c) is not Gamma anymore (as it would be the posterior
of the previous experiment). As mentioned earlier, samples from the posterior are
typically drawn using Monte-Carlo algorithms, such that the prior for the subse-
quent experiment is represented by a finite set of samples. In such cases we can
still draw from ⇡(c), evaluation - however - requires suitable approximations.

Simulation Results

We use two simulation examples to illustrate our method for the case of
complete observations (see Section Optimal input based on complete observa-
tions). In the first example, we consider the birth-death model where the
simulation result shows that the optimal input obtained in Section Optimal
input sequence for the birth-death process leads to significant information gain
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in comparison to a standard reference input. We then consider an abstract
transcription model depicted in Figure 7 which involves 5 species and 7

reaction channels and apply our method to compute estimates of the ex-
pected KL divergence for a proposed input sequence and finally choose the
optimum one among the proposed inputs.

To limit the space of possible input proposals u
i

, we used piecewise con-
stant sequences with N segments of time duration �T , each constrained as
given by equations (5) and (6). New input sequences were proposed and
accepted based on uniform sampling over the space of admissible inputs.
We selected the best proposed sequence based on the maximal (estimated)
value of the objective function defined in equation (10). Other common
techniques for locating an approximate global optimum such as simulated
annealing can also be used if the search space is very large. As a validation
step where we compute the expected KL divergence for fixed rate constants
(see equation (9)), we applied the optimized input sequence uopt and a ref-
erence Step-Up sequence uref, a standard input stimulus in dynamic cell
experiments, to the model. The results are summarized in the tables be-
low. Note that the Kullback-Leibler divergence is based on the logarithm
of a likelihood, and thus small increases thereof can be significant in terms
of information gain.

Birth-Death Process:

The birth and the death rate constants were chosen to be c⇤
1

= 0.5 and c⇤
2

=
0.4 respectively. We took independent gamma priors with identical mean
1 and variances 1 and 1.25 respectively for the birth and the death rate.
Then we computed Monte-Carlo estimates of the expected KL divergence
and the posterior variance of the death rate c

2

for uref = [0, 0, 0, 5, 5, 5]
and the optimal input uopt derived in section Optimal input sequence for the
birth-death process. The estimates of the expected KL divergences and the ex-
pected posterior variances which are given in Table 1, are based on 20, 000
independent simulations with N = 6, �T = 1 and Ū = 5. We also obtained
an estimate of the standard error in each case using bootstrapping.

Ĵ⇤(u, c⇤) Expected posterior
Input sequence

(in 10-2) variance (in 10-2)

[0, 0, 0, 5, 5, 5] 106.80 (0.09) 3.93 (0.019)

[5, 5, 5, 0, 0, 0] 121.47 (0.11) 2.65 (0.013)

Table 1: Estimates of the expected KL divergences and the expected posterior vari-
ances of the death rate of the birth-death process for uref and uopt. The
numbers in the brackets are the associated standard deviations.

Transcription Model:

Input sequences (m = 500) for a simple model of regulated gene expres-
sion (Figure 7) were uniformly drawn from the proposal space with N = 6,
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GENE ACTIVE TF

ACTIVE GENE

PHOSPHATASE

INPUT

TF

c2

c3 c4
c5 c6

c7
c1

Figure 7: An abstract model of regulated gene expression. The input changes the
rate of transcription factor (TF) activation. An active TF can bind to
a gene, resulting in an increase of phosphatase copies, which close an
inhibitory feedback loop by resetting active TFs to their non-active state.

�T = 5 and Ū = 5 and only integer values allowed.
c⇤ = [0.02, 0.005, 0.2, 1, 0.9, 0.01, 0.005] was chosen to be the true value of
the parameter vector. Independent gamma priors with mean c⇤

j

and vari-
ance 2c⇤

j

for the rate c
j

were chosen. We obtained that uopt = [4, 2, 3, 2, 0, 4]
maximizes the objective function J(u) among the proposed input sequences.
We summarize the results in Table 2. It can be clearly seen that on average
significantly more informative data can be obtained from an experiment
by applying uopt in comparison to the standard perturbation.

Input sequence Ĵ(u) Ĵ⇤(u, c⇤)

[0, 0, 0, 5, 5, 5] 4.0610 (0.0161) 17.8065 (0.0499)

[4, 2, 3, 2, 0, 4] 4.3937 (0.0182) 23.3871 (0.0362)

Table 2: Estimates of the values of the objective function and the expected KL
divergences of the rate parameter vector involved in the transcription
model (Figure 7) for uref and uopt. The numbers in the brackets are the
associated standard deviations.

Discussion

We introduced an experiment design technique for input stimuli in bio-
chemical experiments, allowing us to propose and select temporal per-
turbation sequences based on information-theoretic measures. The frame-
work was derived for the simplistic case of complete and noise-free ob-
servations, as well as for the realistic experimental scenario of noisy and
discrete-time measurements. For the former case, we derived analytical



46 manuscript 2 : sysid, 2012

solutions for a simple birth-death process and simulation studies were
additionally performed for a more complicated gene expression model
which shows that significant information gain from experiments can be
achieved by applying the optimal perturbation to the system. While the
provided techniques were built upon a powerful mathematical framework,
they are computationally very demanding. Consequently, efficient imple-
mentations and sampling techniques will be of vital importance to cover a
large input proposal space and to be able to deal with real world models.
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O P T I M A L VA R I AT I O N A L P E RT U R B AT I O N S F O R T H E
I N F E R E N C E O F S T O C H A S T I C R E A C T I O N D Y N A M I C S

C. Zechner1, P. Nandy1 M. Unger1, and H. Koeppl1

abstract

Although single-cell techniques are advancing rapidly, quantitative assess-
ment of kinetic parameters is still characterized by ill-posedness and a
large degree of uncertainty. In many standard experiments, where tran-
scriptional activation is recorded upon application of a step-like external
perturbation, cells almost instantaneously adapt such that only a few in-
formative measurements can be obtained. Consequently, the information
gain between subsequent experiments or time points is comparably low,
which is reflected in a hardly decreasing parameter uncertainty. However,
novel microfluidic techniques can be applied to synthesize more sophis-
ticated perturbations to increase the informativeness of such time-course
experiments. Here we introduce a mathematical framework to design opti-
mal perturbations for the inference of stochastic reaction dynamics. Based
on Bayesian statistics, we formulate a variational problem to find optimal
temporal perturbations and solve it using a stochastic approximation al-
gorithm. Simulations are provided for the realistic scenario of noisy and
discrete-time measurements using two simple reaction networks.

Introduction

Transcriptional and post-transcriptional processes exhibit significant stoch-
asticity, attributed partly to the molecular noise caused by low-copy mole-
cules [61]. Classical modeling approaches based on the reaction-rate equa-
tion cannot properly capture the dynamics of such processes and a stochas-
tic description is in order - such as provided by the Continuous Time
Markov Chain (CTMC) framework. While computational challenges arise
in such cases, single-cell measurements, revealing the molecular stochas-
ticity were shown to provide a rich source of information in the context of
parameter identification [160]. Experimental single cell techniques such as
fluorescence microscopy or Fluorescence In Situ Hybridization (FISH) [64]
allow quantification of transcriptional and post-transcriptional processes
and their stochastic variability. Although such techniques are advancing
rapidly, they can only account for a few readouts during a single exper-
iment. Consequently, identification of the usually high-dimensional pro-
cess remains highly ill-posed in most scenarios.

However, in combination with novel microfluidic techniques to generate
input stimuli [253, 11, 232], one can still produce informative data from
these processes. More specifically, in an earlier study [232] we developed

1 Automatic Control Laboratory, ETH Zurich, Physikstrasse 3, 8092 Zurich, Switzerland
{zechner,nandy,unger,koeppl}@control.ee.ethz.ch
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methods allowing for the synthesis of rapidly changing cellular microenvi-
ronment – opening up ways to chemically induce intra-cellular processes
in a complex time-varying manner.

Traditional experimental design techniques rest upon a sensitivity anal-
ysis of the parameter likelihood, represented by the Fisher Information
Matrix (FIM) [63]. Experimental optimality is specified by means of a cer-
tain objective - or utility - function, which is extracted from the FIM. Most
common choices of such functions are the trace or determinant, often as-
sociated with the nomenclatures T- and D-optimality, respectively. First
promising applications to biochemical network identification are provided
in [123] or [18]. In particular the results in [18], convincingly demonstrate
the usefulness of optimal experimental design approaches. Extension to a
Bayesian treatment seems natural, as it allows to incorporate prior knowl-
edge from a foregoing experiment. In this case the parameter likelihood
function is replaced by its Bayesian analogon, i.e., the posterior distribu-
tion (see [39] for an overview).

The authors of [120] address the problem of sensitivity- and identifiabil-
ity analysis for the case of stochastic reaction dynamics, whereas - in this
context - the problem of optimal perturbation design remains unsolved.
A preliminary theoretical study of the use of Bayesian optimal experi-
mental design for the inference of stochastic reaction networks is given
in [162]. Therein, a purely Monte-Carlo sampling approach is used to de-
termine the optimal perturbation if one is given complete observations of
the CTMC sample paths. The high-dimensionality of the sampling problem
and the assumption of complete observations limits the method’s scalabil-
ity and practical relevance, respectively. Here we extend this framework
and formulate the problem as a variational optimization problem and de-
ploy stochastic approximation methods for its solution. We formulate and
solve the complete observation case, but importantly, also the incomplete
and noisy observation case.

The remaining part of the paper is structured as follows. In Section Stoch-
astic Reaction Dynamics we briefly introduce the CTMC description of stochas-
tic chemical kinetics and discuss Bayesian parameter inference for the
cases of complete - as well as incomplete observations, before the experi-
mental design and optimization framework is introduced in Section Vari-
ational Perturbation Design. Simulation results are provided in Section Sim-
ulations for the realistic scenario of noisy measurements at discrete time
points.

Stochastic Reaction Dynamics

Consider a CTMC X on the time interval [0, T ]. The instances of species i 2
{1, . . . ,n} at time t are represented in the i-th element of the vector X(t) =
(X

1

(t), . . . ,X
n

(t))T and change according to ⌫ reaction channels with rates
c
1

, c
2

, . . . , c
⌫

and corresponding reaction hazards h
1

(z, c
1

), . . . ,h
⌫

(z, c
⌫

),
where z 2 Zn

+. We define c = (c
1

, c
2

, . . . , c
⌫

)T and the combined haz-
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ard h(z, c) =
P

⌫

j=1

h
j

(z, c
j

) and denote ⌧
1

, ⌧
2

, . . . the jump times of the
Markov chain X. Assuming ⌧

0

= 0, we inductively define

⌧
k

= inf{s > ⌧
k-1

| X(s) 6= X(⌧
k-1

)}.

A jump can happen at ⌧
k

if and only if a reaction occurs at that time and

⌧
k

- ⌧
k-1

| X(⌧
k-1

) = x
k-1

⇠ Exp(h(x
k-1

, c)).

If �
k

denotes the reaction at ⌧
k

, then

P(�
k

= j | X(⌧
k-1

) = x
k-1

) =
h
j

(x
k-1

, c
j

)

h(x
k-1

, c)

and �
k

and ⌧
k

are conditionally independent given X(⌧
k-1

).
Let x be a realization of the Markov chain X in the time interval [0, T ].

Since the state-space of X is Zn

+, the sample path x can be fully character-
ized by the initial state x

0

, the sequence of reactions occurred in the time
interval [0, T ] (we will denote the number of occurrences by M) and the
time and type of each reaction event (⌧̃

i

, �̃
i

), i = 1, 2, . . . ,M. We assume an
increasing order of ⌧̃

i

between ⌧̃
0

= 0 and ⌧̃
M+1

= T and �̃
i

2 {1, 2, . . . ,⌫}.
Unless explicitly stated, the notation p(Z) will be used to denote the den-
sity of a random variable Z.

Complete Observations

First, we consider noise-free observations of full sample paths. Then, the
complete-data likelihood for the described stochastic kinetic model on the
time interval [0, T ] takes the form

p (x | c) =

�
MY

i=1

h
�̃

i

(x(⌧̃
i-1

), c
�̃

i

)

✏

⇥ exp

�

-
MX

i=0

h(x(⌧̃
i

), c)[⌧̃
i+1

- ⌧̃
i

]

✏

(19)

[245]. For mass-action kinetics, the hazard function can be written as
h
j

(z, c
j

) = c
j

g
j

(z). The number of type j reaction events which occurred
in a sample path x is denoted as r

j

. Using a conjugate Gamma prior over
the kinetic parameters c (assuming c

j

⇠ �(a
j

,b
j

) and c
j

’s are indepen-
dently distributed), the posterior density of c given a full path observation
becomes

p (c | x) =
⌫Y

j=1

p
�
c
j

| x
�

[245], where p(c
j

| x) is the posterior density of �(a⇤
j

,b⇤
j

) with

a⇤
j

= a
j

+ r
j

and

b⇤
j

= b
j

+

Z
T

0

g
j

(x(t))dt = b
j

+
MX

i=0

g
j

(x(⌧̃
i

))[⌧̃
i+1

- ⌧̃
i

] .
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Incomplete Observations

Within realistic experimental conditions, only a d-dimensional (d 6 n)
and noisy readout of the CTMC X can be obtained at discrete time points,
i.e., X is said to be latent. Let y

l

2 Rd be the measurement at time t
l

for
l = 1, . . . ,L. We assume existence of an arbitrary but known measurement
likelihood function p(y

l

|x(t
l

)), characterized by a measurement equation,
e.g., such as

y
l

= Wx(t
l

) + ✏
l

, (20)

with W 2 Rd⇥n and i.i.d. acquisition noise ✏
l

. In this case, the joint density
function over all quantities is given by

p (c, x, y
1

, . . . , y
L

) =

LY

l=1

p (y
l

| x(t
l

))p (x | c)p (c)
(21)

and the posterior distribution over the parameters is given by

p (c | y
1

, . . . , y
L

) /
Z
p (c, x, y

1

, . . . , y
L

)dx,
(22)

where the integral over the CTMC paths can be viewed as integrations over
the time and type of reaction events (⌧̃

i

, �̃
i

), i = 1, 2, . . . ,M and then a
sum over all possible choices of M 2 {0, 1, . . .}. In contrast to the case of
complete observations, the posterior distribution (22) cannot be computed
analytically due to its complicated structure. Significant efforts have been
made in literature to efficiently sample from (22) [247, 84, 8, 257]. In this
work, we follow a Sequential Monte Carlo (SMC) approach, such as pro-
posed in [257].

Variational Perturbation Design

For the moment let us consider a generic observation z that corresponds
to either x in case of complete - or y in case of incomplete observations.

Furthermore we assume that the target system can be perturbed on the
acquisition interval [0, T ], such that the sample paths can be written as a
function of the perturbation u 2 U, i.e., x

u

= {x(t,u) | t 2 [0, T ]}. For
instance, we could assume that the perturbation allows to modulate a re-
action rate such that c

k

(t) = c
k

u(t), where u(t) denotes the value of the
perturbation at time t. Among all u we want to choose the one that gener-
ates maximally informative measurements.

Choosing the Objective Function

In the following, we assume a sequence of consecutive experiments j =
1, 2, . . . whereas the inferred posterior distributions for experiment j are
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used as prior distributions for experiment j+ 1, giving rise to a recursive
Bayesian experimental design scheme.

Based on information theoretic considerations, the information gain of
a respective experiment j+ 1 with measurement z can be quantified by the
negative expectation of the Kullback-Leibler (KL) divergence

J (u) = -Ez [DKL [p (c | z,u) ||⇡ (c)]] , (23)

where the expectation is calculated over z. The density of z is p(z) :=
R
p(z |

c,u)⇡(c)dc and the prior ⇡(c) is given by the posterior of the previous
experiment j.

Although it allows for an elegant information theoretic interpretation,
the KL divergence is often difficult to handle because of its intricate ana-
lytical form - such as in case of stochastic chemical kinetics. A more tradi-
tional objective function for experimental design purposes is the expected
logarithm of the generalized posterior variance [39], i.e. the expected loga-
rithm of the determinant of the variance-covariance matrix

J(u) = Ez [log |⌃|] with ⌃ = Ec|z,u
⇥
ccT
⇤
- µµT , (24)

where Ec|z,u denotes a conditional expectation with respect to the posterior
distribution p(c | z,u) and µ = Ec|z,u [c]. Recall that for a multivariate
normal distribution the entropy is the logarithm of its generalized variance.
Consequently, it can be shown that the minimizer u⇤ of (24) converges to
the minimizer of (23), if p(c | z,u) approaches a Gaussian distribution.
Throughout this work, we chose equation (24) as the objective function.

Note that even though (24) exhibits simpler expressions than (23), it
involves complicated expectations and has to be evaluated using Monte
Carlo simulation as outlined in the following. In the complete observa-
tion case, this can be accomplished by drawing a set of rate constants
c(i) from the prior distribution, which is then used to simulate a sample
path x(i)

u

(given some perturbation u). The posterior distribution (which
is a Gamma distribution) and the variance-covariance matrix ⌃(i) are ex-
tracted from the sample path. This procedure is repeated K times in order
to estimate (24) as 1/K

P
K

i=1

log
��⌃(i)

��. In a similar manner, the expectation
can be computed in case of noisy and incomplete measurements, where
additional discretization and simulation steps are performed to sample
y(i)
l

conditionally on x(i)
u

(t
l

). Note - however - that this requires more
Monte Carlo runs to properly account for the additional sampling dimen-
sions. Furthermore - as indicated in (22) - each run involves an integration
over the path space yielding a significant increase of computational effort.
As a possible solution, certain simplifications can be made to reduce the
problem complexity. For instance, the expectation over the sample paths
and measurements could be “moved into the computation” of ⌃(i), yield-
ing the generalized log-variance of the expected observation. We want to
point out that in this case, the resulting perturbation design cannot not
account for any process and acquisition variability and consequently, does
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not provide a viable alternative. During our simulation studies from Sec-
tion Simulations we observed that an efficient and accurate strategy is to
move only the expectations over ✏

l

into the calculation of ⌃(i), while leav-
ing the remaining calculations unchanged.

The Variational Problem

Given an objective function J(u), we define the optimization problem as

min J(u) : {u 2 U}

s.t. X
u

(t) = X
u

(0) +
⌫X

j=1

⇠
j

✓Z
t

0

h
j

(X
u

(s))ds

◆
v
j

,
(25)

with the ⇠
j

as independent unit Poisson processes and v
j

2 Zn

+ as the
molecule change vector associated with reaction j. The dynamic constraint
in (25) is a path-wise representation of the perturbation-dependent CTMC
X
u

⌘ X(u) and is commonly referred to as the random time change model.
Further, we restrict the perturbations to be positive and to fulfill an Lp

constraint, i.e.,

U = {u 2 Lp([0, T ], R) | u > 0^ kuk
p

= E} . (26)

Without further simplifications the variational problem (25) turns out to
be analytically intractable. Thus, we assume the perturbation to be a pa-
rameterized function, i.e., u ⌘ u(✓) with ✓ 2 Rq as a set of q perturbation
parameters. In particular, we assume u(✓) to be an equally spaced, piece-
wise constant function, with ✓ specifying the q perturbation levels, i.e.,

u(✓, t) =
qX

i=1

✓
i

1 {t 2 T
i

} , (27)

with T
i

= {t 2 [0, T ] | (i- 1)� 6 t < i�} and � = T/q. Here we restrict our
analysis to the case of p = 1, which - in conjunction with the positivity
constraint - yields the following discrete optimization problem

min J(✓) : {✓ 2 G} (28)

with G =
�
✓ 2 Rq | ✓ > 0^ k✓k

1

= E�-1

 
as the feasible set. Note that for

compactness, the dynamic constraint was omitted in (28).

Stochastic Approximation

In the following, we propose an efficient gradient-based algorithm for nu-
merically minimizing J(u) based on stochastic approximation [115, 126].
Although direct evaluation of J(✓) is impossible, it is straight forward to
obtain noisy estimates of bJ(✓) using Monte Carlo integration, such that
we can estimate the i-th component of the gradient of J(✓) as a one-sided
finite difference

br
i

(J) =
bJ(✓+ h

n

e
i

)-bJ(✓)
h
n

, (29)
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with e
i

2 Rq as the i-th canonical base vector and h
n

2 R as the discretiza-
tion step size. The main idea of the constrained stochastic approximation
algorithm is to iteratively update the perturbation parameters as

✓n+1 = P
⇣
✓n -↵

n

br(J)
⌘

, (30)

where the sequences ↵
n

and h
n

need to be chosen such that
P1

n=0

↵
n

=
1,

P1
n=0

↵2

n

/h2

n

< 1, lim
n!1 ↵n

= 0 and lim
n!1 h

n

= 0 to ensure
convergence [115]. For all simulations in Section Simulations, we choose

↵
n

=
a
0

A+n⇢

and h
n

=
h
0

n�

,

whereas the individual parameters were tuned for each of the problems
individually. Function P projects ✓ back to the nearest point in the feasible
region G (by means of the L2-metric). In general, such a projection might
be tedious to compute. Note however that in our particular case G defines
a canonical simplex in Rq, for which the projection can be solved within
a finite number of steps. In this work, we use the algorithm proposed in
[156].

Fast Gradient Approximation Using Importance Sampling

Note that the one-sided gradient estimate rests upon q+ 1 Monte Carlo
integrations over the path space, which might lead to slow convergence
for large q or high-dimensional reaction dynamics. However - such as
demonstrated in [195] - the number of required SSA runs can be signif-
icantly reduced using importance sampling concepts. We write the per-
turbed rate constants as c ⌘ c(✓). Now, assume that a set of sample paths
{x(i)

u

| i = 1, . . . ,P} has been simulated for a particular ✓ to obtain an esti-
mate bJ(✓). Then, instead of additionally sampling paths for a new param-
eter set ✓ 0 (and corresponding perturbation u 0), we can efficiently draw
them according to a mixture distribution, i.e.,

X
u

0 ⇠
1

P
P

i=1

w
i

PX

i=1

w
i

�
x(i)
u

(x
u

0)

with w
i

=
p
⇣

x(i)
u

| c(✓ 0)
⌘

p
⇣

x(i)
u

| c(✓)
⌘ ,

(31)

where �
x(i)
u

is a Dirac measure over the path space and w
i

is referred to

as the importance weight of sample x(i)
u

. Practically, one can sample from
(31) by drawing an index i from the discrete distribution defined by the
normalized important weights. Then, x

u

0 is given by the sample path as-
sociated with index i, i.e., x(i)

u

. In principle, the set of sample paths only
needs to be simulated once in order to run the optimization. However -
as with all importance sampling techniques - finite sample effects become
more significant for larger deviations between ✓ and ✓ 0. In this work, we
simulate new sample paths to obtain bJ(✓) and then, use equation (31) to
compute bJ(✓+ h

n

e
i

) for all i = 1, . . . ,q.
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Simulations

In the following, we perform simulation studies based on two simple re-
action networks. For all the simulations, we assume prior knowledge over
the rate constants, e.g., obtained from previous experiments. In particular,
we assume a prior of the form

⇡(c) =
⌫Y

j=1

�(a
j

,b
j

)

with a
j

= 20c
j

, b
j

= 20 and c
j

as the true parameter. Furthermore - for
simplicity - we assume initial conditions to be known. In all case studies,
a simple step perturbation was used as a starting point for the numerical
optimization. Estimates of the objectivebJ(u) were computed using 40-120

sample paths.
We studied the algorithm performance under the realistic setting of

discrete-time and noisy measurement. We assume a measurement equa-
tion in the form of (20), corrupted by additive Gaussian measurement
noise with zero-mean and standard deviation �

Y

= 4. Before we applied
the algorithm to a more complicated, nonlinear reaction network, we stud-
ied the perturbation design for a simple birth-death process (see Fig. 8),
for which the results are easier to interpret. We assume that the birth rate
can be controlled by an external perturbation (i.e., c

1

⌘ u(✓, t)), which
is optimized such as to minimize the expected logarithm of the posterior
variance of c

2

.

A
c1 c2

Figure 8: A simple birth-death process.

Fig. 9 illustrates an exemplary minimization of bJ(✓) over the number of
update iterations for a three-level input profile applied to the birth-death
process. The achieved decrease of the objective function corresponds to
roughly two orders of magnitude of the posterior variance.

We performed simulations for the case of one (see Fig. 10A) and two (see
Fig. 10B) measurement time points of species A, whose time evolution is
denoted A(t). Details on the parameter configuration used in the following
simulations are summarized in Table 3.

Parameter c
1

c
2

q E

Value u(✓, t) 0.30 15 200

Unit s-1 s-1 - 1

Table 3: Parameter configuration for the birth-death model.

Interestingly, high perturbation amplitudes arise immediately before the
measurement time points, which we interpret as follows: first - as true
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Figure 9: Illustration of the stochastic approximation algorithm. (A) Exemplary
minimization of bJ(✓) over 30000 update iterations and (B) convergence
of a three-dimensional perturbation to the optimum. The perturbation
was initialized to a step function, i.e., ✓

i

= 4 for i = 1, 2, 3, indicated by
the black triangle.

in the general - perturbations yielding measurements during a dynamic
transient are preferable to measurements close to a stationary state. Second
- in the particular case of the first order death reaction - strong excitation
close before the acquisition time will accumulate many of the events at
regions where they - conditional on that excitation - can be inferred or
“located” more accurately. It can be seen from Fig. 10 that while the process
mean is significantly increased, the standard deviation remains more or
less unchanged. In contrast, when considering the step perturbation, most
of the transient is missed during acquisition and furthermore, degradation
events will be spread over a wider time interval. We also want to point
out the significant difference between the perturbations obtained for the
incomplete and complete case. For the latter, it was shown in [162] that
the expected posterior variance is minimal for the case ✓

1

= E�-1 and
✓
i 6=1

= 0.
We repeated the two-observation experiment for a nonlinear model of

transiently induced transcriptional activation. Often cells react to chang-
ing environmental conditions, by activating particular transcriptional pro-
grams (see e.g., [176]). Sensed at the cell membrane, the stimulus or stress
is mediated to the nucleus by a translocation of certain transcription fac-
tors, which are activated by the signaling cascade. Once in the nucleus, the
signaling proteins can initiate transcription of the target genes. After the
cell has adapted, the transcription factors relocate to the cytoplasm, giv-
ing rise to only a short time period of gene activity. A minimalistic model
of the transiently induced transcriptional activation is depicted in Fig. 11,
whereas all reactions are modeled according to mass-action kinetics.

We further assume that the intracellular dynamics can be perturbed by
means of the rate c

2

⌘ u(✓, t) (see Table 4 for details). The initial abun-
dances of A, B, AB and C are initialized at 0, 5, 0 and 0 copies, respectively.

We assume that we can obtain noisy measurements of C at two time
points with standard deviation �

Y

= 4. The optimal perturbation was com-
puted for the case of jointly estimating c

1

(degradation) and c
5

(protein
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Figure 10: Optimal perturbations and mean process dynamics. Mean dynamics
(solid) and the ±� confidence bounds (dashed) for the step (black) and
optimal (red) perturbation were computed by integrating the moment
ODEs. The triangles indicate the initial (white) and observation (gray)
time points used for perturbation design.
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Figure 11: A simple model of transiently induced transcriptional activation. The
transient nuclear accumulation of transcription factor (species A) is
modeled by production and degradation events. Molecules A can bind
to the promoter of the target gene (species B) to form a complex (AB).
Transcription of mRNA and translation to the protein (C) is abstracted
by a first order production event.

Parameter c
1

c
2

c
3

c
4

c
5

q E

Value 0.1 u(✓, t) 0.05 0.20 0.80 15 80

Unit s-1 s-1 s-1 s-1 s-1 - 1

Table 4: Parameter configuration for the transcriptional model.

synthesis). The resulting perturbation as well as the mean process dynam-
ics of species A and C are depicted in Fig. 12.

Compared to the step response, the optimized perturbation results in
a strong initial up-regulation of species A, followed by a period where it
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Figure 12: Optimal perturbations and mean process dynamics. Mean dynamics
(solid) and the ±� confidence bounds (dashed) for the step (black) and
optimal (red) perturbation were computed over 2000 SSA runs. The
triangles indicate the initial (white) and observation (gray) time points
used for perturbation design.

decreases again. Intuitively, it seems important to have a high transcrip-
tion factor abundance during the early time points, such that (a) many
degradation events have appeared at the measurement time points, and
(b) maximize the temporal window of gene activity, such that many new
proteins can be synthesized. This is supported by the increased mean of
species C as shown in Fig. 12. However, we want to stress that such ex-
planations cannot be rigorously justified due to the nonlinearity of the
reaction network as well as the challenging incomplete data scenario.

Conclusion

We presented a computational framework for the design of optimal ex-
perimental perturbations for stochastic reaction kinetics. Based on a CTMC
description, we first discussed statistical inference of parameters within
the Bayesian framework. Subsequently, we formulated a constrained vari-
ational problem in order to render novel experiments most informative by
means of the expected generalized posterior variance. The analytical com-
plexity of the optimization problem required numerical strategies to solve
the variational problem. Here we applied a stochastic approximation algo-
rithm, which was further accelerated using importance sampling concepts.
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Simulation studies were performed for the incomplete data scenario us-
ing a simple birth-death process and a more complicated nonlinear model
of stress-induced transcriptional activation. In all cases, the generalized
posterior variance was reduced by orders of magnitude.

Future Work

Although computationally efficient, the proposed optimization algorithm
is based on Monte Carlo integrations over a possibly high-dimensional
parameter-, path- or measurement space. Especially for large q, this might
yield poor convergence, such that either the number of update iterations
or the number of Monte Carlo runs must be increased. This issue might be
alleviated, by replacing the path-based description by a population-based,
e.g., moment-based description of the process distribution [97, 256, 190]. In
this case - under certain assumptions - it might be possible to analytically
compute gradients of the objective function.
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S C A L A B L E I N F E R E N C E O F H E T E R O G E N E O U S
R E A C T I O N K I N E T I C S F R O M P O O L E D S I N G L E - C E L L

R E C O R D I N G S

Christoph Zechner1, Michael Unger1,2, Serge Pelet3, Matthias Peter2, and
Heinz Koeppl1,4,5

abstract

Mathematical methods combined with measurements of single-cell dy-
namics provide a means to reconstruct intracellular processes that are
only partly or indirectly accessible experimentally. To obtain reliable re-
constructions, the pooling of measurements from several cells of a clonal
population is mandatory. However, cell-to-cell variability originating from
diverse sources poses computational challenges for such process recon-
struction. We introduce a scalable Bayesian inference framework that prop-
erly accounts for population heterogeneity. The method allows inference
of inaccessible molecular states and kinetic parameters; computation of
Bayes factors for model selection; and dissection of intrinsic, extrinsic and
technical noise. We show how additional single-cell readouts such as mor-
phological features can be included in the analysis. We use the method
to reconstruct the expression dynamics of a gene under an inducible pro-
moter in yeast from time-lapse microscopy data.

introduction

Statistical inference of unobserved molecular states and parameters that
characterize an intracellular process is instrumental for the advance of
quantitative biology. Single-cell assays provide particularly informative
data to perform this inference. They provide access to the stochastic na-
ture of cellular processes and to the considerable cellular heterogeneity
present in even a clonal population of cells.

From the viewpoint of inference, two classes of single-cell data may
be distinguished. The first is population snapshot data, provided, for in-
stance, by cytometry techniques [258, 94, 172] or FISH [180, 165]: with
such data – when measured over time – any temporal behavior on the
single-cell level is necessarily lost. The second class is time-lapse live-cell
data [153, 92, 221], wherein individual cells can be followed over time
and therefore contain information about the temporal behavior of molecu-
lar processes inside a single cell. Evidently, such information is extremely
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helpful for inference and renders live-cell measurements superior in this
respect. Recently we proposed a complete inference framework for popu-
lation snapshot data [258]. In particular, cell-to-cell variability was math-
ematically accounted for, and time-lapse flow cytometry data were exem-
plarily used to infer kinetic parameters of a gene expression system in
yeast. Here we lay out a corresponding inference scheme for time-lapse
live-cell data. A very different approach needs to be followed in order to
fully use the information contained in such data.

Several inference techniques for stochastic chemical kinetics based on
single-cell time-lapse data have been proposed recently [8, 84, 171, 214].
Their focus is largely on inference from observation of a single cell-trajectory
because the extension to multiple trajectories is straightforward if one as-
sumes no heterogeneity apart from that caused by the intrinsic noise of
chemical reactions [61]. In practice, however, the pooling of several single-
cell recordings – which is necessary to obtain reasonable estimates – gener-
ates difficulties due to extrinsic contributions to the observed heterogene-
ity of the cell population [61, 45, 209, 29, 99]: for example, due to differ-
ences in cell-cycle stage or cellular translation efficiency. Early attempts to
devise inference techniques that account for such heterogeneity had lim-
ited scalability with respect to the number of pooled cells [118]. Here we
develop a scalable inference scheme, for which the number of unknown
parameters is independent of the population size. We used this approach
in conjunction with time-lapse microscopy measurements to reconstruct
dynamic states and parameters of induced gene expression in yeast.

Extrinsic factors - latent
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Figure 13: Modeling heterogeneous microscopy data. (A) Schematic generative
model of the experimental data. In addition to intrinsic fluctuations,
extrinsic factors and their morphological covariates render individual
cells different. The gene expression dynamics X(t,S,Zi) are character-
ized by a parameter set S that is shared across cells and a set of individ-
ual (i.e., extrinsic) parameters Zi. (B) Corresponding Bayesian mixed-
effect model. Nodes denote random variables. Statistical dependency
is indicated by directed edges. Nodes with solid borders correspond
to experimentally accessible quantities; dashed nodes refer to unob-
served, latent variables. Extrinsic factors Z

i

are assumed to be drawn
from a common distribution.
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results

Inference from heterogeneous live-cell data

We developed a comprehensive and scalable computational framework,
Dynamic Prior Propagation (DPP), for the inference of stochastic biochem-
ical processes from pooled single-cell time-lapse measurements. The ap-
proach is based on a hierarchical Markov model (Fig. 13), accounting for
cellular heterogeneity caused by intrinsic molecular fluctuations and ex-
trinsic [61, 45] contributions. We model the latter through parameters that
are believed to vary across pooled cells: for example, the protein transla-
tion rate. We refer to those parameters as ‘extrinsic factors’ and assume
them to be time invariant throughout. Dynamically changing extrinsic fac-
tors [29, 99] complicate the inference problem considerably, and no practi-
cal solution is known to date. We assume that only a very limited number
of the molecular species (i.e., only one in the case studies below) can be
measured at discrete time points and that the measurements are corrupted
by noise. For every inferred quantity, the framework returns a probability
distribution characterizing how well this quantity is determined by the
acquired data (posterior distribution).

In a straightforward attempt at inference, the number of unknown pa-
rameters would increase with the number of pooled cells [118], making
inference computationally very demanding for even modest population
sizes. In contrast, DPP relies on a particular marginalization [1] of the bio-
chemical process with respect to extrinsic factors, yielding a single dy-
namic model that represents the heterogeneous cell population in an exact
manner. Instead of depending on the extrinsic factors of a cell, the result-
ing marginal process directly depends on how those extrinsic factors are
distributed across the population. For instance, in the case of a randomly
distributed translation rate, the process depends directly on the parame-
ters of that distribution, such as the mean and variance (we refer to those
parameters as ‘extrinsic statistics’). The presented framework combines the
marginal process with sequential Monte Carlo techniques [54] to yield a
scalable inference algorithm. Image-based single-cell techniques can addi-
tionally capture morphological features of cells such as their volume or
shape (Fig. 13). Such features have been shown to correlate well with ex-
trinsic factors [209, 187]; in contrast to previous approaches (such as size
normalization), DPP offers a principled way to leverage such additional
information for inference. As with the extrinsic factors, we characterize
morphological features by a distribution and subsequently infer the pa-
rameters of this distribution from data (Online Methods and Supplementary
Note 1).
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Application to simulated gene expression data

We first studied the proposed inference framework using simulated data
of a simple two-state gene expression model [180] under realistic measure-
ment conditions (Fig. 14 A). We assume that the target gene or promoter
can be activated through an exogenous signal: for example, the binding of
a transcription factor.

We simulated extrinsic variability by introducing a gamma-distributed
variability in the protein translation rate. We collected simulated data on
20 cells, on which we applied DPP using 10,000 Monte Carlo samples per
measurement time instance (Fig. 14 A,B). We inferred posterior distribu-
tions over kinetic parameters, states, extrinsic statistics and an acquisition
noise parameter that characterizes the measurement uncertainty. (Fig. 14 B
and Supplementary Note 2). Furthermore, we inferred states with respect to
mRNA and protein levels (Fig. 14 C) in two exemplary cells with different
translation efficiencies.

The inferred posterior distribution over unobserved states can also be
used to reconstruct promoter activation and transcription events (Fig. 15).
We simulated a double-pulsed induction of gene expression with the model
described in Figure 14. We used noisy versions of the simulated protein
abundance at sparse time points as our available measurements and re-
constructed mRNA and promoter dynamics using DPP. In general, the
inverse problem of reconstructing promoter activation states from slow
protein dynamics is considerably ill posed. However, we find that accu-
rate detection of promoter states is indeed possible within the considered
scenario (Fig. 15). We note that reconstructing a promoter activation se-
quence by simply determining the maximum of the posterior distribution
over promoter states (Fig. 15) at each time point does not yield the desired
activation sequence.

Application to experimental gene expression data

We used DPP to reconstruct the expression dynamics of an artificially con-
trolled gene expression system in Saccharomyces cerevisiae based on hor-
mone-dependent activation of the chimeric transcription factor
GAL4DBD.ER.VP16 (GEV) [142, 149]. GEV consists of a strong transcriptional
activator, made by fusing the GAL4 DNA-binding domain (GAL4DBD)
with the hormone-binding domain of the human Estrogen Receptor (ER)
[142] and the transcription-activating domain of the herpes simplex virus
protein, VP16 [192]. In its inactive state, GEV associates with the Hsp90

chaperone complex and resides in the cytoplasm. Upon addition of �-
estradiol to the extracellular medium, Hsp90 disassociates from the com-
plex, and active GEV translocates to the nucleus, where it activates tran-
scription of genes under a GAL1 promoter.

We engineered a strain that allows a combined readout of GEV transloca-
tion and �-estradiol-induced gene expression. A GEV-mCherry construct
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in combination with a nuclear marker allows computation of the ratio of
nuclear to cytoplasmic GEV. The strain also carries a destabilized [236, 89]
version of the Venus fluorescent protein (Y-Venus) under control of a GAL1

promoter (Online Methods and Supplementary Note 3).
We carried out fluorescence microscopy using a flow chamber for rapid

media exchange. We exposed the cells to a 30 min pulse of 50 nM �-estradiol
and analyzed [175] the movies generated from the time-lapse images to
quantify GEV-mCherry nuclear localization and Y-Venus reporter gene ex-
pression in individual cells.

We performed calibration experiments with reference strains to map the
recorded fluorescence intensities to total protein abundances (Supplemen-
tary Note 4). On the basis of a one-sided Kolmogorov-Smirnov test, we
corrected for the time delay in protein measurements that arises from un-
modeled sequential events such as mRNA export, post-transcriptional or
post-translational modifications and reporter maturation (Supplementary
Note 4). We used 20 single-cell trajectories of Y-Venus abundance for sub-
sequent analyses. We used the average translocation curve as input to our
gene expression models, basing these on the assumption that translocation
occurs uniformly across cells and given the high abundance of GEV.

Modeling pGAL1 Y-Venus expression

We investigated three different models of eukaryotic gene expression and
determined how well they are supported by our experimental data using
Bayesian model selection. In addition to the canonical two-state model [180]
(Fig. 13 A and Supplementary Fig. 19 A) of a promoter, we considered a
three-state model [26] wherein initiation-complex assembly is followed by
a slow activation step representing either RNA polymerase binding or
chromatin remodeling (Supplementary Fig. 19 B) and a three-state model
including a refractory state [92, 221] (Supplementary Fig. 19 C). We re-
peated the model selection analysis multiple times to check the robustness
of the obtained ranking (Supplementary Note 5). The two-state model con-
sistently ranked best, and it was closely followed by the three-state model
with a refractory state. We also performed a model selection for two com-
peting models of measurement noise (i.e., normal and log normal) and
found strong evidence for log-normally distributed noise (Supplementary
Note 5).

Modeling predicts mild bursting in the GEV-pGAL1 system

We used the experimental data to perform parameter inference, state re-
construction and promoter activity detection as described above for the
synthetic case study (Fig. 16 B). Our model estimates an mRNA half-life
of around 10 min and mRNA synthesis rate of six molecules per minute,
results in line with previous findings [260]; the latter value is above most
reported rates for constitutively expressed genes [260], which appears con-
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sistent with our use of the strong VP16 activator. This synthesis rate, to-
gether with the length of 850 bp for the Y-Venus protein and a reported
elongation speed of 2 kb/min [148] for GAL-driven genes, indicates that
there need to be roughly three RNA polymerases on average on the gene.
We reconstructed states for two cells with different Y-Venus abundance
(Fig. 17 A). The predicted timing statistics of the promoter activation se-
quences indicate that, for successful initiations, around 2.5 transcripts per
active promoter state are produced on average, suggesting that transcrip-
tion reinitiation, and thus mild bursting, takes place in this expression
system.

We performed additional experiments with 25 nM and 100 nM �-estra-
diol (Supplementary Figs. 20 and 15) and validated the inferences of the
calibrated model against these experimental results. The model predic-
tions agree well with the experimentally obtained data across different
concentrations of �-estradiol (Fig. 17 B). Further discussion of the obtained
results and their comparison with other analytical and experimental work
can be found in Supplementary Note 6.

Noise contribution in pGAL Y-Venus expression

Our model can also indicate to what extent a cell’s expression level is
explained by extrinsic and intrinsic factors (Fig. 17 A). Although two cells
might show similar mRNA levels, one may express substantially more Y-
Venus owing to a higher translation rate.

To test this further, we forward-simulated the inferred model to quan-
tify the different sources of variability in the measured reporter abun-
dance using the law of total variance (Online Methods). More specifically,
we separated intrinsic, extrinsic and technical contributions to the overall
variability (Fig. 18 A). We note that any systematic bias to the technical
contribution – for instance, by the image segmentation algorithm – is not
considered. The inferred model predicts that the variability in pGAL1 Y-
Venus expression is substantially driven by extrinsic factors. This is fur-
ther supported by the fact that a model that accounts only for intrinsic
and technical noise fails to predict the cell-to-cell variability in the data
(Supplementary Note 7).

We validated our predictions experimentally using an independent data
set consisting of a dual-reporter (YFP-CFP) readout of the same promoter
under identical experimental conditions (Supplementary Fig. 22). We quan-
tified intrinsic and extrinsic noise using a conventional approach [182]. We
note that this approach does not account for technical variability (such as
that due to image segmentation errors), which will hence be subsumed
in the intrinsic and/or extrinsic parts. Our predicted noise contributions
are in good agreement with the variance decomposition from the dual-
reporter experiment across different concentrations of �-estradiol (Fig. 18 B)
and across time points (Fig. 18 C and Supplementary Fig. 23). Although
the overall noise characteristics are well captured by the model predictions,
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deviations are visible at early time points. Although background fluores-
cence levels have been estimated and subtracted from the dual-reporter
data, correlated residuals will persist owing to estimation uncertainties.
Hence, in the case of very low abundances (i.e., at early time points), such
residuals are likely to dominate and cause an overestimation of extrinsic
contributions.

Morphological features and extrinsic variability

In addition to making use of protein measurements, DPP allows both incor-
poration of additional single-cell readouts such as morphological features
and quantification of statistical dependencies between such readouts and
a population’s extrinsic factors.

We hypothesized a dependency between volume increase during the
observation time interval and the translation efficiency and quantified it
using DPP (Fig. 18 D). Consistent with previous studies [45], we found
that volume increase positively correlates with translation efficiency but
that it does not explain all extrinsic variability in the intensity trajecto-
ries. This provides evidence for the fact that simple normalization through
morphological features (for example, forward scattering in flow cytome-
try data [258]) cannot sufficiently correct for extrinsic variability in gene
expression data.

discussion

Inference of stochastic dynamics of a cellular process from live-cell record-
ings of only one cell is inherently ill posed. Pooling even a few single-
cell recordings substantially improves inference accuracy (Supplementary
Note 8). However, the large degree of extrinsic variability in such data
adds complexity, and straightforward inference approaches cannot per-
form well with the added dimensionality. Our method rests on a recursive
inference scheme, whose strength is achieved by marginalizing the dynam-
ics of the process being studied over extrinsic factors and uncertain kinetic
parameters. This has the following consequences. First, kinetic parame-
ters are no longer sampled along with the dynamic states, which results
in an improved accuracy of the desired posterior statistics (Supplementary
Note 9). Second, in the context of cell-to-cell variability, the marginalization
yields better scalability with respect to the number of pooled cells and is
therefore advantageous over previous approaches that require intermedi-
ate sampling of extrinsic factors [118].

Our approach is related to the Rao-Blackwellized particle filter [54], in
which a set of linear dynamic states is marginalized out to reduce the di-
mensionality. It applies to any nonlinear reaction network with linearly
parameterized propensities, such as those obtained by mass-action princi-
ples. We demonstrated the validity of the method in a simulation study of
a two-state gene expression model (Figs. 14 and 15).
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When applied to an engineered �-estradiol-induced gene expression sys-
tem in yeast, DPP together with the performed protein calibration measure-
ments offers absolute estimates of kinetic parameters, unobserved molec-
ular states and population heterogeneity. Hence, it allows the inference of
several quantities and their uncertainty without dedicated experimental
techniques for each quantity [180, 260].

Our results are based on the two-state gene expression model because
Bayesian model selection indicated less supportive evidence for more com-
plex models. In particular, no refractory promoter state was evidenced by
the data.

By pooling heterogeneous single-cell recordings, we used our model
to dissect the different contributions to cell-to-cell variability, which tra-
ditionally requires experiments such as two-color assays [61, 182]. In line
with previous studies on GAL-driven genes [26, 182] and with orthogonal
dual-reporter data, we found that extrinsic noise is a substantial source of
cell-to-cell variability for such genes. Moreover, we observed a characteris-
tic decrease of the intrinsic noise components accompanying the increase
in mean expression level over the course of induction, a pattern consistent
with Poissonian noise.

We see clear evidence in favor of log-normally distributed noise, a result
indicating that measurement errors scale with the measured fluorescence
intensity. Incorporating morphological features [187] in addition to fluo-
rescence data can increase the predictive power of computational models
with respect to extrinsic factors. The statistical dependency between trans-
lation efficiency and volume increase extracted by the algorithm is coher-
ent with earlier findings [45] that both quantities are positively correlated.
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Schematic two-state gene expression model. All reactions are mod-
eled according to mass action. The model comprises four species and
six reactions associated with kinetic parameters c

1

, . . . , c
6

. The gene
activation event is controlled by a time-varying rate, i.e., c

1

= u(t).
We assume a gamma-distributed heterogeneity in the translation ef-
ficiency, i.e., c

5

drawn from a gamma distribution G(↵,�) with the
extrinsic statistics ↵ and �. (B) Parameter inference from simulated
protein measurements using 20 cells. The plots show inference results
for the three kinetic parameters (c

2

, c
3

, c
4

), the extrinsic statistics ↵
and � and the scaling parameter ! of the log-normal acquisition noise.
Two-dimensional posterior density plots are used to visualize the a pos-
teriori correlations between pairs of parameters. DPP was performed us-
ing 10,000 samples per time instance. (C) Inferred mRNA and protein
abundance. The 5 and 95 percentiles of the inferred state distributions
and their mean values are shown for two representative cells with dif-
ferent translation efficiencies; the gray shaded area indicates the win-
dow of induction. The thick violet line illustrates the assumed gamma
distribution p(z | a) over the extrinsic factor, i.e., the translation rate.
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Figure 18: Sources of cell-to-cell variability in reporter expression. (A) The in-
ferred model was used to compute the SCV of the Y-Venus abundance.
The total SCV was decomposed into technical, intrinsic and extrinsic
components (Online Methods). (B, C) A dual-reporter data set was
recorded (red) for the same induction system and experimental con-
ditions as in Figure 17 B. Intrinsic and extrinsic noise contributions
were estimated [182]. Error bars indicate standard errors of the ex-
perimentally obtained quantities (n ⇡ 150- 300). (B) Comparison be-
tween dual-reporter experiments and model predictions at a fixed time
point (110 min) across different concentrations of �-estradiol. (C) Noise
decomposition across different time points for the 50 nM �-estradiol
pulse experiment. (D) Dependency between volume (V) increase and
Y-Venus abundance. Intensity trajectories, volume increase and trans-
lation efficiency (c

5

) were computed via forward simulation of the in-
ferred model. The plot shows the Y-Venus abundance at 200 min ver-
sus the volume increase from 0 min until 200 min for the predicted
(triangles) and experimental data (circles). The inferred statistical de-
pendency between the volume increase and the translation (transl.) ef-
ficiency is indicated by the dashed iso-lines.
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online methods

Fluorescence Microscopy

All experiments were performed on the same epifluorescence microscope
(Eclipse Ti, Nikon Instruments), 60x (NA 1.4) oil objective and specific
(CFP/YFP/mCherry) excitation and emission filters located in an incuba-
tion chamber set to maintain 30

�C. Imaging conditions and parameters
were kept constant for all experiments. For each time point, images were
acquired at multiple positions using a motorized xy stage, and the focal
plane was maintained using a Nikon Perfect Focus System. The micro-
scope and peripheral hardware was computer controlled using µManager
[58]. Respective cell chambers were treated with filtered solution of con-
canavalin A dissolved in PBS (1 mg ml-1) for 30 min and were subsequently
rinsed with PBS. Single colonies of the respective yeast strain were picked,
inoculated in synthetic (SD) medium and grown overnight at 30

�C. The
saturated cultures were then diluted and grown in log phase for at least
two doubling times (>4 h). Before they were loaded into the imaging cham-
bers, the cell suspensions were diluted again (OD600 = 0.01) and briefly
sonicated.

Pulse Experiments

Single-cell traces were recorded by fluorescence microscopy with a 30 min
induction pulse of 25, 50 and 100 nM �-estradiol. The pulses were done by
switching between two hydrostatic-pressure (1 psi) driven flows (SD-full
and SD-full + �-estradiol) using a three-way solenoid valve (The Lee Com-
pany) connected to the cell chamber (µ-Slide VI0.4, Ibidi). Owing to the mu-
tually exclusive switching of the input sources, a constant flow through the
cell chamber could be achieved. The valve was connected to a computer
via a USB interface board (National Instruments) and controlled using cus-
tom software (Matlab, MathWorks). All connections were done using PTFE
tubing.

Image Analysis

All microscopy images were analyzed with the YeastQuant platform [175].
The GEV relocation and Venus expression time-lapse movies were seg-
mented on the basis of the nuclear CFP image from the HTA2-CFP marker.
The cell boundary was detected as a secondary object surrounding the nu-
cleus on the basis of the mCherry image. The expression of the Y-Venus
protein was quantified as the total intensity in the cell. The nuclear accu-
mulation of GEV-mCherry was quantified as the ratio between the average
intensity within the nucleus and the cytoplasm, respectively. The expres-
sion levels of the YFP-tagged proteins were measured with illumination
conditions similar to those used for the Y-Venus imaging. The cells were
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segmented on the basis of two bright-field images, and the total cellular
intensity of the cell was calculated.

Dual-Reporter Experiments

The intrinsic and extrinsic noise of the GEV system was characterized in
cells bearing pGAL1-quadrupleVenus and pGAL1-quadrupleCFP reporters.
The GEV was expressed under the control of the constitutive ADH pro-
moter. We used the same experimental protocol as for the single-reporter
experiments. The bright-field images were used to segment the cells, and
the total intensity of the cell in the YFP and CFP channel was quantified for
150-300 cells per condition (Supplementary Fig. 4). The intrinsic and extrin-
sic noise was calculated as described in ref. [182]. The time-resolved noise
decompositions for the 25 nM and 100 nM �-estradiol pulse experiments
are shown in Supplementary Figure 5.

Stochastic Modeling

We consider a well-mixed reaction system with d chemical species and ⌫
reaction channels. The random state vector X(t) collects the copy numbers
of species at time t representing, for instance, copy numbers of mRNA and
protein. We denote by X a whole trajectory of X(t) over the time interval
[0, t]. Subsequently, we will use the convention of denoting a random quan-
tity by an upper case letter and its realization by the corresponding lower
case letter; this also applies to Greek letters. The propensity functions of
the reactions are assumed to be of the form h

j

(x) = c
j

g
j

(x), with c
j

repre-
senting the stochastic rate constant and g

j

a function of the current state x.
We denote the set of all rate parameters as C = (C1, . . . ,C

⌫

) and assume
that they can be split into a set Z of extrinsic factors (such as translation
rate) that can vary across cells and a set S that is shared among clonal cells
(for example, elementary dissociation rate). Assuming time invariance of
extrinsic factors Z, we assign to them a probability distribution p(z | a),
where the extrinsic statistics a specify the shape of this distribution and
hence the population’s heterogeneity. Given a population of M cells, the
mth cell’s state is then described by a conditional continuous-time Markov
chain Xm | (Zm,S).

Modeling the Measured Data

Experimentally we can retrieve noisy measurements of a few molecular
species for M cells at different measurement times t

l

with l = 1, . . . ,N.
The acquisition error associated with the experimental technique is char-
acterized by a conditional measurement density p(ym | xm

l

,!) with xm
l

=
xm(t

l

) and ! as the realization of an unknown distribution parameter ⌦
such as the acquisition-noise variance. Furthermore, we define the state tra-
jectory of cell m between the lth and the kth measurement time as X

l:km
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and denote by Y
l:km the corresponding set of measurements. Note that

in contrast to Y
l:km , the state trajectory X

l:km denotes a continuous-time
sample path between t

l

and t
k

. Morphological features (such as cell vol-
ume) are incorporated by introducing morphological covariates Vm and
hypothesizing a statistical dependency between these covariates and the
extrinsic factors Zm. This dependency is described by a conditional den-
sity p(vm | zm,b), with b a set of shape parameters characterizing this
conditional density.

Heterogeneous Kinetics

The presence of extrinsic factors causes an increase of the parameter di-
mension with the number M of pooled cells. To overcome this problem,
we marginalize the trajectories over extrinsic factors

p (X | s,a) =
Z
p (X | z, s)p (z | a)dz (32)

giving rise to a marginal process X | (S,A) that directly depends on the
extrinsic statistics A. To illustrate its construction, let us assume that the
jth component of C is the only extrinsic factor in the model. On the basis
of the innovation theorem for counting processes [1], we can show that
X | (S,A) is again a jump process, where the propensity corresponding to
the extrinsic parameter can be generally written as

h
j

(x, t) = E [Z | x,a]g
j

(x(t)) (33)

where E [Z | x,a] denotes the conditional expectation of Z given a complete
trajectory x and the extrinsic statistics a. Convenient analytical evaluation
of equation (33) depends on the distributional assumption of Z.

For instance, the gamma distribution forms a reasonable compromise
between analytical tractability and flexibility. More specifically, it repre-
sents a very versatile distribution on the positive orthant, ranging from
overdispersed and right-tailed to underdispersed and symmetric distribu-
tions. Importantly, it was also shown to be well justified in the context of
stochastic chemical kinetics [69, 222].

If Z follows a gamma distribution, i.e., Z | a ⇠ G(↵,�) with a = (↵,�),
we have that [245, 124]

Z | (x,a) ⇠ G

✓
↵+ r

j

,�+

Z
t

0

g
j

(x(⌧))d⌧
◆

(34)

and hence

h
j

(x, t) =
↵+ r

j

�+
R
t

0

g
j

(x(⌧))d⌧
g
j

(x(t)) (35)

where r
j

denotes the number of occurrences of reaction j in x. As a con-
sequence of this marginalization, the Markov property is lost. However,
when augmenting the state space by the summary statistics

T(x) =
✓
r
j

,
Z
t

0

g
j

(x (⌧))d⌧
◆

(36)
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of the path x, the Markov property is recovered and, hence, stochastic
simulation can be efficiently performed using available methods [9]. Math-
ematical proofs and derivations for the general multivariate case, the ex-
tension to morphological covariates and a simulation algorithm are given
in Supplementary Note 1.

Statistical Inference Algorithm

As a general consequence of the above marginalization, it follows that any
kind of parametric uncertainty linearly entering the propensities can be in-
tegrated out and directly encoded into the process dynamics. This seems
generally useful from a Bayesian viewpoint, where parameters are charac-
terized by prior uncertainty. For instance, if the ith rate parameter C

i

is as-
sociated with a known prior distribution, for example, C

i

⇠ G(↵
i

,�
i

), the
marginal propensities are obtained in analogy to equation (33). Marginal-
ization with respect to every kinetic parameter in conjunction with a se-
quential Monte Carlo techniques leads to the proposed method, termed
Dynamic Prior Propagation (DPP). The goal of DPP is to compute the margi-
nal posterior distribution

p
�
x1
1:N, . . . , xM

1:N,a,b,! |
�
y1

1:N,⌫1
�

, . . . ,
�
yM
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��

/
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NY

l=1
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l

| xm
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#

⇥ p
�
x1
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1:N | a,b,⌫1, . . . ,⌫M
�
p(a)p(b)p(!)

(37)

where (y
1:Nm ,⌫m) denotes the tuple of measurements available for the

mth cell.
According to a Bayesian filtering approach, the posterior distribution

can be determined recursively over time. Consequently, the original sam-
pling problem breaks up into a sequence of subproblems with reduced
dimensionality.

Recursive sampling approaches inherently suffer from sample degener-
acy as soon as constant parameters are estimated in addition to the dy-
namic states. Although a majority of the parameters are integrated out,
A, B and ⌦ remain in the model. A standard approach to avoid such
degeneracies is to apply an invariant kernel to the static parameters at
each time instance, diversifying the parameter samples [219]. Here we use
a Metropolis-within-Gibbs Markov Chain Monte Carlo (MCMC) scheme,
where the latent space is further divided into blocks, which are resampled
successively. This requires sampling from the full conditional distributions,
which can be determined using the notion of Markov blankets [119]. A full
description of the algorithm and different variants thereof can be found in
Supplementary Note 1.

Note that posterior distributions over Z1, . . . ,ZM and S are not directly
computed by the marginalized inference scheme. However, they can eas-
ily be reconstructed via the law of conditional probability, as described
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in Supplementary Note 1. Empirical model evidences and Bayes factors
are directly calculated by the algorithm and do not require further com-
putations; the corresponding equations and their derivations are given in
Supplementary Note 1. A Matlab toolbox for DPP with a detailed tutorial
and a simple graphical user interface is made available at
https://github.com/koeppllab/DPP/.

Model-Based Noise Decomposition

The law of total variance is applied to dissect the total variability into
intrinsic, extrinsic and technical contributions. In particular, it holds that

SCV [Y
l

] =
E [E [Var [Y

l

| X
l

] | Z]]

E [Y
l

]2| {z }
technical

+
E [E [Var [Y

l

| X
l

] | Z]]

E [Y
l

]2| {z }
intrinsic

+
E [E [Var [Y

l

| X
l

] | Z]]

E [Y
l

]2| {z }
extrinsic

(38)

For the decomposition, the model parameters were set to their mean poste-
rior values, and the individual quantities were obtained via forward sim-
ulation. For the comparison with the dual-reporter experiments (Fig. 6

and Supplementary Fig. 5), the degradation rate of the model was set to
the previously reported half-life of the quadruple-Venus reporter [258] in
order to account for differences in the reporter lifetimes. A derivation of
equation (38) can be found in Supplementary Note 1.

https://github.com/koeppllab/DPP/
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Figure 19: Three candidate models for �-estradiol-induced gene expression. (a)
Two-state gene expression model. (b) Three-state gene expression
model where initiation-complex assembly is followed by a slow acti-
vation step representing either RNA polymerase (RNAP) binding or
chromatin remodeling. (c) Three-state model with refractory state.
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Figure 20: Calibrated single cell traces of Y-Venus expression over time for a
25 nM pulse of �-estradiol.
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Figure 21: Calibrated single cell traces of Y-Venus expression over time for a
100 nM pulse of �-estradiol.
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Figure 22: Intrinsic and extrinsic noise revealed by microscopy in a strain that
contains both CFP and YFP reporters driven by the pGAL1-promoter.
Expression was induced by addition of �-estradiol at different concen-
trations. Rough gates were applied time-point-wise on the CFP and YFP
channels in order to remove dead cells and segmentation errors. The
remaining cells (e.g., around 150-300) were used for estimating intrin-
sic and extrinsic noise. 50 randomly selected cells are plotted. Data at
t = 10 min is also shown on a zoomed scale for better illustration (in-
set scatter plots). The bar on each graph represents the percentage of
intrinsic (dark red) and extrinsic (green) noise over total noise.
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Figure 23: Comparison between predicted and experimentally determined noise
contributions for a 25 nM and 100 nM pulse of �-estradiol. The analysis
was performed such as described in the main text. Whiskers indicate
standard errors of the experimentally obtained quantities.
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supplementary note 1 :

T H E O RY A N D A L G O R I T H M S

marginal process dynamics

Let X | (S,Z) be a conditional CTMC describing the time evolution of a
reaction network with ⌫ reaction channels and associated kinetic param-
eters C = {C

1

, . . . ,C
⌫

}. The dynamics are governed by a set of fixed (i.e.,
shared) intrinsic parameters S = {S

i

| i = 1, . . . , I} as well as a set of ex-
trinsic factors Z = {Z

i

| i = 1, . . . , J} that randomly vary between cells.
Although a more general treatment is possible, we restrict ourselves to the
case where both the intrinsic parameters and extrinsic factors are kinetic
rate constants such that Z[ S = C. For a convenient notation and without
loss of generality, we assume a particular ordering of the kinetic param-
eters, i.e., C = {Z

1

, . . . ,Z
J

,S
1

, . . . ,S
I

}. Then, with X(t) = x as the state
of the CTMC at time t, the propensities for the next reaction are given by
h
j

(x, z
j

) = z
j

g
j

(x) for j = 1, . . . , J and h
i

(x, s
i

) = s
i

g
i

(x) for i = J+ 1, . . . ,⌫.
Our goal is to find a dynamic description of the marginal process X |

(S,A), where the extrinsic parameters are integrated out, such that their
randomness is directly encoded in the resulting process dynamics. Within
the theory of counting processes, such studies are centered around the in-
novation theorem [1]. In the context of CTMCs, a similar problem has been
investigated in [2], where the author studied the marginal dynamics of a
simple three-state Markov Chain with random intensities. In the following
we prove that the construction of a marginal process is possible for arbi-
trary reaction networks with propensity functions linear in Z (e.g., such as
for mass-action kinetics).

Proposition 1 The propensities of the reactions with index j = 1, . . . , J of the
marginal process X | (S,A) are given by

h
j

(x, t) = E
⇥
Z
j

| x,a
⇤
g
j

(x(t)), (39)

with E
⇥
Z
j

| x,a
⇤

as the conditional expectation of Z
j

given a sample path x =
{x(s) | s 2 [0, t]}. All other propensities, i.e., those corresponding to reaction
indices i = J+ 1, . . . ,⌫ remain unchanged.

Proof 3 Let P
�
X(t+ dt) = x(t) +�

j

| z
j

, x(t)
�

denote the probability that re-
action j fires within the interval [t, t + dt) given the current state x(t), where
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�
j

corresponds to the stoichiometric change vector of reaction j. Then, for the
marginal jump probability we obtain

P
�
X(t+ dt) = x(t) +�

j

| x,a
�

=

Z

ZJ

P
�
X(t+ dt) = x(t) +�

j

, z | x,a
�

dz

=

Z

ZJ

P
�
X(t+ dt) = x(t) +�

j

| x(t), z
j

�
p(z | x,a)dz

=

✓Z

ZJ

z
j

p(z | x,a)dz
◆
g
j

(x(t))dt

= E
⇥
Z
j

| x,a
⇤
g
j

(x(t))dt
= h

j

(x, t)dt.

(40)

⌅

Remark 2 (Moment Generating Function (MGF) Representation) We know
from [245, 124] that the likelihood function of a path x with respect to the param-
eters z is given by

p (x | z) /
JY

i=1

zri
i

exp

�

-
JX

i=1

✓
z
i

Z
t

0

g
i

(x(⌧))d⌧
◆✏

, (41)

where r
i

counts the number of reactions of type i.
Then, by applying Bayes’ formula, the conditional expectation in (39) can be

written as

E
⇥
Z
j

| x,a
⇤
=

Z

Z
z
j

p(z
j

| x,a)dz
j

=

Z

Z
z
j

p(x | z
j

)p(z
j

| a)

p(x | a)
dz

j

=

Z

ZJ

z
j

p(x | z)p(z | a)

p(x | a)
dz.

(42)

Hence, the marginal reaction hazard can be reformulated as

h
j

(x, t) = E
⇥
Z
j

| x,a
⇤
g
j

(x(t))

=

✓Z

ZJ

z
j

p(x | z)p(z | a)

p(x | a)
dz
◆
g
j

(x(t))

=

✓Z

ZJ

z
j

p(x | z)p(z | a)R
ZJ

p(x | z)p(z | a)dz
dz
◆
g
j

(x(t))

=
E
⇥
z
j

p (x | z) | a
⇤

E [p (x | z) | a]
g
j

(x(t))

=
E
h
z
j

Q
J

i=1

zri
i

exp
⌦
-
P

J

i=1

⇣
z
i

R
t

0

g
i

(x(⌧))d⌧
⌘↵

| a
i

E
hQ

J

i=1

zri
i

exp
⌦
-
P

J

i=1

⇣
z
i

R
t

0

g
i

(x(⌧))d⌧
⌘↵

| a
i g

j

(x(t)).

(43)



manuscript 4 : nature methods , 2014 85

We note that the expectations in the numerator and denominator can be rewritten
as higher-order partial derivatives of the MGF1 of Z | (A = a) [2] and we arrive
at

h
j

(x, t) =

"
@
Q

J

i=1

@ri

@�
j

Q
J

i=1

@�ri
i

G
Z|a(�1, . . . ,�

J

)

 Q
J

i=1

@ri
Q

J

i=1

@�ri
i

G
Z|a(�1, . . . ,�

J

)

!-1

3

5g
j

(x(t)),

(44)

with G
Z|a as the MGF of Z | (A = a) and �

i

⌘ -
R
t

0

g
i

(x(⌧))d⌧.

Example 1 (Univariate Gamma Distribution) We assume a one-dimensional
Gamma-distributed extrinsic parameter Z | (A = a) ⇠ G(↵,�) with a = {↵,�}
and reaction index 1. The MGF is known to be

G
Z|a(�) =

�↵

(�- �)↵

and the i-th derivative becomes

di

d�i
G

Z|a(�) =
�(↵+ i)

�(↵)

�↵

(�- �)↵+i

.

Hence, by substituting into (44) the marginal hazard function is given by

h
1

(x, t) =
↵+ r

1

�+
R
t

0

g
1

(x(⌧))d⌧
g
1

(x(t)). (45)

Example 2 (Conditioning on Covariates) Often, covariates V of Z can be ob-
tained experimentally (e.g., morphological features). We assume knowledge of a
measurement density such that V | (Z = z,B = b) ⇠ p(v | z,b). In this case, the
marginal hazard functions become

h
j

(x, v, t) =
"
@
Q

J

i=1

@ri

@�
j

Q
J

i=1

@�ri
i

G
Z|v,a,b(�1, . . . ,�

J

)

 Q
J

i=1

@ri
Q

J

i=1

@�ri
i

G
Z|v,a,b(�1, . . . ,�

J

)

!-1

3

5g
j

(x(t)),

where G
Z|v,a,b is the MGF of Z | (V = v,A = a,B = b) ⇠ p(z | v,a,b) /

p(v | z,b)p(z | a). In case of Example 1, i.e., Z | (A = a) ⇠ G(↵,�) and
V | (Z = z,B = b) ⇠ G(⇢,�z) with b = {⇢,�}, we obtain

p(z | v,a,b) / �↵

�(↵)
z↵-1 exp{-�z}

(�z)⇢

�(⇢)
v⇢-1 exp{-�zv}

=
�↵�⇢v⇢-1

�(↵)�(⇢)
z↵+⇢-1 exp{-z(�+�v)},

1 The moment generating function of a random vector Z = (Z
1

, . . . ,Z
n

) is defined as
E
⇥
e�1Z1+...+�nZn

⇤
.
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and hence, Z | (V = v,A = a,B = b) ⇠ G(↵+⇢,�+�v). Then, the marginal
reaction hazard is given by

h
1

(x, v, t) =
↵+ ⇢+ r

1

�+�v+
R
t

0

g
1

(x(⌧))d⌧
g
1

(x(t)). (46)

Since a more detailed analysis of the marginal stochastic process is be-
yond the scope of the present study, the above derivations are restricted
to parts that are needed for the inference scheme and the performed case
studies. However, we remark that such a marginalization can also be per-
formed if the distributional assumptions on Z are different than Gamma
[3, 255].

Stochastic Simulation of Marginal Dynamics

As indicated in the main text, the marginal process is governed by time-
dependent hazard functions. However, exact simulation can be performed
using standard methods such as the first reaction method [76]. In contrast
to standard SSA, waiting times �t

j

are computed for each reaction indi-
vidually by solving

Z
�t

j

0

h
j

(x, t)dt = - ln ⌧
j

, (47)

with h
j

(x, t) as the reaction hazard for reaction j and ⌧
j

as a random num-
ber drawn from U(0, 1). Subsequently, the next reaction index i is selected
according to the smallest waiting time �t

i

. For homogeneous reactions we
obtain �t

j

= -(c
j

g
j

(x))-1 ln ⌧
j

with x as the current state of the system.
For instance, in presence of Gamma-type heterogeneity, the solution of (47)
becomes

�t
j

= -
G

j

(x, t) +�- exp
h
-

ln⌧

j

↵+r

j

+ ln
�
G

j

(x, t) +�
�i

g
j

(x)
(48)

with G
j

(x, t) =
R
t

0

g
j

(x(s))ds.
In the following, we will frequently consider cases, where an ensem-

ble of M trajectories (each of them corresponding to particular cell) need
to be simulated. Moreover, sample paths are not simulated on the full
measurement interval, but rather established in a sequential manner (i.e.,
successively extended as time increases). We know from above that the
marginal process can be simulated at any time conditional on its history.
More specifically, each propensity function depends on certain path statis-
tics, summarizing the past of the corresponding reaction channel. In case
of the reactions that correspond to the shared kinetic parameters, the sum-
mary statistics contain information about a particular cell, as well as all
other cells in the population. As a consequence, the marginal trajecto-
ries become explicitly dependent (as opposed to the original Markovian
model). In contrast, the reaction propensities corresponding to the extrin-
sic factors only depend on their own history due to the assumption that
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each cell’s extrinsic factors are independently drawn. In the following, we
denote by Tk

l

= (T
1

[k, l], . . . , T
J

[k, l]) with T
j

[k, l] = (R
j

[k, l],G
j

[k, l]) the
collection of path statistics required for simulating the k-th cell at time t

l

.
The statistics corresponding to the intrinsic reactions i = J+ 1, . . . ,⌫ are
inductively defined as

k = 2, . . . ,M : R
i

[k, l] = R
i

[k- 1, l] + r
i

(xk-1

l:l+1

)

G
i

[k, l] = G
i

[k- 1, l] +
Z
t

l+1

t

l

g
i

(xk-1(⌧))d⌧

k = 1 : R
i

[1, l] = R
i

[M, l- 1] + r
i

(xM
l-1:l)

G
i

[1, l] = G
i

[M, l- 1] +

Z
t

l

t

l-1

g
i

(xM(⌧))d⌧

(49)

with R
i

[1, 1] = G
i

[1, 1] = 0 and r
i

(x) as the number of reactions of type i

in x. Similarly, we obtain for the statistics corresponding to the extrinsic
reactions j = 1, . . . , J

R
j

[k, l] = R
j

[k, l- 1] + r
j

(xk
l-1:l)

G
j

[k, l] = G
j

[k, l- 1] +

Z
t

l

t

l-1

g
j

(xk(⌧))d⌧
(50)

with R
j

[k, 1] = G
j

[k, 1] = 0 for k = 1, . . . ,M.
For instance, consider M trajectories on N- 1 subintervals. For a set of

hyperparameters a, the joint path-likelihood can be compactly written as

p(x1
1:N, . . . , xM

1:N | a) =
NY

l=2

MY

m=1

p(xm
l-1:l | x

m

l-1

, Tm

l-1

,a). (51)

sequential markov chain monte carlo (smcmc)

Several techniques for the inference of partially observed stochastic reac-
tion systems have been recently proposed [8, 258, 84, 83, 171]. Generally,
such methods can be divided into two subgroups, i.e., analytical [258, 171]
and sampling-based approaches [8, 84, 83]. While the former are beneficial
in terms of computational complexity, they typically rely on approxima-
tions of the target posterior distribution. In contrast, sampling-based ap-
proaches are capable of drawing samples from the exact posterior distribu-
tion, but on the downside, require a larger computational effort, especially
when dealing with a high-dimensional parameter- and state-space. Here,
we combine a sampling-based approach with the analytical marginaliza-
tion described above. Typically, such marginalized inference schemes can
profit from expedient statistical properties such as a reduced variance of
the resulting parameter- and state estimates. In the following, we give a
detailed description of the proposed method.

As described in the Online Methods, the hierarchical state space model
from Figure 1B can be marginalized with respect to the kinetic parameters
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a b c

Figure 24: Graphical explanation of the marginalization. (a) Original Bayesian net-
work. (b, c) Marginalized Bayesian networks. Both models represent
valid Bayesian networks for the marginalized model (i.e., are mathe-
matically equivalent), whereas they differ in the causality between V

and X. Note that for clarity, individual time points are not represented
separately in the above illustration.

as well as the extrinsic factors such that DPP can be applied. However, the
resulting model quantities, i.e., A, B and ⌦ remain in the model. This is
illustrated in Figure 24a, Figure 24b and Figure 24c (see caption for further
details).

The joint distribution of the marginalized model is given by

p(a,b,!, x1
1:N, . . . , xM

1:N,y1

1:N, . . . ,yM

1:N, v1, . . . , vM) =
"

MY
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p(vm | xm
1:N,b,a)

#

p(x1
1:N, . . . , xM

1:N | a,b)p(a)p(b)p(!).

(52)

We are interested in sampling from the posterior distribution

p(x1
1:N, . . . , xM
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/
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| xm
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,!)

!

p(vm | b,a)

#

p(x1
1:N, . . . , xM

1:N | a,b, v1, . . . , vM)p(a)p(b)p(!),

(53)

where {x1
1:N, . . . , xM

1:N,a,b,!} denote the unknown (i.e. latent) quantities.
As sampling from the full latent space is practically impossible, we stick to
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a recursive Bayesian inference procedure, where the posterior distribution
at time t

l

is computed from the posterior distribution at time t
l-1

as

p
�
x1
1:l, . . . , xM

1:l,a,b,! | {y1

1:l, v
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�

/
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1:l-1

, v1}, . . . , {yM

1:l-1

, vM}
�

,

(54)

By exploiting the recursive relation of the posterior distribution, the orig-
inal inference problem breaks up into a sequence of smaller problems
which are easier solve. The resulting algorithms go under the name of
sequential Monte Carlo (SMC) methods [54, 53]. When applied to combined
parameter- and state inference problems, standard SMC methods are likely
to suffer from particle degeneracy, since the static parameters cannot take
values different from their initialization at time t

1

. One strategy to over-
come such problems is to randomly perturb the static parameters at each
time step, in order to maintain diversity among the particles [219]. Prac-
tically, this means that the parameter values of a drawn particle are dis-
carded and newly sampled. Importantly, the resampling should be per-
formed such that the new parameter values are again a valid sample from
the posterior distribution. This is generally achieved be applying an invari-
ant kernel to the original parameter values.

For that sake, note that the posterior can be written as

p
�
x1
1:l, . . . , xM

1:l,a,b,! | {y1

1:l, v
1}, . . . , {yM

1:l, v
M}
�
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�
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1
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M
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M}
�
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�
x1
1:l, . . . , xM

1:l | {y
1

1:l, v
1}, . . . , {yM

1:l, v
M}
�

.

(55)

Hence, diversified samples {x̃1
1:l, . . . , x̃M

1:l, ã, b̃, !̃} can be drawn by first
sampling trajectories

�
x̃1
1:l, . . . , x̃M

1:l

 
⇠ p

�
x1
1:l, . . . , xM

1:l | {y
1

1:l, v
1}, . . . , {yM

1:l, v
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(56)

and subsequently drawing
�
ã, b̃, !̃

 
⇠ p

�
a,b,! | {x̃1

1:l,y
1

1:l, v
1}, . . . , {x̃M

1:l,y
M

1:l, v
M}
�

. (57)

Within an SMC framework it is straight-forward to sample from the margi-
nal distribution (56), given that the full posterior at a certain time step is
available as a set of (possibly weighted) particles. Once a sample is drawn,
marginalization is carried out by only considering the variables of interest
(i.e., {x̃1

1:l, . . . , x̃M
1:l}). However, it appears to be complicated to directly sam-

ple from (57) using standard techniques such as the Metropolis-Hastings
(M-H) algorithm. More specifically, such sampling methods rely on ap-
propriate proposal distributions that are typical hard to find - especially
if the sampling space is large. In such cases it can be beneficial to use a
Gibbs-like Metropolis-Hastings sampler [152], where subsets of variables
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are resampled conditionally on the other variables, i.e., are drawn from
the respective full conditional distributions2. Those distributions satisfy the
invariance requirement [188] and can be easily identified from the under-
lying Bayesian network. On the one hand, some of the full conditional
distributions might be of standard form, such that samples can be drawn
straight away (e.g., if the distribution is Gaussian). On the other hand, it is
often less challenging to find good proposal distributions for a single quan-
tity such that better acceptance ratios can be achieved. Assume that the set
of all variables in a network is partitioned into subsets U = {U

1

, . . . ,U
J

}.
Then the subset U

j

is independent of all other variables in the Bayesian net-
work when conditioned on its Markov blanket MB(U

j

), defined as the set
of parents, children and the children’s parents of U

j

[119]. Hence, the full
conditional distribution over U

j

is given by p(U
j

| U
j

) = p(U
j

| MB(U
j

)).
Defining subsets U

1

= {⌦} and U
2

= {A,B} we obtain

!̃ ⇠ p
�
! |

�
x̃1
1

,y1

1

 
, . . . ,

�
x̃M
l

,yM

l

 �
(58)

�
ã, b̃

 
⇠ p

�
a,b |

�
x̃1
1:l, v

1

 
, . . . ,

�
x̃M
1:l, v

M

 �
. (59)

In the following, we will discuss in detail how to resample the individ-
ual quantities in (56), (58) and (59).

p
�
x1
1:l, x2

1:l-1

, . . . , xM
1:l-1

,a,b,! | {y1

1:l, v
1}, . . . , {yM
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, vM}
�

/ p(y1

l

| x1
l

,!)p(x1
l-1:l | x

1

l-1

,a,b, v1, T1
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)

⇥ p
�
x1
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, . . . , xM
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,a,b,! | {y1
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, v1}, . . . , {yM

1:l-1

, vM}
�

.

(60)

Note that we can easily sample from (60) using a M-H criterion. If we
propose samples

{x̃1
1:l, x̃2

1:l-1

, . . . , x̃M
1:l-1

, ã, b̃, !̃}

⇠ p(x1
l-1:l | x

1

l-1

,a,b, v1, T1

l-1

)

⇥ p
�
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, . . . , xM
1:l-1

,a,b,! | {y1
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, v1}, . . . , {yM

1:l-1

, vM}
�

,

(61)

the acceptance probability reduces to

�1
x

= min
�
1,

p(y1

l

| x̃1
l

, !̃)

p(y1

l

| x1
l

,!)

�
. (62)

We proceed analogously for the remaining cells until we have obtained
the full posterior distribution over all cells at time t

l

. Note that samples
from p(xm

l-1:l | x
m

l-1

,a,b, vm, Tm

l-1

) are easily obtained using the stochastic
simulation algorithm from section 6. For all algorithms considered in this
work, we adopt this choice of proposal distribution.

2 Such a scheme can be understood as component-wise modification of the standard M-H
sampler.
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Resampling the Measurement Parameters

In most realistic cases, statistics of the measurement noise are unknown
and hence, need to be included into the inference. We note that the mea-
surement parameters ⌦ are independent of all other nodes in the net-
work given the state at the sampling points xm

l

and measurements ym

l

for
all m = 1, . . . ,M, i.e., conditional on the set MB(⌦) = {{Xm

i

, Ym

i

} | i =
1, . . . , l^m = 1, . . . ,M}. Therefore, the full conditional can be written as

p(! | {X1

1

, Y1

1

}, . . . , {XM

l

, YM

l

}) /
 

MY

m=1

lY

i=1

p(ym

i

| xm
i

,!)

!

p(!). (63)

Depending on the specific structure of measurement likelihood function
p(ym

i

| xm
l

,!), the corresponding unknown parameters ⌦ and the prior
p(!), eq. (63) might be of standard form. For instance, for a normally
or log-normally distributed measurement noise with unknown scaling pa-
rameter ⌦ := �, gamma priors ⌦ ⇠ G(↵

!

,�
!

) can be used. In particular,
samples from the resulting full conditional are obtained as !̃ =

p
1/⌧̃with

⌧̃ ⇠ G
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,
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(64)

in case of a normal measurement noise and with
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,
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(65)

in case of a log-normal measurement noise.

Resampling the Extrinsic Statistics and Morphological Shape Parameters

We know from (59) that A and B can be resampled conditional on��
X1

1:l,V
1

 
, . . . ,

�
XM

1:l,V
M

  
. The corresponding full conditional distribu-

tion takes the form

p
�
a,b | {x̃1
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1}, . . . , {x̃M

1:l, v
M}
�
=

1

Z

 
MY

m=1

p(x̃m | vm,a,b)p(vm | a,b)

!

p(a)p(b).
(66)

Evaluation of eq. (66) requires knowledge of the marginal path likeli-
hood functions p(x | v,a,bm). We assume the same configuration as in
Example 2, i.e., one-dimensional extrinsic factors Z and corresponding co-
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variates V . The path likelihood given the shared parameters S and extrinsic
factors Z is given by

p(x | s, z) /
 

⌫Y
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i
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f
i

(x, s
i

)⇥ f
1
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(67)

Due to the product form of (67), only the function f
1

corresponding
to the extrinsic factor Z will depend on A and B, i.e., the marginalized
likelihood function becomes

f
1

(x,a,b, v) =
Z

Z
f
1

(x, z)p(z | a)p(v | z,b)dz

/
Z

Z
f
1

(x, z)p(z | v,a,b)dz

= E. [f
1

(x, z) | v,a,b]

(68)

In case of Gamma-distributed random effects Z | (A = a) ⇠ G(↵,�) and
covariates V | (Z = z,B = b) ⇠ G(⇢,�z), we know that Z | (V = v,A =
a,B = b) ⇠ G(↵+ ⇢,�+�v). Hence, we further obtain

f
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(69)

Similarly, the density p(v | a,b) is found to be

p(v | a,b) =
Z

Z
p(v | z,b)p(z | a)dz

=
�↵�⇢v⇢-1�(↵+ ⇢)(�+�v)-(↵+⇢)

�(↵)�(⇢)
.

(70)

Finally, we can rewrite (66) as

p
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(71)
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Due to the complicated structure of (69) and (70), we cannot directly
sample from the full conditional such that we again make use of a M-H
step, where proposed samples {ã, b̃} ⇠ q(·, ·) are accepted with probability

�
A,B = min

�

1,
Q

M

m=1

f
1

(xm, ã, b̃, vm)p(vm | ã, b̃)p(ã)p(b̃)q(a,b)
Q

M

m=1

f
1

(xm,a,b, vm)p(vm | a,b)p(a)p(b)q(ã, b̃)

✏

. (72)

For the case studies considered here, we chose q to be a multivariate log-
normal distribution.

Full Posterior Reconstruction

Since we have marginalized the joint distribution with respect to certain
variables, execution of the inference scheme can only deliver marginal
posterior distributions. More specifically, the algorithm returns a set of P
particles consisting of the variables {X1

1:l-1

, . . . , XM

1:l-1

,A,B,⌦}, while the
shared and extrinsic parameters S and Z1, . . . ,ZM are not included. How-
ever, the particle distribution over all variables can be easily reconstructed
via the law of conditional probability, i.e.,

p(s, z1, . . . , zM, x1
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(73)

This implies that a particle from the full posterior distribution can be
constructed by first drawing a particle from the marginal distribution
and subsequently sampling S and Z1, . . . ,ZM conditional on that par-
ticle. If we assume Gamma-type prior distributions for each of the ki-
netic parameters, i.e., S

i

⇠ G(
i

,�
i

), the corresponding conditional dis-
tribution p(s
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| x1
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Moreover, the marginal parameter posterior can be written as a multi-

variate compound Gamma distribution
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with p(s | x1
1:l, . . . , xM

1:l) given by the product of the individual conditional
distributions, i.e.,Q

⌫

i=J+1

G (
i

+ R
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,�
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+G
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). Note that R
i

and G
i

are functions of the sam-
ple paths and that the expectation in (74) is taken with respect to the
smoothing distribution
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with ⇤(p)
S

= {x1
1:l, . . . , xM

1:l}
(p) collecting the M sample paths of the p-th

particle. Consequently - within the finite particle representation - (74) is
approximated as a sum of Gamma distributions.

Analogously, we can perform the reconstruction of the marginal (and
joint) posterior for the extrinsic factor Z, which for clarity is again assumed
to be one-dimensional. Note however, that according to the product form
in (73), this can be carried out independently for each cell. For the m-th
cell we compute the compound density

p(zm | {y1

1:l, v
1}, . . . , {yM

1:l, v
M}) = E [p(zm | xm

1:l, v
m,a,b)] , (76)

where the expectation is taken with respect to the distribution
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with ⇤(p)
Z

= {xm
1:l,a,b}(p). The full conditional distribution inside the ex-

pectation factorizes as

p(zm | xm
1:l, v

m,a,b) / p(xm
1:l | z

m)p(vm | z,b)p(zm | a) (78)

and within the setup of Example 2, is again given by a Gamma distribu-
tion, i.e.,
G
⇣
↵+ rm

1

+ ⇢,�+
R
t

l

0

g
1

(xm(⌧))d⌧+�vm
⌘

. It follows that the marginal
posterior distributions over the extrinsic factors Zm can again be approxi-
mated by sums of Gamma distributions.

Implementation Aspects

Although the algorithm structure is mathematically characterized by the
foregoing derivations, several implementation variants are possible. It turns
out that certain implementation details may have significant impact on the
achieved performance. For instance, resampling of the static parameters
can be carried out before or after sampling the dynamic states. Both strate-
gies are mathematically correct, however, the former generally achieves
better results as every particle that is drawn from the distribution at t

l-1

receives a newly sampled value. In contrast, when sticking to the latter
strategy, some of the resampled parameters are immediately lost as the
corresponding particles are never drawn again at the subsequent time step.
Furthermore - unlike classical sequential importance sampling methods -
the proposed algorithm requires a short burn-in period at each time it-
eration. In all simulation studies, we discarded around 10 percent of the
particles.

Finally, we mention that one is free to chose the order of the recursive
updates, meaning that single measurements can be incorporated first over
time and then over cells or vice versa. If one is mainly interested in pa-
rameter estimation, we recommend to use the latter strategy, whereas the
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sequence of processed cells at a particular time-step should be chosen ran-
domly. This is likely to produce diversified summary statistics and in turn
smooth posterior distributions over parameters. In contrast, processing en-
tire cell trajectories one after each other appears to be beneficial if one
aims to perform a state reconstruction. In the same context, we would like
to discuss an interesting modification of the algorithm. In particular, it is
based on the idea to resample and update individual cells simultaneously,
i.e., without updating the posterior between consecutive cells. While a the-
oretical analysis of that algorithm shall be performed in the future, it has
proven to perform well for both state reconstruction and parameter infer-
ence while getting along with comparably few particles per time instance.
All of the three algorithm variants will be supported by the public DPP
toolbox (i.e., cells-first, time-points-first, simultaneous).

An exemplary implementation of the marginal SMCMC algorithm (i.e.,
the cells-first variant) is summarized in Algorithm 1.

Algorithm 1 (Marginal SMCMC) We assume that we have given the most
recent posterior distribution as a set of particles. Then, the updated posterior dis-
tribution incorporating the next measurement of cell m is obtained by:

1.) For each particle p = 1, . . . ,P:

1.) Select the p-th particle from the particle distribution at time t
l-1

.

2.) Resample the measurement parameters !̃ using (64) or (65).

3.) Resample the extrinsic statistics and morphological shape parameters
⇠̃ =

�
↵̃, �̃, ⇢̃, �̃

 
using a M-H step with proposal density

q(⇠̃) =
Q

4
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�
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i

,�2
⇠

�
and acceptance probability (72).

4.) Propose a sub-trajectory bxm
l-1:l ⇠ p(xm

l-1:l | x
m

l-1

, ã, b̃, vm, Tm

l-1

) by sim-
ulating the marginal dynamics on [l- 1, l] using the resampled parame-
ters ã and b̃.

5.) Merge the sub-trajectories to obtain a full sample path
bxm
1:l = {xm

1:l-1

,bxm(l-1,l]}.

6.) If p = 1: Accept particle with probability 1.
Else: Accept particle with probability

�m
x

= min
�
1,

p(ym

l

| bxm
l

, !̃)

p(ym

l

| x̃m
l

,!)

�
,

where! denotes the measurement noise parameter of the previous particle.

7.) Update p-th particle of the posterior distribution at time t
l

using the
newly sampled quantities.
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Remark: Note that the case where no morphological features are used for
the inference can be understood as a special instance (or simplification) of
the described algorithm. Hence, we do not provide additional equations
for this scenario - in particular as they are straight-forward to obtain from
the provided derivations.

Bayes Factor Computation

We perform model selection by calculating the Bayes factor for two compet-
ing models M

1

and M
2

with equal prior probability P(M = m
1

) = P(M =
m

2

) = 0.5. We consider pooled time-course measurements from a hetero-
geneous population but for simplicity exclude the morphological features
from the analysis. Note that in this case, only the parameters A and ⌦ are
required to specify the model. The Bayes factor is then given by

K
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p(y1

1:l, . . . ,yM

1:l | m1

)

p(y1

1:l, . . . ,yM

1:l | m2

)
. (79)

Within the SMCMC framework, the marginal likelihood (i.e., the model-
evidence) computations in (79) turn out to be straight forward as they can
be carried out recursively as
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(80)

The individual terms in (80), i.e., the predictive densities, are given by
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(81)

where the expectation is take with respect to the density
p(x1

1:i, . . . , x1
1:i,a,! | y1

1:i-1

, . . . ,yM

1:i-1

), which is simply obtained by draw-
ing a particle
{x1

1:i-1

, . . . , x1
1:i-1

,a,!}(p) from the previous time step and extending the
dynamic states until t

i

using the parameters a(p) and !(p) from that par-
ticle.

Bayes factors are often expressed in units of information such as in
Deciban (dB), i.e.,

K
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dB. (82)

Model-based Noise Decomposition

Let Y
l

be a one-dimensional noisy readout of the X
l

at time t
l

and Z a
constant extrinsic factor. For the sake of clarity, all other model quantities
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are dropped in the notation of the following derivation. The total variance
of Y

l

can be decomposed as
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⇥
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(83)

Note that since the SCV is defined as the ratio between the variance and
squared mean, the same decomposition applies, whereas each of the three
contributions is divided by a time-dependent factor, i.e., the squared ex-
pectation of the measurement Y

l

. All three terms were computed via sim-
ulation of the calibrated model, by setting the model parameters to their
mean posterior estimate.
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supplementary note 2 :

I N F E R E N C E R E S U LT S U S I N G S I M U L AT E D D ATA

The gene expression model considered in this case study is depicted in
Figure 25, where u(t) denotes a time-dependent gene-activation rate (e.g.,
driven by a temporary TF-translocation) and c

2

- c
6

denote stochastic rate
constants. All reactions are assumed to follow mass-action kinetics.

+

+

Figure 25: Kinetic model for two-stage gene expression.

The input rate u(t) is chosen to switch between two values (i.e., u
0

=
0s-1 and u

1

= 3.00e- 05s-1), such as indicated in Figure 14 C in the main
text. For simplicity we assume u(t) and c

6

= 4.00e- 04s-1 to be known.
Kinetic parameters c

2

, c
3

and c
4

are to be inferred from the measure-
ments, whereas we assume independent and Gamma-distributed prior
knowledge. Extrinsic heterogeneity is modeled in the translation efficiency
(i.e., z ⌘ c

5

). More specifically, we assume a heterogeneity of the form
Z | (A = a) ⇠ G(↵,�). Each cell being measured comes with an additional
morphological feature (e.g., such as the cell size), which is assumed to sta-
tistically depend on the translation efficiency such that V | (Z = z,B =
b) ⇠ G(⇢,�z). The parameters b = {⇢,�} describing this dependency to-
gether with a = {↵,�} are as well estimated from the data. For each of
those quantities, we assume independent log-normal prior distributions.
Similarly, we estimate the measurement noise parameter (i.e., the scaling
parameter of a log-normal distribution) with a Gamma-shaped prior un-
certainty. Statistics of the prior and resulting posterior distributions are
given in Table 5. A density plot of the posterior distribution over the mor-
phological parameters ⇢ and � is depicted in Figure 26.

True value

Posterior mean

−1 0 1 2
1

2

3

4

Figure 26: Posterior density plot over the morphological parameters ⇢ and �.
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supplementary note 3 :

S T R A I N S A N D P L A S M I D S

Plasmids and Yeast strains are listed in Tables 6 and 7.
pSP45 and pSP212 are based on pRS vectors [207]. pSP45 was con-

structed by inserting a Ubi-Y destabilizing sequence between SpeI and
HindIII and a single Venus fluorescent protein cassette between HindIII
and XhoI. pSP212 was cloned by inserting an mCherry protein between
XbaI and HindIII in a pRS315 pTEF plasmid. The GEV sequence was in-
serted between the promoter and the fluorescent protein by gap repair.

For yMU16, plasmids pSP45 and pSP212 were integrated into ySP37,
where the nuclear protein Hta2 is tagged with CFP by adapter mediated
genome alteration [186] in a Wild Type (WT) yeast Saccharomyces cerevisiae
(W303) (ySP2). Colonies of strong and homogeneous expressing transfor-
mants were selected by microscopy after induction with �-estradiol after
each transformation step.

The GEV-mCherry was integrated in the URA3 locus by homologous
recombination between a pRS306 plasmid cut in the Multiple Cloning Site
(MCS) site and a PCR amplifying the MCS region of pSP212.

yMU19-28 were constructed by tagging the respective protein in the
ySP2 WT strain with a Venus protein (pKT90) [204]. Strong and homo-
geneous expressing transformants were selected by microscopy.

Plasmid Description Source/Ref

pSP45 pRS305 pGAL1-Ubi-destabY-Venus This study
pSP94 pFa6A mCherry-Ura This study
pSP212 pRS415 pTEF-GEV-mCherry This study

Table 6: List of Plasmids
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supplementary note 4 :

Q U A N T I F I C AT I O N O F P R O T E I N L E V E L S

A mapping between fluorescence intensities, obtained by microscopy
experiments, and the absolute copy numbers of fluorescent proteins was
established. From proteins in the Yeast GFP Fusion Localization Database
[104] that showed a homogenous distribution in the cytoplasm, we se-
lected several ones with numbers of molecules per cell [75] covering ap-
proximately the range from 1000 to 40000. Selected proteins and the num-
bers of molecules per cell are listed in Table 8

Standard Name Systematic Name Molecules per Cell

Ygr117cp 1280

Gpx2p Ybr244wp 2010

Tma108p Yil137cp 5110

Sse2p Ybr169cp 6300

Hog1p Ylr113wp 6780

Tda1p Ymr291wp 10200

Hsp104p Yll026wp 32800

Car1p Ypl111wp 42800

Table 8: List of Reference Proteins

Strains yMU19-28, each with one of the reference proteins tagged with
a single Venus fluorescent reporter, were constructed as described in Sup-
plementary Note 3. A WT strain ySP2 (to account for the autofluorescence)
and the reference strains yMU19-28 were then grown and prepared before
200 µl of the diluted and briefly sonicated cell solution were loaded into
96-well plates for obtaining fluorescence microscopy images (see Supple-
mentary Note 3).

A mapping between the total fluorescence intensities, averaged over sev-
eral cells, and absolute protein copy numbers was obtained by a linear
regression model of the form

I = kn+ d
AF

+ ⇠, (84)

with I as the total intensity within a cell, k as a scaling constant, n as the
absolute number of proteins, d

AF

as a constant bias arising from autoflu-
orescence and ⇠ as a zero-mean, normally distributed error term. For a
graphical illustration and calibrated single cell traces see Figure 27 and
Figures 20 and 21.

An aggregation of sequential events downstream of the transcription
initiation process (e.g., post-transcriptional / translational modifications,
reporter maturation, etc.) may induce a static delay in the imaging-based
Y-Venus readout. This effect is also visible in Figure 27, where the protein
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Figure 27: Quantification of protein levels. (a) Linear regression (dashed line) be-
tween the total fluorescence per cell and the number of molecules. The
red circles show the total YFP fluorescence per cell averaged over sev-
eral cells for measured strains (ySP2, yMU19-28). (b) Calibrated single
cell traces of Y-Venus expression over time for a 50 nM pulse of �-
estradiol.

readout appears to fluctuate around zero for the first few time points. In
order to correct the quantified protein traces by that delay, we apply a
one-sided Kolmogorov-Smirnov test between the protein samples at time
t = 0 min and the subsequent acquisition points. Hence, the test decides
whether the protein abundance over all cells at time points t

1

, t
2

, . . . is
statistically higher than that of t

0

= 0 min. The resulting p-values for the
increasing time-delays and the desired confidence level (i.e., p = 0.05) are
depicted in Figure 28. The p-value significantly drops for a time delay
of �t = 30 min and hence, we removed the first three time-points of the
measured abundance traces.
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Figure 28: Time-delay estimation in Y-Venus abundance measurements.

We remark that several alternative strategies to account for the time-
delay could be followed. For instance, one can include maturation reac-
tions for the fluorescent proteins or include the time-delay as an additional
unknown parameter into the SMCMC scheme or estimate the initial con-
ditions at the first non-removed time point - to name a few. Furthermore,
one could explicitly model additional multi-step reactions that are likely
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to be present at different stages of gene expression. However, the reader
should keep in mind that including more unknown parameters into the
inference will yield an increased overall estimation uncertainty.
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supplementary note 5 :

I N F E R E N C E R E S U LT S F O R T H E � - E S T R A D I O L E X P R E S -
S I O N S Y S T E M

We performed a Bayesian model selection as described in Supplementary
Note 1 in order to find out which of the three hypothesized kinetic mod-
els from Figure 19 is best supported by the experimental data. Using the
same procedure, we also decided between a normally and log-normally
distributed measurement noise. Note that upon execution of the DPP-based
inference, no extra computational effort is needed, as the required statistics
are retrieved within the SMCMC algorithm. In order to obtain a fair com-
parison, we chose parameter prior information being roughly consistent
across all the models under study. High evidence was found for a log-
normally distributed measurement error (i.e., above 1 0 0 dB compared to
normally distributed error in conjunction with model a). Note that the ob-
tained model rankings are subject to sampling variance. Hence, in case of
the three kinetic models, we computed the model-evidences five times in
order to check the robustness of the obtained results. We know from Sup-
plementary Note 1 that the evidence is computed as a product of predictive
densities, each corresponding to a particular time-point. Hence, in order
to approximately assess the variability over different runs, we randomly
combined the individual terms over the five repeats and computed his-
tograms over the resulting model-evidences. The results (shown in Figure
29) demonstrate that the two-state model a ranked best. Although there
is a significant overlap with the histogram of the three-state model c, the
results indicate no need for using the more complicated model c. More-
over, the figure indicates little evidence for model b compared to a and c.
We then computed the average model-evidence and the respective Bayes
factors, i.e., around 6 . 8 dB when comparing a to c and 5 1 . 8 dB when
comparing a to b. For compactness, prior and posterior statistics are only
given for the winning model a (see Table 9).

−60 −50 −40 −30 −20 −10 0

Log-Evidence

Fr
eq

u
en

cy

Two-state (a)

Three-state (b)

Refractory-state (c)

Figure 29: Robustness evaluation of Bayesian model selection with respect to
models a, b and c. All histograms were shifted by the same constant
for a better visualization.

For c
1

, c
2

and c
3

we used weakly informative exponential priors, i.e.,
p ( · ) = G ( 1 , 1 0 ) , with their quantiles shown in Table 9. In case of the
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mRNA and protein degradation rates c
4

and c
6

, the priors were cho-
sen such that roughly 95 percent of the probability mass were within
the ranges [ 3 , 4 0 ] and [ 1 5 , 2 0 0 0 ] minutes expected half life (i.e., C

4

⇠

G ( 3 , 2 0 0 0 ) and C
6

⇠ G ( 1 , 5 0 0 0 )). Furthermore, for the hyperparame-
ters ↵ and � , a two-dimensional log-normal prior distribution
LN (µ

A

, ⌃
A

) with

µ
A

=

 
2.71
5.70

!

and ⌃
A

=

 
0.20 0.00
0.00 0.20

!

was used such as to be consistent with the results found in [166]. In order
to avoid a biased inference, we again picked a weakly informative log-
normal prior distribution over the morphological parameters ⇢ and �, i.e.,
LN (µ

B

,⌃
B

) with

µ
B

=

 
2.30
10.82

!

and ⌃
B

=

 
2 0

0 2

!

.

Furthermore, Figure 30 shows the posterior densities for each pair of
kinetic rate constants.

Posterior mean
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Figure 30: Inferred posterior densities between individual rate constants. As in
the main text, û denotes the temporal average of the nuclear GEV in-
tensity; the mean values of the posterior distributions are shown by
dashed lines.

In order to asses the sensitivity of the inferred gene-switching rates with
respect to the prior distribution, we re-ran the inference procedure using
a weaker prior distribution. In particular we used for both c

1

and c
2

a
Gamma distribution G(0.5, 5), showing heavier tails as well as more prob-
ability mass for small values of c

1

and c
2

(i.e., slow switching). Figure 31

shows a density plot of the prior and the obtained posterior distribution.
The resulting mean posterior estimates are practically equivalent to the
results from Table 9. Although the prior density takes comparably small
values for high switching rates, the posterior was pushed to that parameter
region.

mcmc diagnostics . The algorithm is based on a sequential execu-
tion of individual MCMC samplers (corresponding to time points and cells).
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Figure 31: Inferred posterior density (red) over gene-on and gene-off rate using
weak priors (gray-shaded), favoring slow switching; posterior mean
estimate shown by dashes lines.

One strategy to evaluate the sampling quality of MCMC schemes is to de-
termine their effective number of samples. This number estimates how many
independent samples have been produced by the Markov chain and hence
helps to find a reasonable number of algorithm iterations. The (relative)
effective number of samples is given by

r
eff

=
1

1+ 2
P1

i=1

⇢
k

(85)

with ⇢
k

as the k-lag autocorrelation function of the MCMC output. Figure
32 shows the average effective number of samples of the sampled Y-Venus
abundance over the measurement times, whereas the average is taken over
all cells. The figure indicates that sampling is particularly difficult at the
first time point, where only little is known about the underlying process
and its parameters. Hence, we decided to use twice as many iterations dur-
ing the first iteration to obtain at least around 1000 independent samples.
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Figure 32: Effective number of samples for the used inference scheme. Each bar
denotes the average taken over all cells.
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supplementary note 6 :

C O M PA R I S O N T O P R E V I O U S A P P R O A C H E S

Stochasticity in gene expression has attracted significant attention dur-
ing recent years. Accordingly, many analytical and experimental techniques
have been developed to study the role of noise in promoter-, transcriptional-
and translational dynamics. In this section we aim to give a brief overview
about related approaches and outline how they differ from our method.
Most analytical approaches that have been successfully applied to experi-
mental data rely on derivations of mRNA and protein distributions under
certain mathematical assumptions. For instance, a bursting model of pro-
tein synthesis was proposed in [69], where the authors have shown that
at stationarity, proteins are Gamma-distributed if one assumes a kinetic
model of the form

;
c

1�*)�
c

2

mRNA

mRNA c

3�! mRNA + P

P
c

4�! ;

(86)

in conjunction with an approximately exponentially distributed protein
burst-size. The clear advantage of that approach is its analytical simplicity.
In fact, the derived distribution can be easily fitted to experimentally ob-
tained protein distributions. The distribution parameters a and b of that
Gamma distribution can be used to characterize the expression dynamics:
a = c

1

/c
4

gives the average burst frequency and b-1 = c
3

/c
2

is the av-
erage burst size3. This approach was for instance applied in [69], where
the authors have demonstrated that the Gamma distribution represents a
suitable steady-state approximation for many proteins in E. coli.

A conceptually related method was proposed in [180], where steady-
state distributions were derived for mRNA abundance assuming a kinetic
model of the form

I
c

1�*)�
c

2

A

A
c

3�! A+ mRNA

mRNA c

4�! ;,

(87)

where I and A refer to the molecular states where the promoter is inactive
or active. Similar to [69], average bursting kinetics at the transcription level
can be related to the parameters of the kinetic model: c

3

/c
2

and c
1

/c
4

give the average burst-size and frequency, respectively. The transcriptional
dynamics of different genes can then be characterized according to such
measures. For instance, genes with an average burst-size above or below
one are said to be bursty or non-bursty, respectively.

3 Note that the parameter b of the Gamma-distribution is inversely defined in [69]
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While undoubtedly useful, both described approaches are characterized
by the following limitations: First, the derived formulas do not apply for
non-stationary processes, which is the case for any transiently induced ex-
pression system (such as considered in this work). Second, in the context of
parameter inference, both approaches cannot resolve individual rate con-
stants but only ratios thereof (e.g., such as the average burst-size). Since
any temporal information of the underlying process is lost, such models
exhibit a so-called structural non-identifiability. This means that even if one
assumes complete and noise-free measurements of the distribution, the
individual parameters cannot be resolved4. While the authors in [180] con-
sider the particular values of that parameters to be of minor importance
for their study, we argue that assessing those values can be of vital impor-
tance when characterizing expression kinetics. More specifically, they can
resolve the absolute time-scale on which transcription and translation take
place.

Recent approaches that can deal with transient distribution data include
[256, 165]. As they were designed for population snapshot data (e.g., such
as mRNA FISH or flow cytometry) they do not include temporal informa-
tion on a single-cell level, such as provided by time-lapse microscopy data.
Using such an approach on the data we provide, one neglects a significant
portion of information, which in turn leads to less accuracy (or possibly
even non-identifiabilities) in the resulting parameter inference. As a con-
sequence, biophysical quantities such as gene-switching times or mRNA
bursting statistics are predicted less accurately. Dealing with stochastic
models, there exists a lower bound on the prediction uncertainty that
just corresponds to the process uncertainty itself (i.e. present even in the
case of complete knowledge of the parameters). Any positive deviation
from this bound stems from further parameter uncertainty represented by
the posterior distribution. Assuming finite data records, there exist again
fundamental lower bounds for this uncertainty (e.g., the minimum mean
squared error). While some inference methods may exploit all features of
the data, some others may not. Accordingly, the former will achieve this
minimal posterior uncertainty bound while the latter will not. Hence, one
anticipates a higher variance in the predictive distribution for methods
that do not exploit the temporal correlation structure in the data. We per-
formed a simple case study using the transcriptional model from eq. (87)
to confirm this expectation (see Fig. 33).

The present approach was designed to fully exploit the information
revealed by pooled time-lapse microscopy measurements – without rely-
ing on mathematical approximations of the biochemical process. On the
one hand this implies several technical difficulties, since the full temporal
CTMC dynamics need to be reconstructed for every considered cell. On the
other hand – however – the approach can exploit the information across
time-points and cells within an experiment. As a consequence, it can re-

4 In contrast, practical non-identifiabilities can be tackled by including more data such as
demonstrated in section Supplementary Note 8
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Figure 33: Predictions obtained using an inference scheme that neglects temporal
information within single-cells (e.g., [165]) and DPP. Measurements of
20 cells were simulated at 20 equally spaced time points between 0 and
100 min using a log-normal measurement model with � = 0.15. Infer-
ence was performed with respect to gene-off- and transcription rates.
The upper panel shows the respective posterior distributions (left: pop-
ulation snapshot, right: DPP). The lower panel shows the predictive
distributions for two quantities characterizing the underlying process:
(left) the total number the gene is activated within 100 min. (right) the
total time the gene is in its active state within 100 min. The predictions
are compared to the distributions obtained using the true kinetic pa-
rameters (ground truth).

solve non-identifiabilities and allows a joint and approximation-free quan-
tification of kinetic parameters and the population’s heterogeneity.

Nevertheless, in order to link our computational predictions to existing
work, we compute the aforementioned measures using our inferred param-
eter values. For instance, we obtain for the average burst-size c

3

/c
2

= 1.6
indicating that mRNA is transcribed in (small) bursts. However, The au-
thors from [260] point out that the burst-size alone does not paint a full
picture of the different modes of transcription observed experimentally. In-
stead, they suggest another two-dimensional characterization, i.e., the rate
of transcription (i.e., c

3

) together with a value defined by fraction-1 =
(c

1

+ c
2

)/c
1

. The latter gives the inverse of the relative time when the gene
is active. The authors have shown that experimentally evidenced expres-
sion models will then be scattered around a line with slope c

3

c
1

/(c
1

+ c
2

)
defining the effective rate of transcription – taking into account also the
time where the gene is inactive. Using our parameter estimates, these val-
ues are given by c

3

= 4.8 min-1 and fraction-1 = 4.8 and hence, agree
very well with figures 7 and 8 from [260].
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Furthermore, our state-reconstruction yielded maximum mRNA levels
in the order of 20- 50 transcripts per cell, being consistent with the results
from [165], where mRNA distributions where directly measured by mRNA
FISH in yeast.
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supplementary note 7 :

C O M PA R I S O N B E T W E E N H O M O G E N E O U S A N D H E T E R O -
G E N E O U S M O D E L S

Most state-of-the-art approaches for parameter inference in biochemical
networks do not account for extrinsic variability – that means – they rely
on the assumption that the recorded measurements stem from a homoge-
neous cell population. If the considered biochemical system is character-
ized by significant heterogeneity, such models and their respective infer-
ence will yield biased results – either in the resulting parameter estimates
or subsequent predictions. In order to demonstrate this issue, we refitted
the model under the assumption of homogeneity using the same prior
distributions over the kinetic and measurement parameters. Subsequently,
that model was used to predict the three pulse experiments. Fig. 34 shows
the predicted and experimental means and standard deviations of the Y-
Venus abundance for the different concentrations. For completeness, also
the predictions from the original (i.e., heterogeneous) model are shown.
We find that in this case, a model that neglects extrinsic variability is not
able to explain the large variability present in the data. While the mean
dynamics are captured well for all concentrations, the standard deviation
is consistently underestimated, highlighting the importance of inference
schemes that can account for extrinsic variability.
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Figure 34: Predictions obtained using an inference scheme that neglects extrinsic
variability. The results are compared to the experimental data as well as
to the model predictions obtained via DPP. Wiskers indicate standard
errors of the experimentally obtained quantities.
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supplementary note 8 :

I M P R O V E D I D E N T I F I A B I L I T Y V I A P O O L E D R E C O R D I N G S

Joint inference of multiple rate constants from single trajectories often
yields practical non-identifiabilities. However, the ill-posedness of such
problems can be drastically reduced by pooling recordings over multiple
cells. This is demonstrated in the following simulation study where two
parameters of the two-state gene expression model (i.e., c

2

and c
4

) are
jointly estimated using (i) one and (ii) ten single-cell trajectories. For both
rate constants, we assumed prior distributions of the form G(1, 10). Density
plots of the prior and the posteriors for case (i) and (ii) are depicted in
Figure 35.
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Figure 35: Improved identifiability via pooled single-cell trajectories; prior distri-
bution (left), posterior distribution based on data from one cell (mid-
dle) and posterior based on ten cells (right); true parameter values (red
lines) and posterior mean parameter estimates (dashed lines).

The left panel of Figure 35 demonstrates a weakly informative prior dis-
tribution. As a result, a single-cell is hardly enough to jointly identify both
parameters, i.e., the posterior mass is distributed over roughly 4 orders of
magnitude in both dimensions. When increasing the number of measured
trajectories to ten, this non-identifiability is widely resolved such that both
parameters can be inferred accurately.
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supplementary note 9 :

N U M E R I C A L C O M PA R I S O N B E T W E E N D P P A N D S TA N -
D A R D R E S A M P L I N G T E C H N I Q U E S

We compared the proposed DPP-based inference scheme to a state-of-
the-art resampling approach [219], where an invariant kernel is used to
maintain diversity among particles. In particular, we computed the Mean
Squared Error (MSE) between the mean posterior value of a single param-
eter from the corresponding true value. The simulation study was per-
formed for a simple mass-action system, defined by the reactions shown
in Figure 36, where c

1

= 0.1, c
2

= 0.03 and c
4

= 0.001 were assumed to be
known, while c

3

= 0.01 was estimated using the two SMCMC approaches
(with P = 200 particles) assuming a weakly informative prior distribution
C
3

⇠ G(0.01, 1).

+

A

B

A A B

Figure 36: Simple mass-action model used for DPP performance evaluation.

For each run, we simulated a sequence of 15 measurements of species
B at equally-spaced time points in the interval [0 min, 100 min] with log-
normally distributed acquisition noise (with known scaling parameter! =
0.15). We simulated K = 1000 runs for both approaches and computed the
MSE µ

i

and its standard deviation �
i

at the i-th time instance via bootstrap-
ping. In particular, we randomly subsampled 10000 samples of size 800

and empirically determined the error statistics. The results are depicted in
Figure 37.
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Figure 37: Performance comparison between DPP and standard resampling ap-
proach.
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O P T I M I Z I N G S I N G L E C E L L R E C O R D I N G S F O R T H E
I N F E R E N C E O F T R A N S C R I P T I O N D Y N A M I C S

Michael Unger1,2, Christoph Zechner1, Sung Sik Lee2, Serge Pelet3,
Matthias Peter2, and Heinz Koeppl4

abstract

Models of intracellular processes are often characterized by a large de-
gree of uncertainty. Traditional experimental protocols tend to focus on
intuitive interpretation of the results, or are limited by technical means,
leading to limited excitation of the system under study, and consequently,
to data with low information content for modeling tasks. In the following
we present a novel microfluidic platform to generate complex concentra-
tion stimuli and record more informative single cell time-course data. We
demonstrate how the selection of input stimuli critically influences the in-
formation content of a dataset. We apply an iterative Bayesian framework
for the inference of kinetic parameters to a transcriptional network, con-
trolled by the stress activated MAPK Hog1.

introduction

Generating predictive computational models of intracellular processes is
a task at the core of quantitative biology. To capture the stochastic na-
ture and cellular heterogeneity many processes – such as gene expression
mechanisms – exhibit[61], single cell measurements provide an informa-
tive data source for the statistical inference of network structures or ki-
netic model parameters [259, 258]. Although both experimental and com-
putational tools made significant advances in recent years, their full po-
tential often remains unexploited as individual methods are not carefully
matched.

Applying optimal experimental design strategies [39] to biochemical ex-
periments can help to close this gap and maximizing the information con-
tent [136] of a dataset for a specific modeling task. Rather than for direct
interpretation, experimental variables, such as chemical perturbation se-
quences or acquisition time points, are then chosen to fulfill a specific
objective function, such as optimally reducing inferred parameter uncer-
tainties. In ref. [18], Bandara and colleagues showed how temporal con-
centration profiles of an inducer and inhibitor could be optimized to yield
a significant reduction in parameter variance for a model of differential
equations. Only recently, such studies emerged for models using stochas-
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tic chemical kinetics [120, 162, 256, 189]. Experiment design strategies have
further been applied to model selection applications [33, 208].

Here we develop a model for stress induced transcription, controlled
by the Mitogen-Activated Protein Kinase (MAPK) Hog1, and demonstrate
how various perturbation sequences result in different reductions of pa-
rameter uncertainties. We further introduce a novel microfluidic platform
to synthesize temporal perturbation profiles during time-lapse microscopy
experiments.

results

Recursive Bayesian Experimental Design

We developed a suite of tools (Fig. 38) for iteratively optimizing single
cell time-lapse assays for the inference of stochastic reaction kinetics, and
thus for generating and refining predictive computational models. This in-
cludes a microfluidic platform that allows us to capture individual cells,
and expose them to input sequences, i.e. temporal profiles of inducer con-
centration, while recording their responses using fluorescence microscopy.
The input perturbation sequence and calibrated single cell trajectories are
then used to reconstruct the intracellular dynamics. Our Bayesian infer-
ence framework, Dynamic Prior Propagation (DPP) [259] allows the in-
ference of unobserved molecular states and kinetic parameters, perform
model selection tasks using Bayes factors, and dissect noise into intrinsic,
extrinsic and technical components. Based on the inferred posterior dis-
tributions of kinetic parameters, a consecutive input perturbation can be
selected, and the posterior distributions are used as prior distributions for
the new iteration.

Microfluidics Input DesignInference
Single Cell 

Traces

Microscopy

Figure 38: recursive bayesian optimal experimental design (oed)
scheme . A microfluidic platform is used to synthesize perturbation
sequences of inducer concentration during live cell fluorescence mi-
croscopy experiments. A recorded data set is then processed, mapped
to molecule copy numbers and used to refine reaction rate estimates
in the Bayesian Dynamic Prior Propagation (DPP) inference framework.
Based on the resulting posterior distributions, a perturbation sequence
for the next iteration can be designed.
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A Microfluidic Platform for the Perturbation of Cellular Microenvironments

In order to synthesize temporal perturbation profiles in cellular microen-
vironments, we designed and manufactured a dedicated Polydimethyl-
siloxane (PDMS) microfluidic platform for the yeast S. cerevisiae, which com-
bines our approach to Pulse Width Modulation (PWM) [6, 232] of liquid
flows with single cell traps [46].

The chip design consists of several layers (see Figure 39 A). The flow part
of the chip consists of two media inlets on the left, connected to reservoirs
of cell medium (e.g. synthetic (SD) medium), and cell medium plus a maxi-
mum concentration of inducer concentration (e.g. SD medium + 0.5 M NaCl
for inducing the High Osmolarity Glycerol (HOG) pathway), respectively.
Hydrostatic pressure is evenly applied to both reservoirs to generate a con-
stant media flow rate, equal for both inlets. The two media inlets converge
into a mixing channel, connected to the cell chamber. The cell chamber
hosts an array of 15 individual Field Of View (FOV) areas (Using a 60x ob-
jective and a Hamamatsu Orca Flash 4.0 camera. See section Materials &
Methods.), each consisting of 67 cell traps, resulting in a theoretical maxi-
mum of > 1000 cells per experiment. An overlay of a bright field and CFP
microscopy image of a single FOV can be seen in Figure 39 B, and shows
the average loading efficiency of a single FOV of about 50 cells. Increas-
ing the height of the cell chamber enhances the efficiency of removing
cell clusters and capture individual single cells. However, this goes with
decreasing imaging quality as cells might not stay in the focal plane.

On the right, the cell chamber is connected to a media outlet. At the top
and bottom, two cell loading channels are connected to the cell chamber.

The control part of the chip consists of two microfluidic valves [233],
that can be pressurized to squeeze the rounded media inlets below. By
switching the two valves mutually exclusive, we can select one of the two
input flows to be active and denote it as an Off-State, when cell medium
is provided, and On-State, when the inducer medium is provided. Using
the concept of PWM, we can define a short time period TPWM, and denote
the percentage of TPWM in which the valves are in the On-State as the duty
cycle DPWM. By modulating DPWM, we can synthesize medium concentra-
tions between the two input flow concentrations. Figure 39 C shows an
illustration of how modulating the duty cycle affects the output concen-
tration. As the liquid pulses move through the mixing channel, the pulses
slowly diffuse into each other. This low-pass filter is designed to filter the
PWM switching frequency fPWM = 1/TPWM, but preserves the perturbation
signal as fPWM << fPerturbation Signal. Figure 39 D shows two example pro-
files of fluorescent dye added to the input media, recorded by fluorescence
microscopy. The left profile shows that arbitrary concentrations can be di-
luted, while the right profile shows that individual concentration levels
can be kept constant over time.
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Modeling Hog1 Induced Gene Expression

The transcriptional response to osmotic stress serves as a suitable model
system to investigate the effect of various temporal perturbation sequences
on the respective posterior distributions of kinetic rates.

We engineered a Saccaromyces cerevisiae strain, where the Yellow Flu-
orescent Protein (YFP) quadruple Venus (qV) is expressed under a STL1

Promoter (pSTL1). pSTL1 is an osmostress-inducible promoter, indirectly
controlled through Hog1, the MAPK of the HOG pathway. Upon osmotic
schock, Hog1 gets double phosphorylated and translocates into the nu-
cleus, where it triggers a transcriptional response. While the increase of
Hog1 activation upon increased NaCl concentration remains linear in a
given range, the transcriptional response exhibits bimodal behavior [176].
Figure 40 A shows a dose response, measured by flow cytometry, of pSTL1-
qV exression upon various concentrations of NaCl in the growth medium.
While concentrations 6 0.2 M NaCl did not show any detectable expression
of the reporter protein, levels above show two populations of expressing
and non-expressing cells, with more cells shifting towards the active pool
as the NaCl concentration increases.

In order to focus on a transcriptional model, the signaling part of the
MAPK cascade was covered by an Ordinary Differential Equation (ODE)
model, adapted from ref. [262]. Due to the inclusion of non-transcriptional
and transcriptional feedback loops of glycerol production, the model can
accurately predict the response to complex temporal input perturbations.
Figure 40 B shows validation experiments comparing model predictions,
using our refitted parameter values, to measurements of Hog1, fused to
the Red Fluorescent Protein (RFP) mCherry, of the ratio

u(t) =
Hog1-mCherryNucleus(t)

Hog1-mCherryCell(t)
,

which serves as the input for our transcription initiation model. Figure 40 C
shows a schematic of the stochastic model with a repressed and a highly
active transcriptional state [176]. All reactions are modeled according to
mass action. The transition rate from the inactive to the repressed tran-
scriptional state is modulated by the time-varying input c

1

·u(t). Extrinsic
noise is captured by the translation efficiency c

8

, drawn from a gamma
distribution described by parameters ↵ and �.

For an initial calibration of the transcription model, a simple step up in
NaCl concentration, where we predicted the input sequence u(t) with our
signaling model and measured the qV abundance (see Figure 40 D), was
used as a data set for a DPP run. The resulting posterior distributions over
all kinetic parameters (c

1

, . . . , c
7

, c
9

), the acquisition noise parameter (!),
and the extrinsic statistics (↵,�) can be seen in Figure 40 E.
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Refining Posterior Distributions

For a second DPP iteration, the posterior distributions from the initial cal-
ibration experiment (Figure 40 E) were used as prior distributions, with
the extrinsic statistics (↵,�) reset to initial values. To quantify the differ-
ences in information gain, Table 10 lists the KL divergence between the
prior and posterior distributions for three different input sequences u

j

(t)
(Figure 41 A). While even the single pulse experiment (i.e. input sequence
u
1

(t)) reduces parameter uncertainties during the second iteration, the
most informative input sequence u

2

(t), which repeatedly activates Hog1,
leads to a mean of the information gain increase over all kinetic rates of
⇡ 43 %, compared to the single pulse u

1

(t). Although the information gain
for the significantly more complex input perturbation u

3

(t) is close to the
one obtained using u

2

(t), it remains lower. Analysis of the single cell traces
in Figure 41 B, showing the full dataset of input perturbation u

3

, shows
that most of the input dynamics is not reflected in the single cell record-
ings of qV expression. While this is most likely due to the slow reporter
kinetics of expressing FPs, a more direct readout would be desirable.

u
1

(t) u
2

(t) u
3

(t)

c
1

1.40 1.88 1.79

c
2

1.46 2.05 1.71

c
3

1.54 2.13 2.00

c
4

1.50 2.18 1.96

c
5

1.43 2.06 1.82

c
6

1.66 2.01 1.91

c
7

1.54 2.50 1.94

c
9

1.52 2.37 2.12

Table 10: Kullback-Leibler divergence DKL
⇥
p
�
c
j

| x
u

,u
�
|| ⇡
�
c
j

�⇤
between prior

and respective posterior distributions. The same prior distribution was
used for the three DPP runs, each with a different input sequence u

j

(t).

Figure 41 C shows a comparison of the resulting posterior distributions
of all kinetic parameters with the respective priors of input perturbation
u
3

(t). A direct comparison of the posterior distributions, obtained using
the simple step input (u

1

(t)) and the input perturbation yielding the high-
est information gain (u

2

(t)), can be seen in Figure 41 D.

discussion

We introduced a set of tools for optimizing the process of learning predic-
tive computational models.

Our microfluidic device takes advantages from PWM in digital electron-
ics to synthesizing temporal concentration profiles of inducer medium in
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extracellular environments, as only two input flows of media are available
and switched on and off, mutually exclusive. Capturing single cells within
separated field-of-views allows unbiased recording using fluorescence mi-
croscopy, and simplifies the image processing tasks of segmenting and
tracking cells.

While the demonstrated microfluidic platform, including the single cell
traps, is intended for use with S. cerevisiae, a modified version can be read-
ily applied to a variety of mammalian culture cells.

Our microfluidic platform allows to synthesize perturbation profiles
that yield information rich datasets for the DPP inference framework. We
chose the transcriptional response of pSTL1 to osmotic stress as a case
study system and could show that experiments that repeatedly activate
the MAPK Hog1, can reduce parameter uncertainties significantly better
than sequences of lower complexity. The slow dynamics of fluorescent re-
porter proteins as expression reporters, however, remains a limiting step.
The application of direct readouts of mRNA production, for instance using
the MS2 or PP7 systems [129, 127], could be a potential solution to follow
the transcriptional dynamics closer.

Based on available posterior distributions, we could now simulate cell
trajectories, test proposed input sequences in silico for their expected infor-
mation gain, and validate the predictions experimentally. In a simulation
case study, we already showed how to design perturbation sequences by
formulating a variational problem and solving it using a stochastic approx-
imation algorithm [256]. Due to the computational complexity involved,
the optimization of temporal perturbation sequences is currently an ongo-
ing task.

materials & methods

Strains & Plasmids

Yeast strains and Plasmids are listed in Tables 11 and 12.

Flow Cytometry

Single colonies of the yeast strain yMU53 were inoculated in synthetic
(SD) medium and grown overnight at 30° C. Saturated cultures were di-
luted and grown in log phase for at least two doubling times (> 4 h), before
the HOG pathway was induced by adding 100 µl of SD medium plus the
respective concentration of NaCl, to 200 µl cell suspension, such that the in-
tended final NaCl concentration was reached. Translation was blocked after
45 min by adding 100 µl of Cyclohexamide (CHX) to a final concentration of
0.1 mg ml-1. After incubation for 1.5 h the cells were measured on a flow
cytometer (FACSCalibur™, BD).

Data was analyzed and plotted using custom MATLAB (The MathWorks)
scripts. Acquired data was gated to retain single cell measurements.
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Fluorescence Microscopy

Experiments were performed on a fully automated, inverted epifluores-
cence microscope (Eclipse Ti, Nikon Instruments), 60x (NA 1.4) oil immer-
sion objective, specific (CFP/YFP/mCherry) excitation and emmission fil-
ters, and illuminated using a SPECTRA X light engine (Lumencor). The mi-
croscope was located in an incubation chamber, set to maintain a constant
temperature of 30° C. Imaging settings and parameters were kept constant
for all experiments. Multiple field-of-views were recorded for each time
point, using a motorized xy stage, while the focal plane was maintained
using a Perfect Focus System (PFS) (Nikon Instruments). The microscope
and related components were computer controlled using µManager [58].

Single colonies of the respective yeast strain were inoculated in syn-
thetic (SD) medium and grown overnight at 30° C. Saturated cultures
were diluted and grown in log phase for at least two doubling times (>
4 h). The cell cultures were diluted again before loading into microfluidic
chips (OD600 = 0.05).

Image Analysis

Microscopy images were analyzed using the YeastQuant [175] platform.
For images of the strain yMU53, the HTA2-CFP nuclear marker was used
to segment the nucleus and locate cells. Cell boundaries were detected
as secondary objects surrounding the nucleus in the unbiased bright-field
images. Strains without a nuclear marker were segmented on the basis of
two bright-field images, and the total cellular qV intensity was calculated.
Illumination conditions were kept constant for all experiments.

Microfluidics

Custom PDMS chip designs were drawn using AutoCAD (Autodesk) and
individual layers were printed on to chrome on glass masks (Front Range
Photomask). Wafer molds were produced in house (For a detailed de-
scription of the wafer manufacturing process and the photoresists, see
Section A.1). Wafer molds were treated with 1H,1H,2H,2H-Perfluorodecyl-
trichlorosilane (abcr) before PDMS was first applied. The control layer was
fabricated using a ratio of 5:1 of Sylgard 184 (Dow Corning) and curing
agent. The flow layer was fabricated using a 20:1 ratio. (A detailed protocol
of the chip fabrication can be found in Section A) After the fabrication, in-
let and outlet holes were punched, and the PDMS devices bonded to glass
coverslips using UV treatment.

Inlets were connected to hydrostatic pressure driven reservoirs using
PTFE tubing. Valves were pressurized using three-way solenoid valves
(The Lee Company), computer controlled using an USB controller board
(National Instruments) and custom MATLAB (The MathWorks) scripts.
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Quantification of Protein Levels

We applied a mapping of fluorescence intensities, recorded by microscopy
experiments, to absolute copy numbers of fluorescent proteins, based on
one we established in a previous study [259]. To increase the mapping
precision, we selected more proteins with homogeneous distribution in
the cytoplasm [104] and approximate copy numbers [75] up to ⇡ 50000.
Selected proteins are listed in Table 13. A detailed description of the quan-
tification method can be found in Supplementary Note 4 of Chapter 6.

Inference Algorithm

We applied the Bayesian inference framework of Dynamic Prior Propa-
gation for the inference of stochastic biochemical processes from pooled
single cell time lapse measurements as introduced in ref. [259]. A detailed
description can be found in Capter 6.
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Figure 39: microfluidic platform to synthesize temporal perturba-
tion profiles . (A) Drawing of the multi-layer (separated by individ-
ual colors) microfluidic PDMS valve-on-chip platform that combines the
synthesis of temporal perturbation profiles using Pulse Width Modu-
lation (PWM) of liquid flows and the capturing of single cells using
individual traps. The dashed lines mark zoomed out regions including
the imaging chamber, and an individual field of view (Using a 60x ob-
jective and a Hamamatsu Orca Flash 4.0 camera. See section Materials
& Methods.). (B) Overlay of bright-field and CFP (HTA2-CFP nuclear
marker) microscopy images showing captured cells in a single field of
view. (C) PWM schematic illustrating how switching between the two
input flows in a specific ratio affects the media concentration in the cell
chamber. (D) Recordings of temporal profiles using fluorescent dye il-
lustrating how (left) arbitrary values between the two input concentra-
tions can be diluted, and how (right) individual concentration values
can be kept constant over time.
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Figure 40: modeling hog1 induced gene expression. (A) Dose response
of a quadruple-Venus fluorescent reporter under the STL1 promoter,
measured by flow cytometry. For intermediate levels of NaCl concentra-
tion, a bimodal expression pattern can be observed on the population
level. (B) Validation of an ODE model of the MAPK signaling cascade
to map temporal profiles of NaCl concentration to Hog1 relocation. (C)
Stochastic mass-action model of Hog1 induced gene expression. Ex-
trinsic noise is introduced by a variable translation efficiency c

8

. (D)
Initial dataset of qV abundance upon NaCl addition. Note that the time
delay between Hog1 relocation and qV expression was removed for vi-
sualization, and as protein maturation steps are not explicitly modeled
(see also Chapter 6, Supplementary Note 4). (E) DPP was initially per-
formed with data from panel (D) using 50,000 samples. The posterior
distributions over all kinetic parameters (c

1

, . . . , c
7

, c
9

), the acquisition
noise parameter (!), and the extrinsic statistics (↵,�) are shown.
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Figure 41: refining posterior distributions . (A) Various input sequences
u
j

(t) used to measure cellular responses and calibrate the transcrip-
tional model. (B) Complete dataset of a temporal perturbation se-
quence u

3

(t) of NaCl concentration, including the signaling model pre-
diction and measured qV abundance, used for the second DPP iteration.
Note that the time delay between Hog1 relocation and qV expression
was removed for visualization, and as protein maturation steps are
not explicitly modeled (see also Chapter 6, Supplementary Note 4). (C)
Comparison of prior and posterior distributions for the second DPP
iteration, using input perturbation sequence u

3

(t). (D) Direct compari-
son of the posterior distributions, obtained using the simple step input
(u

1

(t)) and the input perturbation yielding the highest information
gain (u

2

(t)).
.
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strain id genotype source

yBH66 BY4741 Open Biosystems
(his3�1; LEU22�0; met15�0; URA33�0; MATa)

yMU53 HTA2-CFP; Hog1-mCherry::URA3; STL1-qV::LEU2 This study
yMU55 OAF3-qV::URA3 This study
yMU56 FMP48-qV::URA3 This study
yMU57 FRK1-qV::URA3 This study
yMU58 SYH1-qV::URA3 This study
yMU59 TMT1-qV::URA3 This study
yMU60 YGF117C-qV::URA3 This study
yMU61 YHR112C-qV::URA3 This study
yMU62 GPX2-qV::URA3 This study
yMU63 MET14-qV::URA3 This study
yMU64 REH1-qV::URA3 This study
yMU65 TMA46-qV::URA3 This study
yMU66 TMA108-qV::URA3 This study
yMU67 OCA4-qV::URA3 This study
yMU68 SSE2-qV::URA3 This study
yMU69 HOG1-qV::URA3 This study
yMU70 TRM732-qV::URA3 This study
yMU71 FRD1-qV::URA3 This study
yMU72 TDA1-qV::URA3 This study
yMU73 APT1-qV::URA3 This study
yMU74 YGR210C-qV::URA3 This study
yMU75 OCA5-qV::URA3 This study
yMU76 NPA3-qV::URA3 This study
yMU77 CPA2-qV::URA3 This study
yMU78 YNL247W-qV::URA3 This study
yMU79 HSP104-qV::URA3 This study
yMU80 OLA1-qV::URA3 This study
yMU81 CAR1-qV::URA3 This study
yMU82 GUS1-qV::URA3 This study

Table 11: Yeast Strains

plasmid id genotype source

pMU7 TAPhom-2HA-qV-URA3 this study
pSP34 pSTL1-qV-LEU2 S. Pelet

Table 12: Plasmids
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standard name systematic name molecules per cell

YKR064 OAF3 149

YGR052w FMP48 339

YPL141c FRK1 556

YPR105c SYH1 830

YER175C TMT1 937

YGR117C YGR117C 1280

YHR112c YHR112c 1360

YBR244W GPX2 2010

YKL001C MET14 2170

YLR387c REH1 2240

YOR091w TMA46 4220

YIL137C TMA108 5110

YCR095c OCA4 5370

YBR169C SSE2 6300

YLR113W HOG1 6780

YMR259c TRM732 7110

YEL047c FRD1 7620

YMR291w TDA1 10200

YML022W APT1 11200

YGR210c YGR210c 11600

YHL029 OCA5 12500

YJR072c NPA3 15200

YJR109C CPA2 18000

YNL247w YNL247w 23000

YLL026W HSP104 32800

YBR025c OLA1 36800

YPL111W CAR1 42800

YGL245w GUS1 48700

Table 13: List of Reference Proteins
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A C E L L U L A R S Y S T E M F O R S PAT I A L S I G N A L
D E C O D I N G

B. Hegemann1,5, M. Unger1,2, S.S. Lee1, I. Stoffel-Studer1, J. van den
Heuvel1, S. Pelet3, H. Koeppl4, and M. Peter1, 5

abstract

Cell-cell communication requires cells to navigate along chemical gradi-
ents, but how the gradient directional information is identified remained
elusive. We use single cell analysis and mathematical modeling to define
the cellular gradient decoding network in yeast. Our results demonstrate
that the spatial information of the gradient signal is read using double pos-
itive feedback between the GTPase Cdc42 and trafficking of the receptor
Ste2. Spatial decoding critically depends on low Cdc42 activity which is
maintained by the MAPK Fus3 through sequestration of the Cdc42 activator
Cdc24. Deregulated Cdc42 or Ste2 trafficking prevents gradient decoding
and leads to mis-oriented growth. Our work discovers how a conserved
set of components assembles a network integrating signal intensity and
directionality to decode the spatial information contained in chemical gra-
dients.

one sentence summary

Our work identifies the molecular details of a system for spatial signal de-
coding in yeast and derives general design principles for gradient sensing
systems.

introduction

Directional information encoded in chemical gradients is required for nu-
merous processes such as amoeba and neutrophil chemotaxis or chemo-
tropic growth in yeast and neurons (Fig. 42 A). Although very diverse,
all gradient sensing systems use a similar set of cellular pathway compo-
nents to solve the task of navigating cells towards the gradient source. Each
contributing cellular pathway is understood at considerable detail and in-
teraction within and between pathways is predominantly believed to be
hierarchical [88]. However, linear pathway organization has been insuffi-
cient to explain the emergent property of gradient decoding for successful
cell navigation.
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Gradient decoding can be formalized by dividing the gradient signal
into two: an intensity signal and a directional signal. Intensity is decoded
by signal integration across the cell surface mediated by the signal re-
ceptors and downstream signaling pathway (reviewed in [40]). Direction
decoding is believed to require computing the signal difference between
cell front and back in gradients (Fig. 42 B [199]). Although the front-back
difference is conceptually simple, experimental identification of the net-
work component computing this global front-back difference has not been
successful. Front identification is thought to occur prior to activation of
downstream polarity pathways which are centered on GTPases initiating
cytoskeletal rearrangements. GTPase systems can auto amplify and estab-
lish polarity even in the absence of spatial cues (e.g. during symmetry
breaking in cultured neurons [52] or yeast [240]) and are thus expected to
initiate polarized growth in random directions if activated precociously.
Although the polarized growth direction is adjustable [56], in vivo ob-
servations report high directional accuracy of initial symmetry breaking
towards chemical gradients [5, 107] and thus suggest that gradients are
decoded before polarity pathways become activated.

Since a conserved set of components in diverse systems can decode shal-
low gradients [24], we chose the prototypic gradient sensing system of the
budding yeast pheromone response to dissect how these components as-
semble into a network to localize the gradient source. We applied a com-
bination of quantitative microscopy, microfluidic gradient generators and
computational modelling to study the dynamics of polarity established to-
wards a defined chemical gradient. This approach allowed us to define and
dissect the core network required for gradient sensing and to quantify the
contribution of its key nodes. We establish that trafficking of the receptor
and position of the polarity site are connected in a spatial double positive
feedback loop to decode the directional gradient signal locally. Precise con-
trol of Cdc42 GTPase activity is crucial for network function and depends
on the MAPK Fus3 that controls intensity signal-dependent sequestration of
the Cdc42 activator Cdc24. The identified network is based on conserved
components and thus might form the core of many gradient-sensing sys-
tems.

results

Gradient sensing is directed by a mobile polarity complex

To identify subcellular localization dynamics of different components dur-
ing the gradient response, we developed a set of live cell microscopy as-
says using microfluidic gradients [132]. Since cells are only susceptible to
↵-factor during the G1 phase of the cell cycle [41], we defined G1 entry
as time zero of the gradient response. The GTPase Exchange Factor (GEF)
Cdc24 activates the polarity GTPase Cdc42 and thus serves as the earliest
reporter for polarity establishment (Fig. 42 C). In a microfluidic gradient
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Cdc24 fused to quadruple Venus (qV) relocated mainly to the nucleus and
at the same time established polarity on the plasma membrane within the
first minutes of gradient exposure (Fig. 42 D and Movie S1). Surprisingly,
the established polarity axis was not aligned with the external gradient.
Rather, the polarity site followed several intensity fluctuation cycles to ad-
just the polarity axis towards the gradient before polarized growth was
initiated. We observed identical behavior in natural gradients where sim-
ilar cycles aligned the polarity axis with the partner cell before cell-cell
fusion was initiated (Fig. 46 A and Movie S2). Importantly, this tracking
behavior was also detectable for the Cdc42 effector Bni1 (Fig. 42 E), thus
suggesting oscillatory activation of the entire polarity pathway. Quantifi-
cation across cell populations confirmed that polarity axis direction was
largely gradient direction independent at the time of polarity site establish-
ment (tPE) while at onset of polarized growth (tPG) the axis was aligned
with the gradient (Fig. 42 F). Cells that established polarity further away
from the gradient took longer to align their polarity axis and initiate polar-
ized growth (Fig. 42 G), suggesting that site assembly is biased towards the
higher gradient signal and moves the polarity axis in small steps along the
membrane. Based on these results, we concluded that the site of polarity
establishment is independent of the gradient direction and that gradient
sensing may require a mobile polarity site (Fig. 42 H).

Intensity signal regulates Cdc42 activity and polarity site mobility

If polarity site mobility serves to scan for a higher gradient signal, we rea-
soned that it should depend on coupling the polarity site to the activated
receptor. We generated a mutant in the polarity scaffold Far1, which is un-
able to interact with the activated G�� dimer (Far1-�G�� bind [41]). Cells
expressing this mutant still displayed polarity site mobility when exposed
to an ↵-factor gradient, but were unable to align the site with the gradient
and initiated polarized growth in random directions (Fig. 47 A, B, Movie
S3). When we exposed wild-type cells to a uniform field of ↵-factor, they
still exhibited a highly mobile polarity site (Fig. 43 A and Movie S4). How-
ever, exposing cells to a uniform field of high ↵-factor strongly reduced
site mobility (Fig. 43 B), leading to much earlier tPG compared to low uni-
form ↵-factor or gradients (Fig. 43 C). Importantly, polarized growth in
high ↵-factor was not initiated in random directions with respect to the
position at tPE but instead proximal to the site of polarity establishment
(Fig. 47 C), further confirming reduced site mobility. These observations
show that the components decoding the gradient intensity signal, i.e. re-
ceptor and Fus3 signaling, regulate polarity site mobility independent of a
gradient (Fig. 43 D). To test whether polarity site mobility arises from par-
tial Cdc42 activation and an unstable polarity complex, we quantified the
levels of the Cdc42 effector Bni1 in different ↵-factor concentrations. Cdc42

activity increased with increasing ↵-factor concentrations (Fig. 43 E) and
thus confirmed that the intensity signal regulates polarity complex activa-
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tion and suggest that polarity site mobility depends on Cdc42 activation
levels.

Fus3 driven Cdc24 sequestration regulates Cdc42 activity

Cdc42 activation is a self-amplifying process fed by two positive feed-
back loops, an immediate one through further recruitment of Cdc24 by
Bem1 [41, 35] and a delayed loop based on actin cable-mediated Cdc42

trafficking [241]. How activity of these non-linear processes is regulated
remains unclear. Inspired from previous theoretical work [112, 86] and
the fact that the Cdc42 activator, Cdc24, is mainly nuclear [164, 205], we
hypothesized that Cdc24 sequestration may limit the Bem1 based Cdc42

activation loop. We performed dose response experiments to test if ↵-
factor concentration regulates nuclear Cdc24 levels. We confirmed that
Cdc24 is mostly nuclear upon G1 phase entry and further found that
Cdc24 nuclear levels were negatively correlated with ↵-factor concentra-
tion (Fig. 43 F). Concurrently, membrane-bound Cdc24 increased with
higher ↵-factor (Fig. 43 G) while total Cdc24 levels remained constant
(Fig. 48 A). ↵-factor-induced Cdc24 relocation was dependent on Fus3

since inhibition of Fus3 fully reversed ↵-induced Cdc24 nuclear export
(Fig. 48 B). We concluded that Fus3 regulates cytosolic availability of the
Cdc42 activator Cdc24.

In a second set of experiments we tested how Fus3 regulates Cdc24

cytosolic levels. Cdc24 nuclear localization depends on Far1 [164, 205],
and Far1 expression is induced with increasing ↵-factor (Fig. 48 C). In-
terestingly, Far1 was exported from the nucleus in an ↵-factor-dependent
manner (Fig. 48 D [27]), and acute inhibition of Fus3 immediately de-
creased Cdc24 cytosolic levels while concurrently reducing membrane-
bound Cdc24 (Fig. 48 E and 43 H). Far1 is phosphorylated by Fus3 on
S341 and S346 [72] located within the Far1 Nuclear Export Signal (NES)
(Figure 48 F [27]). Deletion of the Far1 export sequence (Far1-�NES) or
mutation of S341 and S346 to non-phosphorylatable alanine residues (Far1-
NES2A) interfered with Fus3-dependent Cdc24 export resulting in decreased
cytoplasmic accumulation of Cdc24 (Fig. 48 G and 48 H). Conversely, par-
tial mutation of the Far1 nuclear localization sequence (Far1-pNLS) in-
creased cytosolic Cdc24 levels while Fus3-induced Cdc24 nuclear export
remained intact (Fig. 48 I). Together, these data demonstrate that Fus3 di-
rectly controls Cdc24 nuclear export through Far1-NES phosphorylation
and drives Cdc24 nuclear import through increasing Far1 expression.

In a third set of experiments we addressed whether Cdc24 cytosolic
levels alone regulate Cdc42 activity. Deletion of the Far1 NES or the Far1

NLS (Far1-�NLS) decreased or increased Cdc24 cytosolic levels, respectively
(Fig. 48 G and 48 J). We thus quantified Cdc24 membrane levels in these
two mutants and found that low cytosolic Cdc24 in Far1-�NES prevented
increased Cdc24 levels at the membrane (Fig. 43 I), while excess cytosolic
Cdc24 in Far1-�NLS increased Cdc24 membrane levels (Fig. 43 J). As a con-
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sequence, polarity site mobility was decreased with excess cytosolic Cdc24

even at low ↵-factor, and in high ↵-factor conditions polarity site mobil-
ity remained high when Cdc24 nuclear export was prevented (Fig. 43 K).
In summary, these experiments identify a regulatory network for how the
gradient intensity signal regulates polarity site mobility (Fig. 43 L): Cytoso-
lic Cdc24 availability drives membrane-bound Cdc24, thus Cdc42 activity
and polarity site mobility.

Tight control of cytosolic Cdc24 levels is achieved using a regulatory sys-
tem resembling an Incoherent Feed Forward Loop (IFFL). An IFFL consists
of a single component, Fus3 in the present case, driving both negative and
positive regulatory loops [93]. Fus3 negatively regulates cytosolic Cdc24

levels with a delay by inducing Far1 expression leading to Cdc24 nuclear
sequestration. Concurrently Fus3 positively regulates cytosolic Cdc24 on
a faster time scale by phosphorylation-dependent Far1-Cdc24 nuclear ex-
port.

Double positive feedback network topology for gradient decoding

Our initial observations of a mobile polarity site suggested that polarity
site mobility plays an active part in gradient decoding. To identify how
a mobile polarity site decodes the gradient, we developed an exploratory
computational model that incorporated our experimental results into a
generalizable network of conserved components. The model is centered on
the GTPase activation loop whose activity depends solely on GEF cytoso-
lic availability (Fig. 44 A, reactions 3-6 [112]). To direct the GTPase com-
plex towards the gradient, we connected the polarity complex (N) to the
gradient receptor (R) by recruiting cytosolic N (Nc) to active membrane-
bound receptor (Rm) and by making part of R exo- and endocytosis spa-
tially dependent on membrane bound N (Nm, Fig. 44 A, reactions 3 &
4 [34, 163] and 6 & 7 [14], respectively; see Supplementary Materials and
Fig. 49 A-E for details). This simplified model resembles a double positive
feedback loop capable of transforming graded input into switch-like out-
put [65, 31]. Here, the graded input is the gradient signal which linearly
increases along the membrane and switch-like output is the polarity site
which focuses all GTPase activity within a small membrane region. We
tested this model and found that the polarity site formed by Nm fluctu-
ated and adjusted gradually towards the gradient source, much like our
experimental results. Moreover, the direction at tPG (see Supplementary
Materials for how we determine tPG in the model) across many simula-
tions resembled our in vivo data from microfluidic gradients (Fig. 44 B),
demonstrating that we could use the model to dissect how the network
components are involved in gradient decoding.

Is limitation of Nc that is available for auto amplification of Nm suffi-
cient for an adjustable polarity axis? Simulations run without a gradient
did result in a site that dis- and re-assembled along the membrane simi-
lar to experimental data (Fig. 44 D). Next we tested how tightly N levels
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need to be controlled to ensure an adjustable polarity axis. Low levels of
N yielded a fluctuating polarity site, however the site failed to stabilize
towards the gradient such that tPG was never reached. Conversely, high
levels of N yielded a very stable polarity site that did not translocate along
the membrane and consequently reached a position at tPG that was inde-
pendent of the gradient direction (Fig. 44 E and F). These simulations thus
support our experimental data and show that activator limitation is suf-
ficient for controlling GTPase activity and for maintaining an adjustable
polarity axis. In addition, controlled GTPase activity is required for gradi-
ent decoding.

How is limited GTPase activity important for gradient decoding? The
number of Nm, i.e. active GTPases, directly correlates with polarized re-
ceptor trafficking rates and thus determines the ratio between polarized
(Nm-dependent) and unpolarized (Nm-independent) receptor trafficking
(ratio between reactions 6 & 7 and 1 & 2, respectively (Fig. 44 A and 49 A)).
Overall rate changes did not affect gradient sensitivity (Fig. 49 F) and nei-
ther did decreasing the polarized traffic to levels 10-fold lower than un-
polarized traffic. However, when polarized traffic was 40-fold higher than
unpolarized traffic, resembling a state of polarized growth [146], faithful
gradient decoding was prevented (Fig. 44 G). Together, the theoretical ap-
proach predicts that limited GTPase activation serves two functions: It pre-
vents polarity site stabilization and thus permits continuous polarity axis
adjustment towards the gradient. In addition, limited GTPase activation
decreases polarized receptor traffic and as such enables spatial signal de-
coding by the polarity and trafficking pathways feedback.

Key quantitative links for building the gradient decoding network

To test whether reduced receptor trafficking and limited GTPase activ-
ity are indeed critical for gradient sensing, we designed experiments to
observe and manipulate these two network components in vivo in the
yeast system. In control cells, general exocytosis and endocytosis markers
(Exo70 and Abp1, respectively) as well as the receptor Ste2 translocated
along the membrane, and had lower or a more distributed intensity dur-
ing the gradient decoding phase. Intensity was increased and more fo-
cused upon initiation of polarized growth (Fig. 45 A, B, 50 A and Movie
S5-7). To test if limited trafficking was sufficient for these observed dynam-
ics, we reduced polarized trafficking by inhibiting the actin cytoskeleton
with Latrunculin A (LatA). Importantly, we found that the Cdc24 polarity
site was as mobile as in control cells (Fig. 45 C, 50 B, C and Movie S8), and
likewise the behavior of Exo70 and Ste2 exocytosis during the gradient de-
coding phase was independent of the actin cytoskeleton (Fig. 45 C, 50 D, E
and Movie S9 and S10). To test if increased polarized traffic prevents gradi-
ent sensing, we removed limitation of polarized traffic using the Far1-�NLS
mutant (Fig. 43 J) and followed Cdc24 in cells exposed to ↵-factor gradi-
ents. We found a less mobile polarity site that largely impaired gradient
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decoding (Fig. 45 D, E and Movie S11). These results establish that in vivo
polarity and polarized trafficking is limited during gradient decoding and
that this limitation is required for a sufficiently mobile polarity site and
gradient decoding.

Limitation of polarized traffic and Cdc42 activation is achieved by the
inhibitory arm of the Fus3-driven IFFL through nuclear sequestration of
Cdc24. What is the role of the activating arm, namely Fus3 driven Cdc24

nuclear export? We deleted the Far1 NES and followed Cdc24 in ↵-factor
gradients. These cells still displayed a mobile polarity site which stabilized
at random positions on the membrane and initiated polarized growth in-
dependent of the gradient direction (Fig. 45 F, G and Movie S12). This
experiment establishes that further polarity activation is required for site
stabilization once it has aligned with the gradient. By linking receptor ac-
tivation through Fus3 to the level of polarity activation the identified IFFL
thus serves as the master regulator for gradient decoding.

discussion

Directed movement along chemical gradients is an evolutionarily conserv-
ed process essential for single and multicellular eukaryotes. Yet the mech-
anisms identifying the gradient directional information remain poorly un-
derstood. Here we used chemical and genetic perturbation experiments
combined with computational modeling to study gradient decoding in
yeast. Our results define how cells integrate the directional signal, using
Cdc42 to Ste2 spatial feedback, and the intensity signal, using Fus3 con-
trolled Cdc42 activity, to process and interpret the spatial signal contained
in chemical gradients (Fig. 45 H).

A core network topology for spatial signal processing

Cell polarity is established by two positive feedback loops, in which an
immediate loop breaks cell symmetry (GTPase activation [28, 35]) and a
second, delayed loop stabilizes the polarity axis position (actin-based GT-
Pase membrane delivery [241]). Here we find that during initial gradient
sensing, actin-based feedback remains inactive and is replaced by recep-
tor trafficking feedback. Receptor trafficking stabilizes the polarity axis
position dependent on the external gradient signal, thus aligning polar-
ity with the gradient. A feedback linking the gradient sensor and down-
stream polarity may present a generalizable concept for gradient amplifi-
cation, especially in systems in which the gradient receptor becomes po-
larized such as in chemotropic neuronal polarization [5]. In other systems,
such as chemotaxing cells, the activated G�� complex and not the receptor
is polarized [250, 169]. Since recent evidence suggests that Rho GTPases
are required for gradient sensing independent of the actin cytoskeleton in
chemotaxing cells [239], it is conceivable that GTPase-directed trafficking
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of the G�� complex constitutes the spatial double positive feedback loop
in chemotaxis.

Localized decisions and time averaging eliminate noise

The molecular basis of the central concept in gradient decoding, calcu-
lation of the front to back signal difference, has long remained elusive.
Here we identify how linking receptor trafficking and polarity localizes
the difference calculation to a focused membrane region (Fig. 45 I). Within
this region cycles of polarity site dis- and reassembly are biased towards
higher active receptor density. Biased polarity site re-assembly thus estab-
lishes a succession of localized directional decisions adjusting the cellular
polarity axis towards the gradient source in a biased random walk. Re-
peated localized decisions may include wrong directional decisions, which
are cancelled out by time-averaging. Once aligned with the gradient, polar-
ity site reassembly becomes spatially confined, leading to further polarity
amplification by actin- and receptor-mediated feedback, eventually initiat-
ing polarized growth. This system thus relies on molecular dynamics and
time averaging across repeated directional decisions to decode the noisy
gradient signal.

Incoherent feed-forward control of non-linear systems

The spatial feedback system identified here critically depends on tight
control of Cdc42 activity. GTPase self-amplifying signaling cascades can
establish polarity even in the absence of spatial cues [52, 240, 105], func-
tioning as molecular switches. Here we identify partially activated Cdc42

as a stable state controlled by sequestration of the Cdc42 GEF, Cdc24. We
find that a Fus3-driven incoherent feed forward loop constitutes a robust
regulatory mechanism for Cdc24 sequestration and thus Cdc42 activity.
Incoherent feed forward loops have been identified in various gene regula-
tory networks as a robust and time integrating system [93]. Here, the slow
inhibitor arm of the network buffers the system against signaling noise
while the fast activator arm allows fine-tuning of the output. A similar in-
coherent feed forward loop downstream of the GTPase Rac was recently
identified in chemotaxis [48]. Analogous to yeast Fus3, Rac drives actin
polarization through Arp2/3 activation while at the same time recruiting
the Arp2/3 inhibitor Arpin. Removal of the inhibitor increases polariza-
tion activity while preventing cell steering during chemotaxis, in striking
resemblance to our data observed with cells where Cdc42 limitation was
removed. These cells were defective in gradient sensing due to premature
onset of polarized growth. Spatial exclusion of an activator under control
of a robust feed forward loop may thus present a generalizable mechanism
allowing regulation of non-linear processes such as GTPase activation.
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Taken together, our work provides the foundations for understanding
how distinct signaling pathways assemble a regulatory network capable
of decoding spatial signals.
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Figure 43 (previous page): Fus3 driven Cdc24 sequestration limits Cdc42 activation and
is required for polarity site mobility. (A & B) Cells express-
ing Cdc24-qV exposed to 40 nM (low, (A)) or 200 nM
(high, (B)) ↵-factor with the last panel summarizing the
time projected position (Fig. 42 D). (C) Extent of polarity
site scanning (time from tPE to tPG) in cells expressing
Cdc24-qV treated as indicated. (D) The intensity signal
controls polarity site mobility. (E) Bni1-qV membrane
intensity in cells treated with indicated uniform concen-
trations of ↵-factor. Peak at G1 entry corresponds to
Bni1 localization to cytokinetic ring. Mean (N = 2, nØ
= 130) and standard error of the mean (shaded area)
are plotted. (F & G) Cdc24-qV nuclear to cytoplasmic
ratio (F) and polarity site intensity (G) in cells treated
with indicated uniform concentrations of ↵-factor (N =
3, nØ = 128). (H) Cdc24-qV nuclear to cytoplasmic ratio
in cells expressing a Fus3-analogue sensitive allele (-as)
and treated as indicated (D = DMSO, N = 0.1 µM NaPP1,
N = 3, nØ = 47). (I & J) Cdc24-qV nuclear to cytoplasmic
ratio in cells expressing Far1_�NES (I) or Far1_�NLS (J).
(K) Time projected positions of the Cdc24 polarity site
from single cells of experiments in (I) & (J). (L) Scheme
summarizing polarity activation control (see text for de-
tails).
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Figure 45 (previous page): Actin independent receptor trafficking and Fus3-activated po-
larity are key quantitative links building the gradient decod-
ing network. (A & B) Stills and time projected polarity
site positions (Fig. 42 D) of cells expressing an exo-
cytosis marker (Exo70-GFP (A))or Ste2-qV (B) exposed
to 40 nM ↵-factor and DMSO. (C) Time projected posi-
tion of the polarity site for cells expressing Cdc24-qV,
Exo70-GFP or Ste2-qV exposed to 40 nM ↵-factor and
LatA (D) Stills and time projected polarity site positions
of cells expressing Cdc24-qV and Far1_�NLS exposed to
microfluidic ↵-factor gradient from 0-80 nM. (E) Popu-
lation mean of direction at tPG for cells treated as in
(D) (wt: N = 15, nØ = 40; �NLS: N = 6, nØ = 112).
(F) Stills and time projected polarity site positions of
cells expressing Cdc24-qV and Far1_�NES exposed to
microfluidic ↵-factor gradient from 0-80 nM. (G) Popu-
lation mean of direction at tPG for cells treated as in (F)
(wt: N = 15, nØ = 40; �NES: N = 2, nØ = 70). (H) Scheme
depicting the identified gradient decoding signaling net-
work as explained in the text. (I) Localized front-back
difference calculation in successive decision steps as ex-
plained in the text.
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nesis (ck), nuclear Cdc24 localization (nuc), Cdc24 polarity site (p).
Dashed arrow heads show polarity establishment (tPE) and scanning
site, closed arrow heads indicate onset (tPG) and cell-cell fusion. ↵?

marks the future partner cell. Last panel represents the projected po-
sition (circle relative to bull’s eye (ref)), intensity (circle size) and time
(color) of the Cdc24 polarity site.
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Figure S2
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were exposed to an ↵-factor gradient of 0 to 80 nM. Time projected
positions of the Cdc24 polarity site is shown in last frame. (B) Angle of
the polarity site with respect to the gradient was determined at tPG for
cells treated as described in (A), results binned in 45° increments and
expressed as a percentage (N = 2, nØ = 102). Mutant cells were mixed
with unlabeled wt cells in the same chamber to control for gradient
stability. (C) Angle (irrespective of gradient direction) between polarity
site position at establishment of polarity (tPE) and polarity site position
at initiation of polarized growth (tPG) quantified from cells exposed to
a 0-80 nM ↵-factor gradient (same experiment as described in Fig. 42 D)
or to uniform concentrations of ↵-factor (experiment as described in
Fig. 43 A and B). Note that in low uniform ↵-factor concentrations,
although there is no gradient present, polarized growth is initiated at
a similar variable distance away from the site of polarity establishment
as in cells exposed to pheromone gradients.
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Figure 48 (previous page): (A) Cells expressing Cdc24-GFP were S-phase synchro-
nized, released into fresh medium containing indicated
concentrations of a-factor for 100 minutes, trichlor acid
(TCA) fixed and whole cell extract prepared. Indicated
proteins were detected by western blotting. Represen-
tative experiment of three replicates. (B) Quantification
of nuclear Cdc24 levels in cells expressing Cdc24-qV
and Fus3-as treated with indicated concentrations of ↵-
factor and DMSO or 0.1 µM NaPP1 to partially inhibit
Fus3-as (N = 2, nØ = 53). (C) Cells expressing Far1-GFP
were S-phase synchronized, released into fresh medium
containing indicated concentrations of a-factor for 100

minutes, TCA fixed and whole cell extract prepared. In-
dicated proteins were detected by western blotting. Rep-
resentative experiment of three replicates. (D) Quantifi-
cation of nuclear Far1 levels in cells expressing Far1-qV
treated with indicated uniform ↵-factor concentrations
(N = 4, nØ = 57). (E) Quantification of nuclear Cdc24

levels in cells expressing Cdc24-qV and Fus3-as treated
with indicated concentrations of ↵-factor and a pulse
of DMSO or 0.1 µM NaPP1 to partially inhibit Fus3-as
(N = 3, nØ = 47). (F) Far1 bi-partite Nuclear Localiza-
tion Signal (NLS) and Nuclear Export Signal (NES) with
mutated wt residues indicated in bold and mutant se-
quence in small letters. _ represents deletion. (G) Nu-
clear to cytoplasmic ratio of cells expressing Cdc24-qV
and Far1_�NES treated with indicated uniform ↵-factor
(N = 4, nØ = 80). (H) Quantification of nuclear to cyto-
plasmic levels for cells expressing Cdc24-qV and Far1-
NES2SA exposed to indicated concentrations of uniform
↵-factor (N=2, nØ = 87). (I) Quantification of nuclear
to cytoplasmic levels for cells expressing Cdc24-qV and
Far1-pNLS exposed to indicated concentrations of uni-
form ↵-factor (N=2, nØ = 89). (J) Quantification of nu-
clear Cdc24 levels in cells expressing Cdc24-qV and
Far1_�NLS treated with indicated concentrations (N =
4, nØ = 73).
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Figure 49 (previous page): (A) Reactions, rate constants and rates used for gradient
decoding model. Rates for N=980 with steady state lev-
els of Nm ( 70) and Rm ( 100) affecting the frequency
of reactions 3, 5, 6 and 7 are shown. (B) For each simu-
lation, we determine in which segment the polarity site
stabilizes using a threshold (?) of accumulated Nm per
segment (see Methods for details). Determined tPG is
indicated. Direction of tPG is plotted from all 960 sim-
ulation as histogram (histo) or as circle (circle) repre-
sentation. Segment 0 counts simulations where the Nm
threshold was not reached within 300 minutes. Gradi-
ent direction (0°) is indicated by dashed line (histo) or
shaded bar (circle). (C) Distribution of Nm cumulative
sum for 960 replicates of a model run at N=980. The
mean Nm cumulative sum is indicated and the inset
shows the same histogram at a full y-axis scale up to 4x
105. D) Histogram of segments reaching the Nm thresh-
old across 960 replicates using three different thresh-
olds for the Nm cumulative sum. At 3x104 the thresh-
old is not reached in 423 replicates. Gradient direction
(0°) is indicated by dashed line. E) Segment histograms
for simulations using different gradient steepness (frac-
tional difference of activated receptors between front
and back is indicated). F) Segment histograms for sim-
ulations using a higher or lower overall rate for all ex-
ocytosis and endocytosis reactions. Note how gradient
sensing is stable across a large range of trafficking rates
and only slightly reduced at very low trafficking rates.
Rm steady state in all cases is unchanged (Rm = 99, Nm
= 72).
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Figure 50: (A & B) Cells expressing the endocytic marker Abp1-GFP were ex-
posed to 40 nM uniform ↵-factor and DMSO (A) or 200 µM LatA (B) just
before finishing cytokinesis. Time projected positions of the Abp1 foci
center (marked by arrow in images). Note how LatA treatment quickly
disperses all Abp1 foci, confirming complete actin depolymerization.
(C) Cells expressing Cdc24-qV were exposed to 40 nM uniform ↵-factor
and 200 µM LatA just before finishing cytokinesis. (D) Cells expressing
the exocytosis marker Exo70-GFP were exposed to 40 nM uniform ↵-
factor and 200 µM LatA just before finishing cytokinesis. (E) Cells ex-
pressing Ste2-qV were exposed to 40 nM uniform ↵-factor and 200 µM
LatA just before finishing cytokinesis. vac = vacuolar Ste2-qV.
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supplementary materials

M AT E R I A L S A N D M E T H O D S

yeast strains , plasmids and growth conditions

See Table 14 for a list of Plasmids. Point mutants in Far1 were gener-
ated using the QuickChange system (Agilent Technologies) on plasmids
designed to replace FAR1 at its endogenous location (see Table 14 for a
list of Plasmids). The Far1-NES (amino acids 338-382) was deleted using
synthetic DNA technology and a plasmid replacing GFP fusions from the
genome-wide library [104] with qV was constructed based on a previously
published replacement plasmid [235].

All yeast strains are derivatives of BY4741 [30], all fusion proteins are ex-
pressed from their endogenous location and strains are listed in Table 15.
Gene fusions were generated by homologous recombination-based replace-
ment of the endogenous gene.

Strains for all experiments were grown in SC-based media (0.17% Yeast
nitrogen base, 2% glucose, 0.5% NH4-sulfate and amino acids). Cell syn-
chronization was performed by adding 100 µM Hydroxyurea (HU) to log-
arithmically growing strains for 2 hours. HU was removed by filtration
and extensive washing in pre-warmed media. Filtered cells were placed
in fresh, pre-warmed media and typically exited mitosis within 60 to 90

minutes post release. ↵-factor was dissolved in solutions conaining 2%
BSA and 50% glycerol, and added to growth media supplemented with
134 µg ml-1 BSA to avoid unspecific binding of ↵-factor to surfaces.

protein extracts and western blotting

Protein extracts were prepared from Trichlor Acid (TCA) fixed cells. TCA
pellets were resuspended in 2x Urea buffer (62.5 mM Tris pH 6.8, 10%
glycerol, 4% SDS, 5% �-mercaptoethanol, 8 M Urea and bromophenol blue)
and vortexed 3 minutes at 4° C with 0.5 mm glass beads. After boiling, sam-
ples were analyzed using standard SDS-PAGE and western blotting pro-
cedures. Antibodies used were: ↵-GFP (11 814 460 001, Roche), ↵-Phospho-
p44/42 Antibody (#9101, Cell Signaling), ↵-Mcm2 (sc-6680, Santa Cruz).

microscopy and microfluidics

Images were acquired on fully automated inverted epi-fluorescence micro-
scopes (Ti-Eclipse, Nikon) in an incubation chamber set to 30° C, with 60x
oil objectives and appropriate excitation and emission filters. A motorized
XY-stage and piezo drive was used to acquire z-stacks (8 steps at 0.8 µM)
and multiple fields of view per time point. Cells for gradient experiments
were imaged in homemade microfluidic gradient chips and experimental
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cells were always mixed with unlabeled wt cells to control for gradient
stability, for dose response experiments in Cellasics Y04C chips (Millipore
Corp.) and for Fus3-as experiments in 96-well 17 mm glass-bottom plates
(Matrical Corp.). Except for Cellasics chips, slides were pre-coated using a
filtered solution of Concanavalin A in PBS (1 mg ml-1).

image analysis

Automated image analysis was performed using YeastQuant software on
raw images [175] (37) running in Matlab. Cells were segmented using
double-Cherry fused to the transmembrane domain of SNC2 (TMD-Cherry,
marking cortical ER) and split into the separate objects of perimeter (=
TMD-Cherry signal and 3 pixels outside of it), rim (= cytoplasmic regions
within 4 pixels inside the membrane) and nucleus (region more than 5 pix-
els inside the membrane, i.e. mostly the cell nucleus). Nuclear to cytoplas-
mic ratio corresponds to the 20 highest pixels (HiPix) of the nucleus object
divided by the average intensity of the rim object. Polarity site intensity
corresponds to HiPix of perimeter divided by the average intensity of the
rim object. Positional information was obtained using Pie Segmentation
to cut each object into 72 slices. Morphological information was extracted
by calculating the distance from cell border to cell center (as defined by
fitting a circle into the already segmented cell) for each of the 72 slices.
Initiation of polarized growth was identified by an increase in the ratio
of maximal to minimal distance across all 72 slices. Images for display
were deconvolved using the Huygens software (SVI) and projected using
maximum intensity projection unless otherwise indicated. All data plots
were generated using the Matlab statistics toolbox. Cell and polarity site
orientation for experiments in ↵-factor-gradients was quantified manually
using Fiji [197].

computational modeling

Our stochastic model is based on the implementation of a polarization
model [112] and aims at qualitative simulation of gradient sensing be-
tween tPE and tPG. It consists of four species (cytoplasmic polarity complex
Nc, membrane bound active polarity complex Nm, cytoplasmic receptor
complex Rc, membrane bound active receptor complex Rm) and seven re-
actions as given in Fig. 49 A. Each simulation was run with 960 replicates.
Total number of N and R is constant throughout each simulation with Nto-
tal as indicated. We estimated the levels of R based on the following con-
sideration. Upon ↵-factor stimulation ligand bound Ste2 is immediately
endocytosed [196] and degraded [98], newly synthesized Ste2 molecules
are transported to the membrane by exocytosis [111], resulting in extensive
changes of receptor levels in the cell membrane. Since our model considers
the steady state after signaling is initiated, we set the steady state level of
R to 10000.
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Membrane bound molecules have position values in the continuous in-
terval [0,1] assigned, and the cytoplasm is considered well mixed, thus
reactions are based on the law of mass action. Spontaneous recruited re-
ceptors are assigned a position dependent on a gradient of ↵-factor. Due
to the high affinity of ↵-factor binding to the receptor (⇡ 6 nM [110]), re-
ceptor exocytosis and activation were combined into one reaction. Thus,
all membrane bound receptors are active.

Rm recruits Nc ( Far1-mediated recruitment [34, 163]) and Nm recruits
Rc ( polarized exocytosis). New membrane bound complex is assigned
the position of the recruiting molecule. Membrane diffusion is calculated
for each molecule individually after each reaction in the simulation, with
d_Rm = 1/10 d_Nm [112, 234]. Nm dissociates Rm in proximity of Nm
( polarized endocytosis). Molecule abundance was simulated using an im-
plementation of Gillespie’s stochastic simulation algorithm.

Since our model is not designed to simulate polarized growth, we needed
to establish a heuristic approach to identify when polarized growth is ini-
tiated. Manual inspection of simulation runs revealed that polarity sites
displayed a longer life time and less lateral movement towards the gradi-
ent than away from the gradient. To quantify this polarity site stabilization
in a model run, we divide the cell membrane into 8 equally sized segments.
For each segment, we calculate the cumulative sum of polarity complexes
Nm over time. The cumulative sum for each segment is reset when no Nm,
and thus no polarity site, is present in the respective segment. A stable po-
larity site should reach a set threshold of the Nm cumulative sum. We
tested different Nm cumulative sum thresholds based on multiples of the
mean of all integration events (0.09 x 104, Fig. 49 C). Within a range of 2 x
104 to 3 x 104, the segment distribution reflected our manual analysis with
more stable polarity sites on the up-gradient segments (Fig. 49 D). Below
this range the included polarity site were equally distributed, inconsistent
with our manual analysis; while above this range a large fraction of polar-
ity sites were excluded from the analysis (> 40%) introducing a strong bias.
We thus used a threshold of 2.5 x 104 Nm cumulative sum for defining the
time when polarized growth is initiated.
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supplementary materials

S U P P L E M E N TA RY TA B L E S

plasmid id genotype source

pBH94 CDC24-qV-URA3 this study
pBH80 FAR1-qV-URA3 this study
pBH98 FAR1-2HA-Strp-HIS3 this study
pBH132 FAR1_C205Y-2HA-Strp-HIS3 = �G�-bind this study
pBH246 FAR1-NLS3A-2HA-Strp-HIS3 = pNLS this study
pBH229 FAR1-NLS4A-2HA-Strp-HIS3 = �NLS this study
pBH230 FAR1-�NES-2HA-Strp-HIS3 = �NES this study
pBH248 FAR1-S341A_S346A-2HA-Strp-HIS3 = NES2SA this study
pBH118 GFPhom-2HA-qV-URA3 this study
pSP160 pRPS2_dCherry-TMD S. Pelet

Table 14: Plasmids
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supplementary materials

S U P P L E M E N TA RY M O V I E C A P T I O N S

All movies (except where indicated) are deconvolved, projected and in-
verted z-stacks acquired as described in the methods section, the scale bar
is 5 µm. Cytokinesis is always set as t=0’. For feature annotation please see
the indicated main figure.

Movie S1

Full movie for stills displayed in Figure 1D. a-type cells expressing Cdc24

qV exposed to ↵-factor gradient in a microfluidic gradient chip from 0 to
80 nM (� 2.5 nM across the cell).

Movie S2

Full movie for stills displayed in Figure S1A. a-type cells expressing Cdc24

qV mixed with ↵ cells and followed to cell fusion (t=92.5).

Movie S3

Full movie for stills displayed in Figure S2A. Cells expressing Cdc24-qV
and a mutant version of Far1 not able to bind the G� subunit of the ac-
tivated receptor (�G�-bind) were exposed to an ↵-factor gradient of 0 to
80 nM.

Movie S4

Full movie for stills displayed in Figure 2A. Cells expressing Cdc24-qV
exposed to 40 nM uniform alpha factor.

Movie S5

Full movie for stills displayed in Figure 4A. Cells expressing Exo70-GFP
were treated with 40 nM uniform ↵-factor. Images were acquired in single
focal plane, deconvolved and inverted.

Movie S6

Full movie for stills displayed in Figure 4B. Cells expressing Ste2-qV were
treated with 40 nM uniform ↵-factor. Images were acquired in single focal
plane, deconvolved and inverted.

Movie S7

Full movie for stills displayed in Figure S5A. Cells expressing Abp1-GFP
were treated with 40 nM uniform ↵-factor. Images were acquired in single
focal plane, deconvolved and inverted.
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Movie S8

Full movie for stills displayed in Figure S5C. Cells expressing Cdc24-qV
were treated with 40 nM uniform ↵-factor and 200 µM LatA just before
finishing cytokinesis.

Movie S9

Full movie for stills displayed in Figure S5D. Cells expressing Exo70-GFP
were treated with 40 nM uniform ↵-factor and 200 µM LatA just before
finishing cytokinesis. Images were acquired in single focal plane, decon-
volved and inverted.

Movie S10

Full movie for stills displayed in Figure S5E. Cells expressing Ste2-qV were
treated with 40 nM uniform ↵-factor and 200 µM LatA just before finishing
cytokinesis. Images were acquired in single focal plane, deconvolved and
inverted.

Movie S11

Full movie for stills displayed in Figure 4D. Cells expressing Cdc24-qV and
Far1-�NLS were subjected to a 0 to 80 nM ↵-factor gradient and followed
from cytokinesis to after polarized growth was initiated.

Movie S12

Full movie for stills displayed in Figure 4F. Cells expressing Cdc24-qV and
Far1-�NES were subjected to a 0 to 80 nM ↵-factor gradient and followed
from cytokinesis to after polarized growth was initiated.
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L O G I S T I C R E G R E S S I O N

Preetam Nandy1, Michael Unger1, Christoph Zechner1, Kushal K Dey2,
and Heinz Koeppl1, 3

abstract

Making reliable diagnoses and predictions based on high-throughput tran-
scriptional data has attracted immense attention in the past few years.
While experimental gene profiling techniques – such as microarray plat-
forms – are advancing rapidly, there is an increasing demand of compu-
tational methods being able to efficiently handle such data. In this work
we propose a computational workflow for extracting diagnostic gene sig-
natures from high-throughput transcriptional profiling data. In particular,
our research was performed within the scope of the first sbv IMPROVER chal-
lenge. The goal of that challenge was to extract and verify diagnostic signa-
tures based on microarray gene expression data in four different disease
areas: Psoriasis, Multiple Sclerosis, Chronic Obstructive Pulmonary Dis-
ease and Lung Cancer. Each of the different disease areas is handled using
the same three-stage algorithm. First, the data is normalized based on a
multi-array average RMA normalization procedure to account for variabil-
ity among different samples and datasets. Due to the vast dimensionality
of the profiling data, we subsequently perform a feature pre-selection us-
ing a Wilcoxon’s rank sum statistic. The remaining features are then used
to train an L1-regularized logistic regression model which acts as our pri-
mary classifier. Using the four different datasets, we analyze the proposed
method and demonstrate its use in extracting diagnostic signatures from
microarray gene expression data.

keywords

classification, gene expression, L1-regularization, LASSO, logistic regres-
sion, microarray data, RMA normalization, Wilcoxon rank sum test

abbreviations

Adenocarcinoma (AC); Area Under Precision-Recall curve (AUPR); AUPRAvg,
average of the AUPR across the classes; Belief Confusion Metric (BCM);
Correct Class Enrichment Metric (CCEM); Chronic Obstructive Pulmonary
Disease (COPD); Systems Biology Verification combined with Industrial
Methodology for Process Verification (sbv IMPROVER); Least Absolute Shrink-
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age and Selection Operator (LASSO); Lung Cancer (LC); MS Diagnostic (MSD);
Robust Multi-array Average (RMA); Squamous Cell Carcinoma (SCC)

introduction

The effective treatment of diseases often relies on making early and ac-
curate diagnoses. However, this can be highly challenging, especially for
diseases with complex genetic causes. Microarray techniques are able to
capture the expression levels of thousands of genes, opening up a huge
source of information about the genetic profiles of patients. While the po-
tential of microarray technologies for medical purposes was repeatedly
demonstrated [144, 177, 134], challenges arise in the computational han-
dling of such datasets. Typically, approaches from statistics and machine
learning [25, 67] are employed to extract disease-relevant information and
to predict diagnostic features such as a patient’s disease state. Most of
these approaches are supervised, meaning that they rely on the availability
of labeled training data. [210] Common techniques include linear discrim-
inant analysis, nearest-neighbor classifiers, classification trees, bagging,
and boosting [55], support-vector machines [32, 71], neural networks [114],
hierarchical Bayesian models [130] and regularized regressions [50, 248].

Typically, the number of case and control samples is just a fraction of the
number of probes on a single microarray chip, posing one of the main dif-
ficulties in handling such data. Mathematically, the corresponding inverse
problems are said to be ill-posed or underdetermined and their solution re-
quires specialized algorithms. The same situation applies for the data from
the first sbv IMPROVER challenge [155, 154], the Diagnostic Signature Chal-
lenge. Only a few hundred training samples were provided for each of the
four disease datasets, psoriasis, MS Diagnostic (MSD), Chronic Obstructive
Pulmonary Disease (COPD) and Lung Cancer (LC), in order to train the clas-
sifiers. Based on those, the goal was to predict the disease-probabilities of
additional samples from an unlabeled test dataset.

In this work we lay out a computational workflow, which accounts for
the complex nature of the high-dimensional microarray datasets. The va-
lidity of the approach is benchmarked using four independent datasets
within the scope of the sbv IMPROVER challenge. In particular, we show that
the method is able to extract disease-relevant gene profiles and demon-
strate its potential in making diagnostic predictions.

results

The Diagnostic Signature Challenge encompassed four independent classi-
fication tasks (sub-challenges), each task corresponded to a particular dis-
ease and dataset. Three of the four sub-challenges were designated to dis-
tinguish between the disease/non-disease (i.e., binary classification) states.
The goal of the fourth task, the lung cancer sub-challenge, was to predict
four disease states corresponding to two different cancer types (Adeno-
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carcinoma (AC) and Squamous Cell Carcinoma (SCC)) and their respective
stages (stages I and II). The performance of each classifier was assessed by
estimating its prediction success probability.

Computational Workflow

Although the L1-regularized logistic regression provides a natural mecha-
nism for feature selection and prevention of overfitting (see Materials and
Methods), it would require massive amounts of computational resources
when directly applied to the high-dimensional dataset. Thus, further pre-
processing and data reduction had to be performed. More specifically, we
followed a workflow that consisted of three main steps. In step one, we nor-
malized the pooled data (comprising both the training and test datasets)
for each of the sub-challenges using a standard Robust Multi-array Av-
erage (RMA) normalization procedure [106]. In step two, we significantly
reduced the dimensionality of the feature space using a nonparametric
method based on the Wilcoxon rank sum test statistic [51, 173]. In step
three, the remaining features were used to train an L1-regularized logistic
regression model. As indicated above, this approach allows to further re-
duce the number of features used in the final model [25, 67]. The overall
predictor for each disease is a monotonic function of the pre-processed
and weighted feature intensities corresponding to the diagnostic signa-
tures. Detailed descriptions of the three individual building blocks can be
found in Materials and Methods.
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Figure 51: Diagnostic signatures for each of the four sub-challenges. Bar heights
indicate how each probe is weighted in the final regressor.

Experimental Results

The numbers of significantly expressed genes revealed by the feature pre-
selection algorithm at a 10% level of significance are shown in Table 16. To
some extent, the number of pre-selected genes reflects the richness of the
disease signature in the expression profiles. Although a large number of
pre-selected genes may improve the predictability of the disease state, the
complexity of the subsequent classification task increases: the dimension-
ality becomes large compared to the sample size and standard approaches
will inherently suffer from overfitting. Appropriate regularization strate-
gies, such as provided by the L1-regularized logistic regression, can handle
such problems to produce more reliable predictions. The selected probe
names and their corresponding weights for all four sub-challenges are
shown in Figure 51. For each of those, the pre-selection algorithm was
able to substantially reduce the number of features and hence, the dimen-
sionality of the resulting dataset. Because all the variables were standard-
ized before training, the absolute weights represent the significance of the
corresponding regressor.

Performance measures of our predictions were based on the score values
of three sbv IMPROVER standard quality metrics; namely, the Belief Confu-
sion Metric (BCM), the Correct Class Enrichment Metric (CCEM), and the
average of the Area Under Precision-Recall curve (AUPR) across the classes
(AUPRAvg). Table 17 shows the performance of our predictions according
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quality score (bcm) (ccem) (aupr

avg

) rank obtained

Psoriasis 0.99 0.99 1.00 2

MSD 0.54 0.52 0.62 12*

COPD 0.66 0.68 0.66 4

LC (2 classes)** 0.82 0.84 0.94 N/A

LC (4 classes) 0.43 0.48 0.50 5

Table 17: The quality score values for the three standard quality metrics for each
of the sub challenges.
Belief Confusion Metric (BCM); Correct Class Enrichment Metric (CCEM);
AUPRAvg, average Area Under Precision-Recall curve (AUPR) across the
classes; MS Diagnostic (MSD); Chronic Obstructive Pulmonary Disease
(COPD); Lung Cancer (LC).
*The original rank was 37. The training dataset that we used for the MSD
sub-challenge reported in this paper is different (basically a subset of
the one used in the challenge) from that was used in the sbv IMPROVER
challenge.
**LC (2classes) was not part of the sbv IMPROVER challenge.

to those score values and the corresponding rank obtained for each of
the sub challenges. Psoriasis was predicted well, while the other diseases
were not. This might be partially explained by differences in the amount of
available training data (see Figure 52). The graphic shows that most train-
ing samples where available for the Psoriasis dataset, which ranked best
in our study. In contrast, the worst performance was achieved for the MS
Diagnostic dataset, associated with a particularly small sample size. How-
ever, a variety of other causes might have contributed to the variability in
the performance. The tissue used to perform the microarray experiments
did not always originate from a location primarily affected by the disease.
This might cause strong qualitative differences between the training and
test datasets, which might in turn have significant impact on the classifica-
tion performance.

In order to test for such differences, we evaluated our classifier against
the test sets of the respective sub-challenges using a leave-one-out cross-
validation1. Those results were compared to the original predictions ob-
tained from the training datasets by means of the AUPRAvg metric (see Fig-
ure 53). The remaining performance scores are listed in Table 18. In case of
the psoriasis data, we observed only minor differences in the performance,
even though the classifier was obtained from significantly fewer samples.

In accordance with our hypothesis, a considerable improvement was
obtained for the MSD dataset, indicating strong differences between the
training and test dataset. Furthermore, when using the latter, the number
of available training samples (i.e., N = 59) was higher than the original
sample size of the training dataset (i.e., N = 41).

1 This check was possible only after the gold standard labels of the test samples were pub-
lished online.
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Figure 52: Sizes of the datasets that were available for each of the sub-challenges.
Dark bars correspond to training datasets, light bars to test datasets.

For the COPD sub-challenge, the performance of the classifier trained
solely on the test dataset was no better than a coin flip (i.e., the success
probability was around 0.5). This result suggests that either the available
dataset does not contain enough disease-relevant information or the pro-
posed approach is unable to unravel the complexity of the underlying ex-
pression patterns. Although COPD is manifested in small airways, the goal
was to identify a COPD signature valid for large airways (such as, in this
case, the test dataset) for which sample collection is less complex. In case
of the training dataset, consisting of samples from both large and small
airways, it seems that the classifier was indeed able to extract predictive
gene signatures for large airways data.

For the LC sub-challenge, the size of the training set (N = 145) and the
size of the test set (N = 150) were roughly the same. However, when LC
was considered as a binary classification problem (i.e., classes AC and SCC
irrespective of their stage), we found that the classifier performed well
in both cases, while for the initial four-class problem (i.e. discriminating
between their corresponding stages) the performance was only moderate.

discussion

In this work we proposed a three-stage computation workflow for ex-
tracting diagnostic gene signatures from microarray gene expression data.
In order to account for technical and biological variations between in-
dividual samples, we first preprocessed the data using a robust multi-
array normalization scheme. In order to reduce the dimensionality of the



178 manuscript 7 : systems biomedicine , 2013

Psoriasis MSD COPD Lung Cancer
(2 Classes)

Lung Cancer
(4 Classes)

Performance of the Classifier under the AUPR_Avg Metric

A
U

P
R

_A
vg

0

0.4

0.6

0.8

1.0

0.2

Figure 53: Performance of the Classifier based on the AUPRAvg metric scores. Dark
bars correspond to training datasets, light bars to test datasets.

quality score (bcm) (ccem) (aupr

avg

)

Psoriasis 0.99 0.98 1.00

MSD 0.995 0.998 1.00

COPD 0.47 0.48 0.41

LC (2classes) 0.77 0.80 0.93

LC (4classes) 0.48 0.54 0.58

Table 18: The quality score values for the three standard quality metrics for each
of the sub challenges.
Belief Confusion Metric (BCM); Correct Class Enrichment Metric (CCEM);
AUPRAvg, average Area Under Precision-Recall curve (AUPR) across the
classes; MS Diagnostic (MSD); Chronic Obstructive Pulmonary Disease
(COPD); Lung Cancer (LC).

datasets, we applied a feature pre-selection algorithm using a Wilcoxon’s
rank sum statistic. The primary classification algorithm is based on an L1-
regularized logistic regression model, which on the one hand is able to pre-
vent overfitting and on the other hand, provides a simple strategy to iden-
tify predictive gene signatures. More specifically, the regression weights of
the model directly indicate the significance of each gene and thus, allow a
straightforward interpretation of the obtained results.

We demonstrated the usefulness of the approach using microarray data-
sets from four different disease areas, i.e., Psoriasis, Multiple Sclerosis,
Chronic Obstructive Pulmonary Disease and Lung Cancer. For most of the
prediction tasks, the classification algorithm performed reasonably well. In
particular, the Psoriasis datasets were handled surprisingly well. In cases
where weak scores were achieved, we performed additional analyses to
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pinpoint the factors that may have lead to a decreased performance. For
instance, in case of the MSD dataset, our results from the leave-one-out
cross-validation study indicate significant qualitative differences between
the training and test datasets. Our results demonstrate that statistical meth-
ods in conjunction with modern microarray gene expression technology
provide powerful and important means to accurately diagnose complex
diseases.

materials and methods

Data normalization

For all sub-challenges, only training data stemming from Affymetrix Gene-
Chip Human Genome U133 Plus 2.0 microarrays were used, since all test
datasets were generated on this platform. This was done to avoid any bias
to our model that could have been introduced by including data from
other chips in the training phase. Thus, normalization between different
types of microarray chips was not needed, but normalization to remove
batch effects between different experiments was still essential to make the
datasets comparable. We normalized the pooled datasets (comprising both
the training and test datasets for each of the individual sub-challenges)
using a standard RMA normalization procedure [106].

Feature pre-selection

Before we used the datasets to train the classifier, the dimensionality of
the feature space was reduced substantially by applying a feature pre-
selection method. The aim was to select only those features that were sig-
nificantly up or down regulated between case and control groups. We ap-
plied a nonparametric method based on the Wilcoxon ranksum test statis-
tic [51, 173]. For each feature, we tested the null hypothesis that the distri-
butions of its expression value over the case and control probes in the mi-
croarray datasets are equal, against the alternative that one distribution is
stochastically larger than the other. This test is equivalent to the Wilcoxon
two-sample test (also known as the Mann-Whitney U test). For each gene
g, we obtain,

Score (g) =
X

i2N
0

X

j2N
1

1
{x

(g)
j

-x

(g)
i

}
, (88)

where x
(g)
j

is the expression value of gene g for an individual i and N
m

represents the set of indices having a response in m 2 {0, 1}. The score
function counts the number of instances where an expression value corre-
sponding to a response 1 is smaller than an expression value correspond-
ing to a response 0. Therefore, the score would be close to the maximum
score |N

0

| |N
1

| for any gene that tends to be under-expressed in response
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1 and close to 0 for a gene that tends to be over-expressed in individuals
in N

1

.
Clearly, the aim was to identify genes with small p-values for the cor-

responding Wilcoxon two-sample test, which is based on the test statistic
Score(g). At 10% level of significance, we selected only the genes that had
p-values less than 0.1/(total number of genes), using the Bonferroni cor-
rection under the multiple comparison setup.

Although this method of pre-selection can filter out genes that are pre-
dictive individually, it does not help to identify the best predictive com-
bination of genes. For this reason, if the resultant dataset contains very
few genes with p-values less than 0.1/(total number of genes), the re-
sultant dataset will no more be reliable since some valuable information
might have already been thrown away. In addition, the Bonferroni signifi-
cance level is quite conservative. To avoid an excessive loss of features, the
first 2000 genes, ordered by their p-values were picked if the pre-selection
method initially yielded less than 2000 genes.

Training the primary classifier

We used a logistic regression model to fit the training data and to classify
the test data. Despite the feature pre-selection, the feature space was yet
4% - 28% of the total number of probes on the chip (54,675). This was
still high compared to the training data sample size. A simple logistic
regression model [44] would lead to overfitting [25]. We therefore used an
L1-regularized logistic regression model to drive a large number of less
significant parameters to 0 and filter out only those genes that played a
significant role in classifying the data into case and control groups.

Let Y
i

2 {0, 1} be the random variable that represents the response of the
ith individual. Now we define the standardized expression value of gene
g for individual i by

z
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=
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, (89)
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Then our model is

⇡
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where p is the total number of genes under consideration. Hence, the
likelihood of the observed data is
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Therefore, an estimate of the parameter-vector ✓ = (↵,�
1

, . . . ,�
p

) 0 can
be obtained by maximizing the log-likelihood function as
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As mentioned earlier, we had to avoid overfitting, and thus optimized a
penalized log-likelihood with an L1 penalty in �

g

as
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The regularization or tuning parameter � was fixed to the value that
yielded the lowest L1-regularized deviance (-2J(✓)), out of a 30-fold cross-
validation on the training dataset. Figure 54 shows the cross-validated de-
viance estimates and confidence bounds for each proposed �, as well as
the selection of the optimal regularization parameter for the LC (2 classes)
task.

Note that this is a convex optimization problem that can be solved effi-
ciently. We used the MATLAB lassoglm() function, which uses the coordi-
nate descent algorithm [68] to solve the optimization problem for a given
regularization parameter �. After obtaining the estimates of the parameter
vector, the probability that an individual with expression value x(g) for
gene g, belongs to class 1 (i.e. has the response 1), is given by

⇡̂
⇣
x(1), . . . , x(p)
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Figure 54: Cross-validated estimates of the deviance and confidence bound of the
LASSO fit.
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C O N C L U S I O N





10
D I S C U S S I O N

Research in biology is increasingly enhanced by data-driven methods. Avail-
able experimental techniques already allow to generate masses of data
with a precision down to the single cell or molecule level, that can be used
for learning quantitative models, or for drawing conclusions based on sta-
tistical approaches. Due to the incredible complexity of biology, however,
the formulation of hypothesis is, and will probably remain an essential
part in biological sciences. Experimental conditions and dynamic pertur-
bations need to be precisely defined to produce data sufficient for compu-
tational methods to be capable of addressing specific hypothesis.

Several related questions were at the core of this thesis:

• How to use model-based design of experiments to generate data,
optimized for specific modeling questions?

• How to implement and optimize dynamic experiments for live cell
microscopy experiments?

• How to use data and computational tools to validate existing, or
formulate new hypothesis?

Part ii addressed the design and implementation of dynamic perturba-
tion experiments for inference tasks related to the modeling of stochas-
tic reaction networks. I started with implementing microfluidic devices
to synthesize temporal perturbation profiles during live cell fluorescence
microscopy experiments. In Chapter 3, I introduced the general concept
of PWM for liquid flows using an external 3-way valve and commercially
available flow chambers (ibidi), and demonstrated its effectiveness by di-
luting profiles of fluorescent dye, and by maintaining the activation of
the MAPK Hog1 by ramping of extracellular NaCl concentration. While the
custom valve-on-chip PDMS chips, introduced in Chapter 7 have several ad-
vantages, the approach using the external valves and ibidi flow chambers
can be used even with small hydrophobic molecules, making it compati-
ble with several inhibitors or inducers that would be absorbed into PDMS,
making it our setup of choice for flow experiments in Chapter 6. Further,
the use of commercially available flow chambers readily allows the use of
other cell types than yeast. I already tested the setup using human bone
osteosarcoma epithelial cells from the U2OS cell line with great success1.

Chapter 4 focused on Monte Carlo techniques to determine the expected
information gain (e.g. in form of the KL divergence) between prior and pos-
terior distributions of model parameters for proposed perturbation pro-
files. We presented an analytical proof for an optimal input sequence for

1 Data not shown in this thesis.
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a simple Birth/Death process, given complete observations, and extended
the framework for a more realistic scenario of incomplete and noisy ob-
servations. However, finding an optimal perturbation sequence using this
approach remains challenging, as only a set of proposed input sequences
can be assessed, and the high-dimensional Monte Carlo sampling remains
computationally demanding and drastically limits the scalability of the
problems under study. To increase the practical usability of the Bayesian
optimal design framework, we formulated it as a variational problem in
Chapter 5. A stochastic approximation scheme was used to numerically
estimate the gradient of an objective function, and minimize it by itera-
tive updates of a constrained perturbation sequence. Using an importance
sampling scheme, the number of required SSA runs could be significantly
reduced, making the framework applicable to automatically determine op-
timal perturbation sequences to maximally excite larger, and in combi-
nation with its ability to deal with incomplete and noisy measurements,
practically more relevant model systems.

The contribution to Chapter 6, which introduced the Bayesian inference
framework DPP, was an experimental case study system. We engineered
an artificial gene expression system into a yeast strain, where upon addi-
tion of the exogenous hormone �-estradiol, the expression of a fluorescent
reporter protein under a GAL1 promoter is induced. Recordings of fluo-
rescence intensities of the expressed FP sVenus were mapped to absolute
copy numbers of FP molecules by a specifically recorded calibration curve.
To acquire this curve, we labeled several proteins of known cellular abun-
dance in individual strains, recorded their fluorescent intensities using the
same imaging conditions, and fitted a curve to the measured data points.
To follow transcription events closer, we further added a destabilizing se-
quence to reduce the half-life of the expressed FP. We recorded the cellular
response to pulses of �-estradiol, generated using a flow chamber setup
as described earlier, and used the resulting relocation data of the specific
TF GEV, acquired through a fusion of the TF to the FP mCherry, with the ex-
pression data as input/output data for a case study of the DPP framework.
Validation experiments, using a dual reporter system were performed to
assess the capability of the inference algorithm to dissect noise contribu-
tions into intrinsic and extrinsic components.

In Chapter 7 I summarized preliminary results of an attempt to combine
the methods introduced in Chapter 3 - 6 to investigate a transcriptional
network regulated by the MAPK Hog1. First I designed and manufactured
a versatile PDMS chip that combines the synthesis of temporal perturbation
profiles, using PWM, with single cell traps to capture individual yeast cells.
The implementation as a PDMS device had several advantages compared
to the valve-off-chip approach, I introduced earlier. The reduced flow rate
and volume increased the maximal duration of an experiment, reduced
shear stress on the cells, but most importantly the lower height of the cell
chamber increased the imaging quality, while less movement of the cells
helped to better maintain the acquisition focal plane.
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In a dose response curve, acquired by flow cytometry, I showed how
extracellular concentrations of NaCl induce the expression of pSTL1 driven
qV expression, which shows a bimodal behavior across the population for
intermediate NaCl concentrations. We refitted an ODE model to predict the
Hog1-mCherry relocation upon temporal profiles of NaCl concentration,
and used the relocation data in combination with calibrated single cell
traces of qV expression to calibrate a three state gene expression model
using the DPP framework. In a second inference iteration we compared
the information gain between prior and posterior distributions of kinetic
parameters that datasets recorded with input sequences of different com-
plexity yielded. While the more complex sequences yielded a significantly
higher information gain for rate estimates, compared to the sequence of
less complexity, the effect of both complex sequences could hardly be dis-
tinguished. As single cell expression trajectories can not follow highly
complex input sequences closely, one could assume that the majority of
the transcription dynamics remains hidden below the slow dynamics of
FP expression. Alternative approaches to follow transcription events closer
could potentially resolve this issue. While the prediction of expected infor-
mation gains for novel input stimuli is still ongoing, an application of the
OED scheme introduced in Chapter 5 was so far limited by computational
resources.

Chapter 8 of Part iii we formalized a hypothesis using a stochastic com-
putational model, developed new hypothesis based on model predictions,
and validated these experimentally. In the context of cell-cell communica-
tion, we investigated the sensing and decoding of spatial signals (i.e. chem-
ical gradients). We could computationally define a generalizable mecha-
nism how cells use gradient directions and intensities to align their growth
axis towards the gradients source. For a specific yeast model system, we
could test the predicted molecular mechanism and show that a mobile
polarity site is essential to sense a gradient locally. By taking repeated di-
rectional decisions, the polarity site can filter fluctuations due to noise, and
over time move towards the gradient direction.

In Part iv I presented our contribution to the sbv IMPROVER Diagnostic
Signature Challenge, where we developed a classification pipeline to estab-
lish diagnostic signatures and predict instances of four disease areas (i.e.
psoriasis, MS, COPD, LC). Our data-driven approach was centered around
L
1

-regularized logistic regression. While our approach scored reasonably
well, the predictions were more accurate for some diseases than for oth-
ers. This observation goes in hand with an analysis performed after the
challenge was closed [223], which revealed that the quality of predictions
depends more on a disease endpoint than on a particular classification ap-
proach. The prediction accuracy was significantly better for diseases where
measurements were performed using primary tissue (e.g. skin in psoriasis,
tumor cells in LC) instead of indirect targets such as blood in MS.

While computational tools, statistical methods and machine learning ap-
proaches for the reverse-engineering of intracellular processes become in-
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creasingly effective, their success critically depends on the datasets avail-
able. As a common thread through Parts ii-iv, we could observe that all
cases essentially depended on the precision, resolution and scope of exper-
imental methods for perturbing and observing dynamic cellular processes.
With the development of novel or refined experimental tools, new insights
will be possible, and the advance of computational tools and computa-
tional power will further enhance possibilities. But the full potential will
only be realized as both sides, experimental and computational strategies,
are carefully matched.



11
O U T L O O K

In the ongoing project of Chapter 7, we are in the process of validat-
ing the inference results and run DPP iterations using datasets generated
with various input perturbation sequences. Reconstructions of unobserved
molecular states have so far looked promising, but the simulation of new
cell trajectories has remained challenging. An efficient optimization frame-
work should be applied to automatically determine optimal perturbation
sequences for maximizing the information gain with respect to the infer-
ence of model parameters, or for specific model selection tasks. I intend
to address questions regarding the structure and kinetic properties of the
transcriptional response network to osmotic stress. While the promoters
controlled by the MAPK Hog1 have differences in structure, transcription
factors involved or their expression dynamics, a systematic comparison
of model hypothesis would be a valuable case study for optimal model
selection tasks.

To overcome the limitations of slow FP reporter dynamics, alternative
approaches to directly record transcription output could be ideally suited
for inference tasks of transcription networks. Using the MS2 or PP7 sys-
tem, fast acquisition bursts could be applied to estimate the current rate
of mRNA production and abundance, while preserving the cell viability
and limiting the influence of phototoxicity. The distribution of these acqui-
sition burst time points, as well as other measurement time points could
be another optimization criterion and be jointly optimized with an input
perturbation sequence in the OED framework.

Further, investigations into optimization of several simultaneous exper-
iments could be performed. In this case, one would intuitively expect the
OED framework to yield perturbation sequences of different dynamics, pos-
sibly focusing on different parts of the underlying dynamic system.

The microfluidic devices presented in this thesis can be readily applied,
or easily adapted to multiple other tasks of perturbing cellular states with
temporal concentration profiles and be used in various experimental set-
tings.
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A P P E N D I X





A
FA B R I C AT I O N O F M I C R O F L U I D I C D E V I C E S

a.1 production of wafer molds

Microfluidic chips are created from two silicon wafer molds produced by
soft lithography [249]. The flow wafer serves as a mold for flow channels
that consist of four layers: Cell Trap Chamber, Cell Loading Channels, Me-
dia Outlet and Media Inlet. The second, control, wafer serves as a mold for
the control channels for opening/closing the the media inlets.

Fabrication conditions were chosen according to the manual, provided
by the manufacturer of the photoresists (MicroChem). Rounded, in cross-
section view, shapes of the media inlet channels were fabricated using
positive (AZ) photoresist [233]. All other structures are fabricated using
negative photoresist (SU 8) for a rectangular shape in the cross-sectional
view. Before spreading photoresist, bare wafers were dehydrated to en-
hance adhesion by placing them on a hot plate with 130° C for 15 min.
The UV exposure and alignment of wafers were done with a mask aligner
(MA6, Karl Süss). The total energy levels of exposing UV light were calcu-
lated based on intensity measurements at 365 nm for SU 8 and at 405 nm
for AZ. After fabrication of each layer, the structures were examined by
microscopy, and the operation condition were modified accordingly (e.g.
increasing the UV exposure or developing time). Further, each layer fabri-
cated layer was covered using adhesive tape (Scotch-tape, 3M) to prevent
spreading of the photoresist on the alignment marks. This step has shown
to be especially important for fabricating the cell trap chamber, and struc-
tures were gently covered by tape during the spinning of the AZ photore-
sist. The detailed operation conditions are summarized in Table 19.
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a.2 production of pdms chips

step 1 Coat wafer mold surface. Put silicone wafers into an exsiccator,
add 80 µl of 1H,1H,2H,2H-Perfluorodecyltrichlorosilane (abcr) in a
porcelaine dish and apply vacuum, incubate for > 24 h; This step is
only required once. NOTE: This step has to be performed in a fume hood.

step 2 Control Layer Mixture Ratio: 5:1 (35 g of Sylgard 184 A + 7 g of
Sylgard 184 B); Mix both components, degas in vacuum chamber,
and pour onto control mold. Degas again.

step 3 Flow Layer Mixture Ratio: 20:1 (10 g of Sylgard 184 A + 1 g of
Sylgard 184 B); Mix both components, degas, and spin coat onto flow
mold at 1700 rpm for 40 s.

step 4 Place the both molds into an oven, set to 80° and incubate for
30 min.

step 5 Remove molds from oven, remove PDMS from the control mold, cut
out individual chips, punch holes for valve inlets, and align to flow
layer.

step 6 Put the aligned device back into the oven, set to 80° and incubate
for > 120 min.

step 7 Remove devices from oven, cut out chips, and punch flow layer
holes.

step 8 Bond PDMS chips to glass coverslips using UV treatment.

step 9 Place the freshly bonded chips into an oven, set to 80° and incu-
bate for 15 min.
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