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Abstract

The main limiting factor for the efficiency of spark ignition engines is
knock, caused by the auto-ignition of the unburned mixture in front
of the flame. The use of alternative renewable fuels with high octane
numbers, such as ethanol, is ever increasing. The design of future
dedicated engines will benefit greatly of a thorough understanding of
the knock phenomenon and the availability of fast and reliable knock
prediction models.

In order to study knock in a systematic way, experiments with
ethanol and iso-octane have been carried out on a 250cc single cylinder
spark ignition test engine with variable intake temperatures at wide
open throttle and stoichiometric premixed fuel/air mixtures. At dif-
ferent speeds and intake temperatures spark angle sweeps have been
performed ranging from late timing and non-knocking combustion up
to early timing and strong knocking conditions.

A 1-D engine simulation model is used to calculate the heat re-
lease rates and burned/unburned zone temperatures. Special attention
is given to the heat transfer in the cylinder and the intake port dur-
ing the intake and compression strokes to accurately determine the
temperature of the unburned mixture and the related sensitivities are
explored.

A criterion for knock detection based on the amplitude of the char-
acteristic pressure oscillations is used in this work. The onset of knock
timing is found using the heat release rate preceding the pressure oscil-
lations. As expected, much earlier and stronger knock can be observed
for iso-octane compared to ethanol at otherwise same engine operating
conditions. This is due to the cooling effect and higher octane number
of ethanol and leads to different cycle-to-cycle variation behavior.

Detailed chemical kinetic mechanisms are used to compute ignition
delay times for stoichiometric ethanol/air and iso-octane/air mixtures
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at conditions relevant to the measurements and are compared to em-
pirical correlations available in literature. The different correlations
are used in a knock model approach and are tested against the mea-
surement data. The importance of using accurate ignition delay time
expressions in predicting the correct timing for the onset of knock is
illustrated for both ethanol and iso-octane.

It is observed for both fuels and all intake temperatures that the
probability of the occurrence of knock is significantly reduced towards
the end of the cycle. In this case all the unburned fuel is close to
the cylinder walls that are acting as a heat sink, making auto-ignition
of the unburned gas impossible. A new model approach for the ther-
mal boundary layer close to the cylinder walls is included in the knock
integral to take into account its effect on the knock probability thus
improving significantly the accuracy of the knock prediction. The for-
mulation of the knock model can be derived from the geometry of the
combustion chamber and includes its specific shape.
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Zusammenfassung

Der wichtigste limitierende Faktor für den Wirkungsgrad von Ottomo-
toren ist das Klopfen, das durch die Selbstzündung vom Gemisch vor
der Flamme ausgelöst wird. Alternative Kraftstoffe mit hohen Oktan-
zahlen, so wie Ethanol, werden immer häufiger im Automobilbereich
eingesetzt. Ein grundlegendes Verständnis von den physikalischen und
chemischen Vorgängen während des Klopfens, sowie die Verfügbarkeit
von schnellen und zuverlässigen rechnerbasierten Klopfmodellen, sind
bei der Entwicklung von neuen Motoren von hoher Wichtigkeit.

In dieser Arbeit wurde zur systematischen Untersuchung des Klop-
fens, Experimente an einem 250cc Einzylinder- Ottomotor, mit jeweils
stöchiometrischen und vorgemischten Ethanol und Iso-Oktan und offe-
ner Drosselklappe durchgeführt. Ein grosser Datensatz mit unterschied-
lichen Klopfintensitäten wurde für Zündwinkelvariationen bei variablen
Drehzahlen und Einlasstemperaturen generiert und im Folgenden ana-
lysiert.

Ein 1-D Motorensimulationsmodel wurde für die Berechnung von
der Wärmefreisetzung und den Temperaturen der verbrannten und un-
verbrannten Zone eingesetzt. Besondere Aufmerksamkeit wurde auf den
Wärmeaustausch im Zylinder und dem Einlassbereich gerichtet, um die
genaue Temperatur des unverbrannten Gemisches während Einlass und
Kompression und dessen Einflüsse zu bestimmen.

Ein Kriterium für die Erkennung von klopfenden Zyklen wurde an-
hand der Amplitude der charakteristischen Druckschwingungen formu-
liert. Der Zeitpunkt der Selbstzündung wird aufgrund der Wärmefrei-
setzung, die den Druckschwingungen vorabgeht, bestimmt. Die Klopf-
neigung von Iso-Oktan ist, gemäss den Erwartungen, wegen dem Küh-
lungseffekt und der höheren Oktanzahl von Ethanol höher und führt
daher zu einem anderen Zyklenverhalten.

Detaillierte kinetische Reaktionsmechanismen werden für die Be-
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rechnung der Zündverzüge von stöchiometrischen Ethanol/Luft und
Iso-Oktan/Luft Gemischen, bei motorrelevanten Bedingungen einge-
setzt und die Resultate mit empirischen Korrelationen aus der Literatur
verglichen. Die einzelnen Korrelationen werden wiederum in Klopfmo-
dellen benutzt und direkt mit den Messdaten verglichen. Der Wichtig-
keit von genauen Zündverzugskorrelationen für die korrekte Vorhersage
vom Klopfbeginn für sowohl Ethanol als auch Iso-Oktan wird aufge-
zeigt.

Die Wahrscheinlichkeit des Klopfens reduziert sich stark für beide
Kraftstoffe und alle Einlasstemperaturen gegen Ende des Zyklus. In
diesem Fall ist der gesamte Restkraftstoff nahe der Wand lokalisiert,
die als Wärmesenke agiert und somit die Selbstzündung vom noch un-
verbrannten Kraftstoff verhindert. Das allgemein angewendete Klopfin-
tegral wird mit einem neuen Modellansatz für die thermische Grenz-
schicht an der Zylinderwand erweitert. Somit wird die Genauigkeit der
Vorhersage vom Klopfen für verschiedene Kraftstoffe wesentlich verbes-
sert. Daher ist die spezifische Formulierung vom Klopfmodell allein von
der Geometrie vom Brennraum abhängig.
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1 Introduction

There is a serious trend in the automotive industry towards more eco-
nomic and ecologic vehicles. Increasing environmental awareness and
fluctuating gas prices have increased the demand for cars with very low
fuel consumption and CO2 emissions. A common measure to decrease
the carbon footprint is the use of alternative fuels. In this light ethanol
has gained much interest over the last years, mainly due to its excellent
knock resistance and the possibility to be produced in a renewable way.

In this work the use of ethanol in spark ignition engines is studied
and specifically its behavior under knocking conditions. The results are
then compared to those of a common surrogate for gasoline, iso-octane.
Knock, which is caused by the auto-ignition of the unburned mixture in
the end-zone of the combustion chamber, is often the limiting factor for
brake efficiency in spark igntion engines. The design of future ethanol-
fueled engines will benefit greatly from a thorough understanding of
the knock phenomenon.

1.1 Ethanol as a renewable fuel
Ethanol can be used as a fuel for automotive applications and its use
is increasing. Ethanol is often blended with regular gasoline in low
volume percentages, typically between 5 and 10% (E5 and E10) as an
octane enhancer or in high volume percentages known as E85. Contrary
to gasoline, ethanol can be gained from agricultural products and can
therefore be categorized as a renewable fuel.

Figure 1.1 shows the global ethanol production in recent years bro-
ken down for the main production regions. Up to 2010 the global
production of ethanol has been steadily increasing. Since 2010 there
has been a small reduction, mainly due to economic factors in the most
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Figure 1.1: Global ethanol production in the period 2007 - 2012 broken
down geographically [1].

important production countries. However the predictions for the future
foresee a further increase in the production [2]. Ethanol can be pro-
duced essentially in two different ways: by fermentation of sugars or
by chemical synthesis without a fermentation step. The two main pro-
duction countries in the world use corn (USA) or sugar cane (Brazil).
The use of these crops for fuel production is in direct competition with
the food market and these fuels are commonly called 1st generation
bio-fuels. Ethanol produced from edible agricultural products use the
fermentation process. Alternatively ethanol can be produced from lig-
nocellulosic materials, which include agricultural residues, grasses and
wood residues. Ethanol produced from these sources is called 2nd gen-
eration bio-ethanol or cellulosic ethanol [3]. Production of ethanol from
lignocellulosic materials is also based on the fermentation process, but
the cellulose must first be converted to sugars. An overview of the
different production processes for ethanol from corn and lignocellulose
can be found in [4]. Another option for 2nd generation bio-fuels is the
gasification of biomass to syngas (H2 + CO) followed by the catalytic
conversion of syngas to ethanol [5]. Non-renewable ethanol can be pro-
duced using catalytic hydratation of ethylene or the gasification of fossil
fuels to syngas.

2
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Figure 1.2: Global ethanol production in the year 2010 broken down
by feedstock used [2].

An overview of the global ethanol production broken down by feed-
stock can be seen in figure 1.2. The main sources are, as mentioned,
coarsed grains (corn) and sugar cane. With wheat, molasse and sugar
beets the majority of ethanol produced is of the 1st generation. Bio-
ethanol produced from lignocellulosic materials does not yet allow large
scale production, mainly due to the costly conversion process into sug-
ars [2]. The USA however passed the Energy Independence and Secu-
rity Act in 2007, requiring a minimum of 36 billion gallons of ethanol to
be produced in 2022 of which 15 billion gallons from cellulosic material,
which reduces the life-cycle green house gas emissions by at 60% [6].

Next to the competition with food market, the sustainability of
ethanol as a fuel depends strongly on the efficiency of the production
cycle. Depending on the geographic location of the production, the
feedstock, the input data used, etc. the life cycle analysis of the well-to-
tank production chain can change significantly in terms of greenhouse
gas emissions, primary energy demand and other environmental factors
such as deforestation and the availability of clean water [7,8]. With the
right combination of these factors the production of ethanol can be
both renewable and sustainable, making it a viable long-term option
for the automotive industry.
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1 Introduction

1.2 Current commercial use of ethanol as
a transportation fuel

The use of ethanol in transportation fuels can be divided into two
categories: low volume ethanol blends in gasoline for the use in regular
cars and high volume or pure ethanol for the use in flex fuel vehicles.

In Europe ethanol is allowed in regular gasoline for all vehicles in
a concentration up to 5% volume and for newer vehicles up to 10%
volume (E10) [9]. In the USA the ethanol content in gasoline varies
throughout the country. Ethanol levels up to 10% volume are sold at
most gas stations. E15 is approved for all vehicles newer than 2001
[10].

On the other end of the spectrum E85, with nominally 85%vol
ethanol and 15% gasoline, is becoming the standard for high volume
ethanol blends. A minimum of 50% ethanol is required and the actual
composition varies regionally and seasonally [11, 12]. Within Europe,
Sweden is the country with the highest availability of E85 with over
2100 filling stations [13]. Germany only offers 340 [14] and Switzer-
land 38 [15]. In the USA 3306 filling stations with E85 are registered
[16] with the highest density in the mid-west, where most ethanol is
produced.

Brazil has the highest availability of ethanol fuels worldwide. The
ethanol content in gasoline is nominally set to 22% but varies between
18 and 25%. Because of the relatively high volume fraction of ethanol
Brazil’s gasoline is also called gasohol. Ethanol is available as E100 as
well without gasoline. Most cars are flex fuel vehicles, which means they
can be fueled with any combination of E100 and gasohol, depending on
availability and price [17].

1.3 State of the art in ethanol-fueled en-
gines

The octane number (ON) of ethanol is higher than that of gasoline,
making the fuel more knock resistant. At low volume blends ethanol
is used as an octane enhancer for gasoline [18]. The octane number
increases linearly with the molar concentration of ethanol in gasoline
[19], which means the octane benefit is marginally higher for low ethanol
blends. At high ethanol blends or pure ethanol, the complete potential
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1.3 State of the art in ethanol-fueled engines

of the fuel can be exploited by advancing the spark timing, increasing
the compression ratio (CR) or the boost pressure. A typical correla-
tion for the CR gives 1 point of CR for 5 points octane number [20].
Caton [21] determines 5 degrees of spark advance per point of CR for
gasoline and about 2 degrees for E85. All spark ignition (SI) engines
are eventually knock limited. Because the brake efficiency of an engine
scales with the CR, a high ON is an important benefit in SI engines.

The performance of different ethanol blends in terms of fuel con-
sumption, power output, brake efficiency and pollutant emissions has
been compared to regular gasoline operation in many publications. The
results can be divided in three categories that yield different statements.

In a first category comparisons between ethanol blends and gasoline
are made at wide open throttle (WOT) [21–33]. An increase in torque
output at full load is usually observed for higher ethanol content, which
is mainly due to a better spark timing. Due to the higher knock re-
sistance of ethanol compared to gasoline, earlier spark timings at wide
open throttle are possible for ethanol containing fuels and maximum
brake torque (MBT) timing can be sustained where gasoline is knock
limited. Earlier spark timings and overall lower combustion temper-
atures for ethanol often remove the requirement for fuel enrichment.
This leads to an increase in both brake power and brake thermal effi-
ciency (BTE). The better knock resistance of ethanol can even allow
an increase of the CR in order to obtain even higher BTE. It has been
shown that the MBT timing doesn’t change significantly for different
blends. The gains in BTE stagnate when MBT timing can no longer be
sustained with ethanol at WOT [26]. A higher CR shifts MBT towards
top dead center (TDC) and decreases combustion time.

In a second comparison (e.g. [34]) the brake torque is kept constant
for all fuels. This case is a good comparison for part load behavior. At
the same throttle position a higher ethanol content increases the brake
torque production. In a comparison at constant torque more throttling
is required and higher pumping losses lead to lower efficiency benefits
for ethanol.

In a third and last category comparisons are made without closed
loop mixture control [35–39]. A constant injection timing for all ethanol
blends leads to changes in the air-to-fuel ratio. Due to the lower vol-
umetric energy density of ethanol, the mixture becomes leaner with
increasing ethanol content in the fuel. The lower energy content leads
to a decrease in torque production, however the leaning effect leads to
an increase in BTE. Due to the higher latent heat of vaporization the
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1 Introduction

volumetric efficiency improves with increasing ethanol content.
Many of the cited studies report comparisons of the pollutant emis-

sions during their tests. There is no unique effect of ethanol content
in the fuel on the pollutant emissions. An increase or decrease in the
emissions is mainly due to the operation point shift caused by the ad-
dition of ethanol and is thus a function of the method of comparison.
Nitrogen oxide (NOx) emissions are created at high temperatures when
enough oxygen is available. Due to the higher latent heat of vaporiza-
tion, the overall temperature in the combustion chamber is lower for
higher ethanol content, which has the effect of reducing NOx emissions.
Because of the higher knock resistance of ethanol, the ignition timing
can be advanced and higher peak temperatures are reached. Carbon
monoxide (CO) is formed in SI engines when there is a lack of oxy-
gen and are a result of incomplete combustion. The CO emissions
are primarily a function of air-to-fuel ratio. In the open loop mixture
control measurements CO emissions reduced due to the leaning effect.
It has been reported that the oxygen content in ethanol reduced the
CO emissions [25, 40]. Unburned hydrocarbons (HC) are emitted as
a result of incomplete combustion. The main reasons for HC emis-
sions are flame quenching on the cylinder wall, unburned fuel in the
piston crevices, absorption and desorption of fuel vapor in the oil, un-
stable combustion and rich air to fuel mixtures. Earlier spark timings
and colder combustion temperatures at higher ethanol volume fractions
cause therefore higher HC emissions. Issues with cold start, associated
with high ethanol content fuels, are an important source of HC emis-
sions as well [41]. Next to the regulated emissions (NOx, CO and HC),
ethanol combustion produces emissions of non-regulated components
which can be harmful to humans and the environment and of which
aldehydes are the most important. Exhaust aldehydes are formed from
post-flame oxidation of unburned alcohol and are thus directly related
to the unburned fuel fraction and the conditions during exhaust and in
the exhaust pipe. The formation is initiated after the end of combus-
tion. Aldehyde emissions are only relevant in alcohol containing fuels
and formaldehyde and acetaldehyde are the main components. Alde-
hyde concentrations reduce slightly due to the lower temperatures in
the exhaust. A higher compression ratio results in a more efficient com-
bustion and reduces the unburned fuel fraction which results in lower
aldehyde formation [42–45].

The studies in the overview so far mainly use port fuel injection
(PFI). The benefit of the charge cooling effect of ethanol is much more
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1.3 State of the art in ethanol-fueled engines

pronounced for direct injection engines (DI) [46, 47], because more of
the heat required for the evaporation of the fuel is taken from the
incoming air and not the intake walls. The potential for gains in brake
efficiency and power are thus higher with direct injection. A direct
injection system can also reduce problems during cold start [48–59].
However the low volatility of ethanol can cause improper mixing and a
high production of soot particles.

Compared gasoline ethanol can allow much higher levels of tur-
bocharging and exhaust gas recirulation (EGR). Due to the excellent
knock resistance of ethanol, turbocharging can be used to increase
power output or have a high degree of engine downsizing. EGR can
be used to reduce the peak combustion temperatures and consequently
avoid knock and high NOx emissions. Ethanol has a higher flame speed
and also broader dilution limits compared to gasoline and can thus sus-
tain higher rates of EGR. Several prototype engines for high ethanol
content fuels have been presented that use a combination of high CR,
turbocharging and EGR to reach high brake efficiencies of over 40%
[60–62].

Due to the limited availability of high ethanol content fuels in most
countries, engines designed for the operation with ethanol are typically
installed in flex-fuel concepts. Either the benefits of ethanol in terms
of knock resistance and charge cooling are exploited, in which case
there are serious reductions in power output and brake efficiency when
using gasoline. Or the engine is designed for the use with gasoline and
there are only little efficiency benefits when using ethanol. Concepts
using a two tank, dual injection system have been proposed in which
ethanol is only used for knock suppression and can be filled according
to availability [63–68]. Depending on the price of ethanol, an optimal
ethanol blend can be found between efficiency and fuel consumption
[18].

As mentioned, high ethanol content fuels can suffer from cold start
problems. A direct injection system can improve cold start behav-
ior significantly [28]. Other measures include intake port and injector
heaters [26], open valve injection [69], air-assist injectors [70], a sep-
arate gasoline system [71], increased spark energy [72] or valve time
optimization [73].

7



1 Introduction

1.4 Motivation and objectives
The literature review in the previous section shows that there is a
large interest in ethanol fueled engines. With minor changes to a regu-
lar gasoline engine significant increases in power output and reduction
in CO2 emissions are reported. High efficiency spark ignition engine
concepts are possible due to the excellent knock resistance of ethanol.
In order to fully benefit from the specific properties of ethanol as a
fuel, dedicated ethanol engines need to be designed instead of using
ethanol in a gasoline engine. Only these engines can offset, to some
extent, the lower volumetric energy density of ethanol - and thus re-
duced range - with higher brakes efficiencies. These dedicated ethanol
engines are designed for the knock limits of ethanol. A fundamental
understanding of the behavior of ethanol under knocking conditions is
thus of crucial importance for the design of these engines. Therefore
the study of knock in ethanol fueled engines is the main subject of this
work. A comparison is made to the results obtained using iso-octane,
a primary reference fuel and common surrogate for gasoline, under the
same conditions. Cycle-to-cycle variations are unavoidable in the high
turbulence environment of an internal combustion engine and play a
large role in the knock phenomenon. A cycle-resolved analysis of the
results gives a better insight into which cycles are more prone to auto-
ignition of the end gas. Relating the timing for the onset of knock to
the flame propagation shows the influence of the geometry of the com-
bustion chamber. In the initial development phase of spark ignition
engines, 0D and 1D simulation software, that rely heavily on empir-
ical and phenomenological models to predict the performance of the
simulated engine, are often used to define the main parameters of the
engine. Because knock sets limits to peak pressures and temperatures
in spark ignition engines, the availability of fast and reliable models for
the prediction of knock is of crucial importance during this phase. The
results obtained in this work are thus used to test the performance the
knock models available in literature and formulate improvements based
on the observations that are made. The current work does not use cal-
culation intensive 3D simulations or engines with optical access, but
shows that with standard equipment and fundamental understanding
of the phenomena, accurate results can be obtained.

The structure of the report is as follows:

• In chapter 2 the experimental setup, the investigated conditions

8



1.4 Motivation and objectives

and the selected fuels are presented. The specific properties of
the fuels are discussed in more detail, because they are inherent
to understanding the differences in the results obtained with both
fuels.

• In a following chapter the thermodynamic analysis of the combus-
tion process is explained. The accuracy of the calculations of the
unburned temperatures and the heat release rates are very im-
portant for a correct analysis of the study of knock. A parameter
study is included to show the sensitivity of the results.

• In chapter 4 the knock criterion used in this work is defined,
which determines when a cycle is detected as a knocking cycle.
A definition for the timing for the onset of knock is presented as
well.

• The ignition delay time is an important value used in knock mod-
els. Chapter 5 gives an overview of the available ignition delay
time correlations.

• The selected knock models are presented in chapter 6. A method
for the assessment of the performance of different knock models
is introduced.

• Chapter 7 discusses the influence of the cylinder walls on the
occurrence of knock. A model for the thermal boundary layer is
presented.

• In chapter 8 the different methodologies and models are applied
to the data gathered on the test bench. The results of the analysis
are presented and their impact discussed.

This introduction chapter does not contain an extensive literature
review on all aspects of the study. Each chapter is structured in such
a way that in a first section the state of the art in literature is pre-
sented. In further sections the approach that is chosen for this work
in particular on the respective topic is justified and its added value
underlined.

9
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2 Fuel properties and experi-
mental setup

In order to study knock experimentally, an engine test bench has been
installed. This chapter describes the selected fuels, the test engine,
the design of the test bench, the modifications to the original engine
and the sensors used to record data. Furthermore, the measurement
operating points as well as the measurement procedures are specified.

2.1 Fuel properties
Two fuels are selected for this study of knock: ethanol and iso-octane.
Table 2.1 lists the main properties of these fuels and compares with
typical values for regular gasoline. Each of the following sections com-
pares one aspect of the differences between both fuels. Understanding
the specific properties of the fuels allows the explanation of the observed
differences in the experimental data and to interpret the modeling re-
sults.

Fuel molecules and combustion equations

While gasoline is a blend of different molecular components, ethanol
and iso-octane are single molecular fuels. Ethanol contains an oxy-
gen atom, which makes it a so-called oxygenated fuel. The complete
combustion equations for stoichiometric ethanol/air and iso-octane/air
mixtures can be seen in equation 2.1 and 2.2 respectively.

C2H5OH + 3 O2 −−→ 2 CO2 + 3 H2O (2.1)

C8H18 + 12.5O2 −−→ 8 CO2 + 9 H2O (2.2)

11



2 Fuel properties and experimental setup

Table 2.1: Fuel properties [74].

Gasoline Ethanol Iso-octane
Chemical Formula C4 - C12

1 C2H5OH C8H18
Molecular weight

[
g
mol

]
100-105 46.07 114.23

Density2
[
kg
l

]
0.72-0.78 0.794 0.692

Latent heat of
vaporization2

[
kJ
kg

]
348 920 307

Lower heating value
[
MJ
kg

]
41.8 - 44.2 26.75 44.42

Stoichiometric air
to fuel ratio [−] 14.7 9.00 14.7

RON [−] 90 - 100 107-109 100
MON [−] 80 - 90 89-90 100
Carbon mass frac. [%] 85 - 88 52.2 84.12
Hydrogen mass frac. [%] 12 - 15 13.1 15.88
Oxygen mass frac. [%] 0 34.7 0
Boiling point [◦C] 26 - 225 78.5 99.1
Reid vapor pressure [bar] 0.55 - 1 0.158 0.55
Autoignition temp. [◦C] 257 696 396
1 Number of carbon atoms in the corresponding hydrocarbons
2 at 15.5◦C

Based on these equations, the specific CO2-emissions per energy of
fuel burned can be calculated. Equations 2.3 and 2.4, with M , the
molecular weight and Hu, the lower heating value, show that there
is only a small difference in CO2-emissions when fuel with the same
amount of energy is burned. Only differences in engine efficiency and
well-to-tank emissions can change the specific CO2 emissions.

2 ·MCO2

MC2H5OH ·Hu,C2H5OH
= 71.5

kgCO2

MJC2H5OH
(2.3)

8 ·MCO2

MC8H18
·Hu,C8H18

= 69.4
kgCO2

MJC8H18

(2.4)

Energy density

Ethanol has a much lower energy density than gasoline or iso-octane.
In order to have the same energy in the cylinder, 66% more ethanol

12



2.1 Fuel properties

needs to be injected compared to iso-octane.

Hu,Eth

Hu,C8H18

= 26.75MJ/kg

44.42MJ/kg
= 0.6022 (2.5)

Ethanol however has a higher density at the same conditions. The
necessary volume of ethanol to be injected in order to obtain the same
energy in the cylinder is almost 45% higher than for iso-octane.

Hu,Eth ∗ ρEth
Hu,C8H18

∗ ρC8H18

= 0.6022 ∗ 0.794kg/m3

0.692kg/m3 = 0.691 (2.6)

This has a significant influence on e.g. the fuel injectors to be
installed. They need to be designed for the increased volume flow.
In particular for flex fuel vehicles, where both gasoline and ethanol
operation is possible, this is a requirement [67].

Because ethanol is an oxygenated fuel, the stoichiometric air-to-fuel
ratio is lower compared to gasoline or iso-octane. This means that on a
mass basis, for the same amount of air less fuel is required to obtain a
stoichiometric mixture. In this light the considerations from equations
2.5 and 2.6 have to be reevaluated. If an engine is operated with same
amount of air in the cylinder after IVC for both ethanol and iso-octane
and the mixture in both cases is stoichiometric, the difference in energy
contained in the cylinder can be calculated. Equation 2.7 shows that
even though the mass of ethanol required is higher, the energy content
is the same.

14.7 kgAir

kgC8H18

9.0 kgAir

kgEth

→ 1.633 kgEth
kgC8H18

·
26.75MJEth

kgEth

44.42
MJC8H18
kgC8H18

= 0.9836 MJEth
MJC8H18

(2.7)

Even though the energy content within the cylinder stays approxi-
mately the same for the same volumetric efficiency, the volumetric fuel
consumption of ethanol increases. Assuming that the operation of both
fuels yields the same efficiency map, the volumetric fuel consumption
of ethanol increases by 44.7 %. Assuming the same price for one liter
gasoline and one liter ethanol the cost of driving would increase by this
amount. For the same fuel tank this results in a reduction of the range
with one filling by 30.9%.
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2 Fuel properties and experimental setup

Latent heat of vaporization

The latent heat of vaporization, L, of ethanol is three time higher than
that of iso-octane. This means that the heat required to evaporate
the same fuel mass is much higher for ethanol compared to iso-octane.
The use of ethanol in spark ignition engines is therefore often associated
with cold start problems and mixing difficulties. On the other hand the
high latent heat of evaporation has great advantages in terms of filling
and efficiency. During ethanol evaporation, the incoming air is cooled
down, leading to overall lower temperatures during the combustion
cycle. Cooler charge air means higher density and a higher volumetric
efficiency. The heat required to evaporate a certain fuel mass, mf , can
be calculated as in equation 2.8.

QL = mfL (2.8)
Due to the lower energy density of ethanol the amount of fuel for

the same amount of air is 1.63 (= 14.7/9) times higher. In order to
evaporate a stoichiometric mixture with the same air mass is 4.89 times
more energy is required for ethanol compared to iso-octane, as shown
in equation 2.9.

QL,Eth
QL,C8H18

= 14.7
9 · LEth

LC8H18

= 4.89 (2.9)

The heat required for the evaporation can come from the incoming
air, but also from the piping, the cylinder walls, etc. For port fuel
injection relatively more heat is taken from the piping. Depending on
how the injection system is designed, a larger or lower fraction of the
injected fuel is impinged on the intake piping. Fuel evaporating from
the fuel puddle in the intake, takes its heat by cooling down the walls
rather than the incoming air. With a direct injection system, the heat
taken from the incoming air is typically higher [47]. However these
observations are similar for the design of the fuel spray. Depending on
how much of the fuel is impinged on the piston and the liner walls,
the heat taken from the charge air can vary. Assuming all heat for the
evaporation of the fuel is taken from the charge air, the reduction in
temperature for complete evaporation of the fuel of a stoichiometric
mixture can be calculated. The heat to evaporate the fuel equals the
heat for the reduction in temperature of the charge air, ∆T , as in
equation 2.10, where AFST is the stoichiometric air-to-fuel ratio, and
cp the specific heat capacity.
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Figure 2.1: Increase in charge density due to evaporation of the fuel
as a function of the temperature before evaporation when all the required
heat is taken from the charge air.

mair

AFst
· L = cpmair∆T (2.10)

The reduction in temperature under this assumption is independent
of the operating point (speed, load, spark angle, etc.) for stoichiometric
mixtures and is given in equation 2.11 for ethanol and in equation 2.12
for iso-octane.

∆TEth = LEth
9cp

= 101.7◦C (2.11)

∆TC8H18
=
LC8H18

14.7cp
= 20.78◦C (2.12)

A reduction of over 100◦C in the intake air temperature for ethanol
explains the difficulties during cold start and the necessity of a direct
injection system to fully benefit of the increase in charge density and
lower temperatures at the beginning of the compression. Figure 2.1
shows the increase in charge density due to evaporative cooling. The
horizontal axis shows the temperature before the evaporation. When
the liquid fuel in a stoichiometric mixture of 150◦C evaporates the
density of the mixture is increased by 31% for ethanol and by only 5%
for iso-octane.

The vapor pressures of gasoline and iso-octane are much higher
than that of ethanol. The volatility of ethanol is low which contributes
as well to its cold start problems. Low ethanol blends around E20
increase the vapor pressure over regular gasoline [75]. There is also a
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2 Fuel properties and experimental setup

local maximum in the latent heat of vaporization due to the formation
of a positive azeotope.

Flame speed

For a premixed fuel/air mixture, the flame speed is defined as the speed
with which the flame front propagates in a homogeneous mixture and
the fuel is consumed. The heat release rate, dQb/dt, during combustion
can be connected to the flame speed as written in equation 2.13, with
ṁu the consumption rate of air, ρu the unburned density and λ the
air-to-fuel ratio.

dQb
dt

= ṁu

1 + λ ·AFST
·Hu = ρu

1 + λ ·AFST
ST ·AF · Ex ·Hu (2.13)

The flame front moves faster than the fuel is consumed, due to the
expansion of the burned gases. An expansion factor, Ex, as a function
of the density ratio and the mass fraction burned, xb is defined in
equation 2.14 to capture this behavior [76].

Ex = ρu/ρb
(ρu/ρb − 1) · xb + 1 (2.14)

The flame speed in equation 2.13 is the turbulent flame speed, ST .
The turbulence is considered in the turbulent flame speed and the flame
area is that of a smooth flame. The turbulent flame speed is mainly
governed by the turbulence in the cylinder and is about one order of
magnitude higher than the laminar flame speed [76]. The laminar flame
speed, SL is a property of a combustible mixture and is typically mea-
sured in dedicated experiments. Modeling the turbulence intensity is
required to obtain a relation between the laminar and the turbulent
flame speed, as given in equation 2.15 [77], with u′ the turbulence in-
tensity, Re the Reynolds number and AG, mST and nST parameters
(although attempts to measure the turbulent flame speed directly have
been made [78]).

ST
SL

= 1 +AG ·
(
u′

SL

)nST

·RemST

T (2.15)
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2.1 Fuel properties

The laminar flame speed of a combustible mixture depends on the
pressure, temperature, air-to-fuel ratio and dilution and is, at a given
condition, the speed with which the flame front propagates in a qui-
escent mixture. Many attempts at measuring the laminar flame speed
have been undertaken for a wide variety of fuels and operating condi-
tions. Figure 2.2 shows a summary of the laminar flame speed correla-
tions and measurements for ethanol, available in literature, and com-
pares those to two correlations for iso-octane at atmospheric pressure
and temperatures 298 and 358 K.
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Figure 2.2: Summary of laminar flame speed correlations and mea-
surements for ethanol and iso-octane for (a) 298 and (b) 358 K at
atmospheric pressure. Ethanol in colors: Vancoillie et al.[79], Egol-
fopoulos et al. [80], Liao et al. [81], Konnov et al. [82], Gülder [83],
Lipzig et al. [84], Bradley et al. [85], Veloo et al. [86]. Iso-octane in
black: Metghalchi et al. [87], Bradley et al. [88].
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2 Fuel properties and experimental setup

For ethanol three correlations for laminar flame speeds can be found,
typically as a function of the laminar flame speed at reference conditions
and corrections for the influence of temperature and pressure. Gülder
[83] proposed the first correlation for ethanol in the form usually applied
for laminar flame speeds (without dilution) as shown in equation 2.16.

SL = SL,ref

(
T

Tref

)α(
p

pref

)β
(2.16)

In this correlation (eq. 2.16) the temperature coefficient, α is con-
stant and the reference flame speed, SL,ref , is a second degree poly-
nomial as a function of the air-to-fuel ratio. Liao et al. [81] extended
the flame speed correlation with a linear dependency of the temper-
ature coefficient on the air-to-fuel ratio (pressure coefficient, β, as in
[83]). Vancoillie et al. [79] present a laminar flame speed correlation for
ethanol combustion at engine-like operating conditions using chemical
kinetics calculations. The correlation for the laminar flame speed is
similar to equation 2.16 and is presented in equation 2.17. The corre-
lation contains cross products for the pressure and the fuel-to-air ratio.

SL = SL,ref (φ, p)
(

T

Tref

)α(φ,p)
(2.17)

Next to the presented correlations, other researchers have published
experimental results for ethanol/air mixtures at ambient pressure and
different temperatures using either counter-flow measurements (Egol-
fopoulos et al. [80] and Veloo et al. [86]) or flat flame heat flux methods
(Konnov et al. [82] and van Lipzig et al. [84]). Bradley et al. [85] (1 to
14 bar) and Beeckmann et al. [89] (10 bar) have reported experimental
results for pressures higher than atmospheric using the closed vessel
Schlieren technique.

For iso-octane the most common correlation is proposed by Met-
ghalchi et al. [87] and is based on closed vessel measurements us-
ing equation 2.16. Huang et al. [90] reports primary reference fuel
(PRF) flame speed measurements using a counter-flow configuration
and Bradley et al. [88] presents results for iso-octane using a closed
vessel. Jerzembeck et al. [91] reports flame speed measurements for
iso-octane and PRFs at even higher pressures (10 to 25 bar).

It can be seen from figure 2.2 that ethanol has a significantly higher
laminar flame speed compared to iso-octane, even though the results
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2.2 Test engine

presented in literature are not uniform. Higher flame speeds increase
the rate of temperature and pressure build up and can therefore increase
the indicated efficiency of the engine. Higher flame speeds raise the
ignition limits and increase the resistance against dilution. This can be
useful when dealing with high rates of exhaust gas recirculation [51] or
very lean combustion. Even though the laminar flame speed for ethanol
is higher than that for iso-octane, it must be noted that the turbulent
flame speed is dominant for the combustion in an ICE. Differences in
turbulent intensity can more than offset the differences in the laminar
flame speed. The laminar flame speed has a high positive temperature
coefficient (compared to the lower negative coefficient for pressure).
The lower burning temperatures in ethanol operated engines reduce
the laminar flame speed and can cancel out the original advantage [21].
The peak flame speed for both ethanol and PRFs occur in the slightly
rich operating area with ethanol peaking a little richer than the PRFs,
possibly due to the oxygen content in ethanol [80].

Early experiments with ethanol/iso-octane blends (up to 20 vol%
ethanol) show that ethanol addition increases the laminar flame speed
[92]. More recent work by Broustail et al. [93] examines laminar flame
speeds for ethanol/iso-octane blends and proposes a correlation to de-
termine the flame speed of any blending fraction, SL,blend. The corre-
lation is given in equation 2.18 with the resulting flame speed being an
exponential function of the blending fraction, fva.

SL,blend = SL,C8H18

(
SL,C2H5OH

SL,C8H18

)fva

(2.18)

Next to a higher laminar flame speed, ethanol has a lower adiabatic
flame temperature. The flame thickness of an ethanol flame is smaller
than that of iso-octane for the rich and slightly lean mixtures, but a
higher flame thickness for leaner mixtures [92].

2.2 Test engine
The research engine used for this work is a single cylinder 4-stroke
spark ignition engine manufactured by Swissauto Wenko AG with the
specifications given in table 2.2. Originally the engine burns gasoline,
which is injected in the intake manifold. With these settings the engine
produces 13.67 kW at 6000 rpm and 22.31 Nm at 5000 rpm.
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2 Fuel properties and experimental setup

Table 2.2: Test Engine Data.

Displaced volume 250 cc
Stroke 56.5 mm
Bore 75 mm
Connecting rod 95 mm
Compression ratio 12.5:1
Number of valves 4
Number of cylinders 1

Figure 2.3: Picture of the engine test bench as built up at LAV.

The test engine is connected to an eddy current brake via a curved
teeth coupling. The brake of the type APIcom FP75 is used to control
the speed of the engine and record the load. A picture of the setup
used for all experiments can be seen in figure 2.3. The geometry of the
combustion chamber can be seen in figure 2.4. The figure shows the
view on the symmetry plane containing the intake and exhaust ports.
The engine has a pent roof with the spark plug located in between the
valves. The spark plug is located slightly off-center because the intake
valves are larger than the exhaust valves. The piston has pockets for
the valves (not visible in the figure) and a compression dome in line
with the pent roof.
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2.3 Injection modes

Figure 2.4: Combustion chamber geometry for the symmetry plane
containing the intake and exhaust ports. The position of the injector
in the DI system is shown on the top left, in between the intake valves.
The direction of the spray is included in gray.

2.3 Injection modes

The original engine uses a port fuel injection system with an injection
pressure of 4 bar. Additionally, a high pressure direct injection system
is fitted to the engine in order to avoid problems during cold start
with ethanol and to benefit from its cooling effect during steady state
operation. The location of the injector within the engine head as well
as the direction of the spray beams can be seen in figure 2.4. The
spray is aimed towards the piston in order to minimize wall wetting of
the liner on the opposite exhaust side. A Bosch type HDEV5 six-hole
injector is used and the injector is positioned between the intake valves
and the fuel is injected at 110 bar.

The idealized injection rate profiles for both PFI and DI can be seen,
relative to the valve lift profiles, in figure 2.5. The start of injection for
the direct injection system is set at the timing of exhaust valve closing,
to avoid losing fuel directly into the exhaust and maximize the time
available for mixing and evaporation. Additionally during this time
the intake valves are open and the incoming air interacts with the fuel
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Figure 2.5: Valve lift and typical idealized injection profiles for DI
and PFI. DI for ethanol and PFI for iso-octane.

spray. The PFI injector is located well before the intake valves and the
end of injection in this mode is fixed to 320◦CAbTDCf for all operating
points. The injection rates in figure 2.5 are for iso-octane in PFI and
ethanol in DI mode for the same load and speed. The injection rate for
DI is higher and therefore shorter. However the total area under the
DI profile is larger than that for PFI, due to the lower energy density
of ethanol. The PFI system uses a Bosch FP100 fuel pump, the DI
system a three cylinder radial piston pump, whose pumping frequency
equals the injection frequency. The power for both pumps is supplied
externally.

2.4 Test bench design and measurement
signals

All the required equipment for this investigation of knock is installed on
the engine test bench. A summary of all the sensors, measured signal
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2.4 Test bench design and measurement signals

Table 2.3: Measured signals, sensor equipment and sample frequency.

Signal Sensor equipment Sample rate
Intake pressure Kistler 4075A 0.2 ◦CA
Exhaust pressure Kistler 4049A 0.2 ◦CA
In-cylinder pressure Kistler 6052 0.2 ◦CA
Fuel pressure Kistler 4065A 0.2 ◦CA
Speed Apicom brake speed sensor 1 s
Torque Apicom brake load cell 0.2 ◦CA
Air/Fuel ratio λ-probe Bosch LSU 4.9 0.2 ◦CA
Injection/Ignition Bosch ECU MS4 Sport 0.2 ◦CA

Fuel consumption Coriolis mass flow meter
E+H Cubemass 0.2 ◦CA

Temperatures:
• Intake
– Before intake
– After throttle
– Before valves
• Exhaust
– Before TWC
– After TWC
• Cooling water
– Before engine
– After engine

Thermocouple 1 s

and corresponding sampling rates is given in table 2.3. A schematic of
the test bench setup including the main sensor and component positions
is shown in figure 2.6.

Piezo-resistive pressure sensors are used to record the intake (Kistler
4075A) and exhaust (water-cooled Kistler 4049A) absolute pressure
profiles. The in-cylinder pressure trace is measured using the piezo-
electric Kistler 6052 pressure sensor, which is located between the in-
take and exhaust valves on the chain side of the cylinder head. The fuel
pressure in the direct injection line is recorded with a Kistler 4065A.
The different pressure profiles as well as the piston position are recorded
at a rate of 0.2◦CA in order to allow an accurate thermodynamic anal-
ysis of the engine cycle.

A Bosch MS4 Sport engine control unit (ECU) is used to trigger
the injection and ignition events. The stoichiometry of the mixture is
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2.5 Operating points

controlled in closed loop by a Bosch LSU 4.9 λ-probe. A second λ-
sensor is installed further downstream the exhaust pipe and is used for
recording. A muffler reduces the exhaust noise and a three way catalyst
(TWC) reduces the pollutant exhaust emissions. A coriolis mass flow
meter is used to measure the fuel consumption. The fuel consumption
data is recorded at the same rate as the pressure profiles, but the data
are averaged since no transient behavior can or should be observed.

Temperature measurements are taken using thermocouples along
the intake and exhaust paths as well as in the cooling water circuit. A
1D engine simulation model is built up based on the test engine setup.
The accuracy of the model calibration relies heavily on the availability
of the temperature profile within the intake and exhaust piping. A
more detailed illustration of location of the temperature and pressure
sensors in the intake manifold can be seen in figure 2.7.

In order to control the temperature of the incoming air, a heater and
air-box are installed in the intake path. The resistive heater is supplied
with singe phase 400V and has a maximum power of 2.5 kW, reaching
temperatures up to 120◦C. The control loop for the temperature con-
trol, using a PI-controller and a thyristor to set the temperature after
the throttle body, is shown in figure 2.6.

2.5 Operating points
Measurements are carried out at a large set of operating conditions in
order to obtain an extensive data set of different knock intensities. A
list of all the operating points for both ethanol and iso-octane is given
in table 2.4. Spark timing variations are carried out at different en-
gine speeds and intake temperatures ranging from late non-knocking
conditions up to early spark timing and strong knock. At ambient in-
take conditions no knock is observed for ethanol, even with very early
spark timings. For these operating points no measurements are carried
out. All measurements are conducted at wide open throttle stoichio-
metric air-to-fuel ratios. The engine oil and cooling water are brought
up to their operating temperatures and only steady-state conditions are
recorded. For each operating point 288 consecutive cycles are recorded.
The injection strategy is as shown in figure 2.5 with PFI for iso-octane
and DI for ethanol. The engine was designed by the manufacturer for
operation at high speeds. Below 3000 rpm the torque of the engine
drops and large cycle-to-cycle variations lead to unstable operation.
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Table 2.4: Operating conditions for the experiments.

Speed [rpm] Tin [◦C] Spark advance [◦CAbTDCf]
Ethanol Isooctane

3000

35 - 41.25 - 54.75
80 45.00 - 60.00 36.75 - 50.25
100 35.25 - 60.00 35.25 - 48.00
120 30.00 - 50.25 30.75 - 42.00

4000

35 - 39.00 - 52.50
80 33.75 - 44.25 25.50 - 39.00
100 30.00 - 43.50 26.25 - 37.50
120 33.75 - 47.25 26.25 - 37.50

4500

35 - 33.00 - 46.50
80 35.25 - 53.25 32.25 - 47.25
100 33.75 - 44.25 29.25 - 42.75
120 31.00 - 41.25 24.00 - 37.50

5000

35 - 38.25 - 51.75
80 33.75 - 41.25 24.75 - 38.25
100 33.75 - 43.50 26.25 - 37.50
120 33.75 - 41.25 27.00 - 36.00

5500

35 - 46.50 - 60.00
80 30.00 - 47.25 32.25 - 45.75
100 30.00 - 41.25 27.00 - 40.50
120 28.75 - 33.75 24.75 - 36.00
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3 Thermodynamic analysis of
the combustion process

For the evaluation of the measurements described in chapter 2 a ther-
modynamic analysis of the combustion process is carried out. Based
on the measurement data, the heat release rate and the two zone tem-
peratures for both the mean cycle (averaged over one operating point)
and each of the single cycles can be calculated. The accuracy of these
calculations is of crucial importance for the further study of knock,
because of the sensitivity to the temperature of the unburned gases.

This chapter introduces the software that is selected for the cal-
culations and lists the assumptions and models that are used. The
difference in the calculations for the mean engine cycle and the single
cycles are pointed out and a sensitivity analysis for the model param-
eters is presented.

3.1 1D Simulation model in GT-Power
Based on the engine measurements a 1D simulation model in the soft-
ware GT-Power, a part of the GT-Suite1 package developed by Gamma
Technologies, is built up. This model also forms the basis for the
thermodynamic analysis of the combustion process. A reduced model
ranging from the position of the intake pressure sensor to the exhaust
pressure is used in a so-called three pressure analysis. The measured
intake and exhaust pressure traces for each measurement are set as
boundary conditions for the calculation. The geometry of the combus-
tion chamber, the intake and exhaust piping, the cylinder head as well

1www.gtisoft.com
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3 Thermodynamic analysis of the combustion process

as the valve lift profiles and the flow coefficients are contained in the
model. Two calculations are carried out in each iteration: a forward
and a backward run. During the backward calculation only the high
pressure phase between IVC and EVO is considered. The heat release
rate is calculated using the measured cylinder pressure as an input.
This heat release rate is used as an input for the forward calculation,
which considers the complete engine cycle including the gas exchange
phase. The forward calculation has the composition at IVC and the
in-cylinder pressure trace as results. These conditions at IVC are again
used as an input for the next backward run. When the simulated tem-
peratures, the in-cylinder pressure profile and the mass flow rate match
with the measured values, convergence is reached and the calculation is
terminated. The main advantage of this method over conventional cal-
culation methods is that it includes a 1D simulation of the gas exchange
phase and more accurate values for the conditions at IVC as well as
the residual gas fraction are obtained. Figure 3.1 shows an illustration
of the algorithm of the thermodynamic analysis of the engine cycle.

3.2 Assumptions and models
Whereas the geometry of the engine and the test bench is known, the
heat transfer and the component temperatures must be modeled and
calculated. The heat transfer coefficient from the combustion chamber
gases to the cylinder walls (i.e. cylinder head, piston, liner and valves)
is modeled using the Woschni [94] equation. In order to calculate the
wall temperatures, the heat transfer coefficient on the outside of the
components, at the interaction with the coolant or the oil, is modeled
as well. Four interfaces are defined: cylinder head - coolant, liner -
coolant, piston - oil and liner - oil. The values of the heat transfer
coefficients at these interfaces are estimated. The speed of the pump
driving the coolant circuit is not related to the engine speed, leading
to a relatively constant coolant mass flow rate. A constant value for
the coolant heat transfer coefficients can therefore be assumed. The
oil and coolant temperatures are measurement results and with the
estimated heat transfer coefficients on both the inside and the outside
of the components, the temperatures of the cylinder walls as well as
the heat losses can be calculated. In a similar way, using convection
and conduction models, the heat transfer in the intake and the exhaust
path is modeled.
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Figure 3.1: Summary of the algorithm for the calculation of the heat
release rate and the two zone temperatures in GT-Power.

The injection of ethanol occurs during the intake process. The evap-
oration of the fuel has an important impact on the temperature of the
gases in the cylinder, as illustrated in section 2.1. The injection and
evaporation for the DI mode must thus be modeled in more detail. In
order to model the injection, the injection rate profile as in figure 2.5
is imposed. The evaporation of the fuel after injection is however un-
known. The evaporation rate is modeled using an equation proposed in
the GT-Power software based on the 50 % evaporation time, CA50. The
evaporation rate increases with temperature and speed and is shown in
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Figure 3.2: Outline of the 1D GT-Power model for the PFI injection
mode.

equation 3.1.

ṁevap = 4.16 · 4000rpm
CA50

(
T

600K

)(
N

4000rpm

)
(3.1)

An overview of the 1D model in GT-Power and the used assump-
tions can be seen in figure 3.2.

3.3 Single and mean cycles
For each of the measurement operating points 288 consecutive cycles
are recorded. Due to the cycle-to-cycle variations, all of these single
cycles are different. The average of all these single cycle is referred
to as the mean cycle for that operating point. The parameters of the
GT-Power model, as described in the previous sections, are calibrated
against the mean cycles of all operating points in the measurement
campaign. All of the models require parameter values that are valid
independent of the operating point. The parameters are calibrated in
such a way that the calculations for all the mean engine cycles converge.
Table 3.1 lists the final parameter values for the external heat transfer
coefficients and the evaporation rate. The thermodynamic analysis is
then carried out for both the mean engine cycles as well as all the single
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3.4 Parameter value sensitivity in the GT-Power model

cycles. Between each single cycle the gas exchange phase calculation is
carried out thus including the cyclic differences in volumetric efficiency.

Table 3.1: Values of parameters for the GT-Power model.

Parameter Unit Value
H
ea
t
tr
an

sf
er

co
effi

ci
en
t

Coolant - Head

W/m2K

3500
Coolant - Liner 3500
Oil - Piston 3000
Oil - Liner 3000
Intake port 1000
Exhaust port 1000
CA50

◦CA 10

Before the heat release rate calculation, the measured pressure traces
are filtered using a low-pass filter with a cut-off frequency of 5 kHz. In
this way noise from the pressure sensor, vibrations caused by valve
events and pressure oscillations as a result of auto-ignition in the end-
gas are eliminated. The algorithm for knock detection, based on the
heat release rate calculation and the oscillations of the in-cylinder pres-
sure, is described in chapter 4.

3.4 Parameter value sensitivity in the GT-
Power model

The accuracy of the results of the thermodynamic analysis is of crucial
importance for the further knock detection and modeling study. Knock
models often rely on correlations for the auto-ignition delay time. These
are typically Arrhenius-type equations with a high sensitivity on tem-
perature. A sensitivity analysis of the estimated parameters of table
3.1 on the peak unburned temperature, Tu,peak, and the temperature
at IVC, TIV C is carried out and the results for a representative operat-
ing point are shown in figure 3.3. The sensitivity analysis assesses the
impact of an incorrect estimate of these unknown parameters.

Figure 3.3 shows Tu,peak and TIV C for the reference case denoted by
the black vertical line and the results when a parameter is varied over a
wide range of values, while keeping all other parameters at the reference
value. An increase of the heat transfer coefficients promotes higher heat
losses and leads to overall lower temperatures. The oil cooling on the

31



3 Thermodynamic analysis of the combustion process

Pe
ak

U
nb

ur
ne
d
Te

m
pe

ra
tu
re

[K
]

410

412

414

416

0 10 25 50

905

910

915

920

CA50 [◦CA]

410

412

414

416

905

910

915

920

410

412

414

416

0 500 1000 1500 2000

905

910

915

920

HTC: Intake & Exhaust Port [W/m2K]

410

412

414

416

905

910

915

920

410

412

414

416

1000 2000 3000 4000 5000

905

910

915

920

HTC: Oil - Liner & Oil - Piston [W/m2K]

410

412

414

416

905

910

915

920

410

412

414

416

TIV C

2000 2500 3000 3500 4000 4500 5000

905

910

915

920

HTC: Coolant - Head & Coolant - Liner [W/m2K]

R
eference

Tu,peak

Te
m
pe

ra
tu
re

at
IV

C
[K

]

Figure 3.3: Sensitivity of the GT-Power model parameters (differ-
ent x-axes) - heat transfer coefficients (HTC) and evaporation pro-
file (CA50) - on the peak unburned temperature (left y-axis, full line,
5) and the temperature at IVC (right y-axis, dashed line, 4) for a
representative operating point: 4000rpm, Tin=100◦C, 36.75◦CA SA,
Ethanol, WOT, λ = 1.
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3.4 Parameter value sensitivity in the GT-Power model

liner has the lowest effect on the investigated temperatures. The effect
of oil cooling on the piston accounts for a maximum deviation of 0.9◦C
on TIV C and 3.2 ◦C on Tu,peak for the investigated parameter range.
The heat transfer coefficients of the coolant have a stronger influence on
temperature than those for the oil. The heat losses to the cylinder head
are more sensitive than those through the liner. Maximum deviations
from the reference case of 6.8◦C for Tu,peak and 2.9◦C for TIV C are
observed for the coolant - head interface. The heat transfer coefficient
in the intake port has a higher influence on the temperatures in the
cylinder compared to the exhaust port. The heat transfer in the intake
affects the temperature of the fresh charge and thus also the volumetric
efficiency. A strong reduction of the heat transfer coefficient in the
intake, which corresponds to neglecting the effect of the coolant on the
piping in the cylinder head, leads to a maximum increase in Tu,peak of
6.4◦C and 4.1◦C in TIV C .

The influence of the fuel evaporation rate on the investigated tem-
perature is not uniform. An increase in the evaporation rate and thus a
decrease of CA50 leads to an increase in both Tu,peak and TIV C . As dis-
cussed extensively in chapter 2 the evaporation of the fuel cools down
the mixture. With a low value for CA50 the evaporation is finished
much before IVC and the hot walls heat up the mixture, leading to an
increase in TIV C and therefore also in Tu,peak. For a high value of CA50
not all the fuel is evaporated at IVC, leading to an increase in TIV C .
The evaporation continues during the compression stroke leading to a
decrease in Tu,peak.
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Knocking combustion is characterized by high frequency pressure oscil-
lations resulting from pressures waves traveling through the combustion
chamber after auto-ignition of the unburned mixture. For the experi-
mental study of knock in spark ignition engines, solid knock detection
criteria are needed. This chapter first gives an overview of the state of
the art and secondly of the definition of the knock detection criterion
used in this work. The knock criterion differentiates between the de-
tection of knocking cycles and the determination of the timing for the
onset of knock. In a last section the difference between single cycles
and the mean cycle for a single operating point is discussed.

4.1 State of the art
Auto-ignition of the unburned mixture in the end-gas leading to knock-
ing combustion occurs when the temperature and pressure in the un-
burned zone in front of the flame are sufficiently high and enough time is
available to cover the auto-ignition delay time. Knock is therefore often
related with high compression ratios, high charge densities (e.g. caused
by turbo charging) or early spark timings. The auto-ignition is typically
initiated at so-called hot spots in the combustion chamber. Inhomo-
geneities in the temperature and mixture distribution cause favorable
auto-ignition spots, where the reaction is initiated first. The chemical
reaction rates during auto-ignition are very high, causing the typical
pressure oscillations. The maximum amplitude of the oscillations is re-
lated to the initial boundary conditions at the moment of auto-ignition
and the consequent reaction rate [95]. The pressure waves can cause
a reduction of the auto-ignition delay time in the region nearby, re-
sulting in multiple auto-ignition spots, which can lead to a detonation.
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The waves propagate through the combustion chamber at the speed of
sound until they are reflected at the walls. The frequency of the oscilla-
tions is therefore closely related to the combustion chamber geometry.
Equation 4.1 relates the frequency, f , of the pressure oscillations to the
bore, B, the speed of sound, c and the wave number, ν [96].

f = c

ν ·B
(4.1)

The pressure amplitude recorded with a pressure sensor is a local
measure. During knocking combustion, the pressure recorded with the
in-cylinder pressure sensor is no longer representative for the entire
combustion chamber. Resonating pressure waves of various frequencies
travel through the combustion chamber and the recorded amplitude is
local.

Knock detection can be done using:

• A vibration sensor mounted on the outside of the engine, typically
used in commercial engines to retard the spark timing when high-
frequency vibrations are measured.

• Optical access to see the location of the auto-ignition as for exam-
ple in [97], where the knock locations are detected using multiple
cylinder pressure sensors and optical fiber probes. The relation
between the local hot spots and the turbulence flow field and lo-
cal mixture gradients is discussed. Higher turbulence and better
mixture formation reduce the knocking tendency of an engine.

• Acoustic sensor to determine audible knock as for example in
[98], where the frequency content of an acoustic sensor is com-
pared that of the in-cylinder pressure trace for knocking cycles.
Depending on the cylinder geometry and which resonant mode is
excited, knock is audible or not.

• The pressure signal trace using a piezo-electric in-cylinder pres-
sure sensor, as typically installed on research engine test benches.

For a single operating point the cycle-to-cycle variations cause some
cycles to knock and others to proceed with normal combustion. The
intensity of knock between these cycles varies strongly as well. A knock
detection method proposed in [99] uses the standard deviation of the
peak pressure or the maximum rate of pressure rise. The coefficient
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4.1 State of the art

of variation (CoV) on the indicated mean effective pressure (IMEP)
however does not vary strongly between knocking and non-knocking
operating points.

4.1.1 Knock indices
Many different methods for knock detection in a SI engine have been
proposed. Most of them try to quantify the knocking events through
the evaluation of a certain knock index that increases from regular
combustion over the onset of knock to strongly knocking conditions.
Typically a threshold value is used as the knock limit, thus distin-
guishing knocking cycles from regular cycles. However the transition
between the different regimes is continuous. A difference can be made
between the knock limit (KL) and the damage limit (DL) [97]. The
damage limit is the severity of knock at which the engine starts to suf-
fer damage from the pressure oscillations. This limit depends on the
engine manufacturer and is difficult to determine in advance.

Without optical access to the combustion chamber, knock detection
using the in-cylinder pressure trace is the most reliable method. Using
the in-cylinder pressure sensor, the knock indices can be based on either
the pressure signal itself or the heat release rate. The heat release
rate is the result of calculations with the pressure signal as an input.
Both signals are therefore related; in this description they are however
treated separately.

Based on the in-cylinder pressure signal

Knock is characterized by the typical pressure oscillations caused by
the auto-ignition of the unburned mixture in front of the flame. These
oscillations have high frequencies compared to the frequency content
of normal combustion. Often a high-pass or band-pass filter in the
region of about 4− 25kHz is applied to the in-cylinder pressure signal,
obtaining just the knock induced oscillations in the signal pfilt or p̃.
Applying equation 4.1 to the engine in this work yields about 7 kHz
for the first oscillation mode with an air temperature of 2000 K.

The most straight-forward approach is to select the maximum am-
plitude of the pressure oscillations (MAPO) as a measure for knock
intensity (equation 4.2) [100].

MAPO = max (|p̃|) (4.2)
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Next to the maximum amplitude, the integral of the modulus of
pressure oscillations (IMPO) can be used (equation 4.3). This index
considers both the amplitude and the length of the oscillations. The
parameter ζ denotes the crank angle interval over which the oscillations
are considered.

IMPO =
∫ θ0+ζ

θ0

|p̃|dθ (4.3)

In a similar way the integral of the modulus of the pressure gradient
(IMPG) can be used as a knock indicator as well (equation 4.4).

IMPG =
∫ θ0+ζ

θ0

∣∣∣∣dp̃dθ
∣∣∣∣ dθ (4.4)

The method used by Wayne et al. [101] is the value of the third
derivative of the pressure signal. The crank angle for the onset of
knock is determined as the first point where the third derivative has
a value lower than -70 kPa/◦CA. The knock intensity, in this case, is
determined by the amount of energy left in the cylinder (as in equation
4.5).

KIxb = (1− xb) · 100 (4.5)

In [102] the signal energy of the pressure oscillations (SEPO) or the
resonance energy, Eres (equation 4.6), is used to compute an experi-
mental knock indicator.

SEPO = Eres =
∫ θ0+ζ

θ0

p̃2dθ (4.6)

The low pass filtered pressure curve is split into a motored and
combustion pressure signal. The knock index, I2, is then calculated as
the logarithm of the ratio of the signal energy of the motored, Emot
and the knocking, Eres pressure as in equation 4.7, with S as a scaling
factor.

I2 = log10

[
S

(
Eres
Emot

)]
(4.7)
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Another way is to integrate the power density spectrum of the
Fourier transform over a chosen frequency band [98]. As an alterna-
tive to the Fourier transform also the discrete wavelet transform can
be used to determine knock [103].

No matter what knock index is used, it should be independent of the
operating point. In [104] it is found that the MAPO and IMPO values
for non-knocking cycles increase with speed. It is therefore proposed to
reference the MAPO or IMPO values to the non-knocking value. The
relative value increases in this case with higher spark advance values.

Based on the heat release rate

A knock detection method or knock index can also be defined using the
heat release rate profile. In this case the heat release rate for each single
cycle is evaluated. A distinction needs to be made between the heat
release rate based on the filtered or the unfiltered in-cylinder pressure.
In the latter case the heat release rate contains the frequencies of the
pressure oscillations. The heat release rate during knocking combustion
can even become negative losing its physical meaning. The pressure
oscillations are a result of pressure waves in the cylinder. In this case
the pressure is not uniform throughout the combustion chamber and
the heat release rate does not describe the actual release of heat.

A high pass filter can then be applied to the previously unfiltered
heat release rate and knock indices, similar to the ones defined for the
in-cylinder pressure signal, can be computed. In [105], for example, the
high frequency content of the heat release rate, dQ̃2/dθ, is evaluated
and a value similar to SEPO is computed as shown in equation 4.8.
In this case it can be called the signal energy of the heat release rate
oscillations (SEHRRO).

SEHRRO =
∫ θ0+ζ

θ0

dQ̃2

dθ
dθ (4.8)

Corti et al. [106] find that the pressure oscillations are the ’mechan-
ical signature’ of the knocking combustion. The underlying cause of
the pressure oscillations is the heat release in front of the mean flame
front. Non-knocking cycles are approximated using two Wiebe func-
tions. When large oscillations in the heat release rate exist, a Wiebe
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function is fitted to model the knocking combustion. The knock inten-
sity is related to either the maximum value or the integral of the third
Wiebe function.

Also in [107] it is found that the high frequency content is charac-
teristic for knocking combustion. It is however the result of the rapid
heat release and dependent on cylinder geometry. The authors pro-
pose a new knock detection method based on the frequency content of
the unfiltered heat release rate of the single cycles trying to identify
the knocking heat release causing knocking combustion. The frequency
band between 30 and 200 osc/cycle is found to have a good indication
of knock intensity and is used as the knock detection method.

4.1.2 Onset of knock detection
Often omitted in the definition of a knock criterion is the timing for the
onset of knock. For knock modeling purposes however it is important
to know exactly when during the cycle the auto-ignition is initiated.

The onset of knock can be defined as the first time a certain thresh-
old value is exceeded. For example the first time the MAPO value
crosses 1 bar or, as mentioned earlier, the first time the third derivative
of the pressure trace is lower than -70 kPa/◦CA. Another possibility is
to use the maximum value of a knock index, for example the timing of
the maximum pressure peak, i.e. the timing of MAPO. In [105] the
onset of knock is determined by the ratio of the SEPO before and after
the onset of knock.

The overview of the literature on knock detection methods show,
that many authors have used many different approaches to distinguish
a knocking cycle from a regular cycle. The selection of the knock index
and the detection of a knocking cycle as well as the decision on the
definition of the timing for the onset of knock should be determined by
the purpose to which it should be used.

4.2 Definition of a knock criterion

In order to study knock in a systematic way, a clear and precise def-
inition of knocking conditions is needed. This section lays out the
definitions used further in this work. First the definition of a knocking
cycle is given, then the timing for the onset of knock is described. In
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Figure 4.1: In-cylinder pressure trace and high pass filtered signal for
an example cycle at operating point 4000 rpm, Tin=120◦C, 33.00◦CA
SA, iso-octane.

a last part the difference between the single and overall mean cycle is
given.

4.2.1 Knock detection
Typical for knocking combustion are the pressure oscillations induced
by the very fast chemical reactions that occur, when the unburned
mixture auto-ignites. These oscillations can be captured with an in-
cylinder pressure sensor. When applying a high pass filter to the data,
only the high frequency oscillations remain. Figure 4.1 shows the in-
cylinder pressure profile for an example measured cycle. The data
recorded with the pressure sensor are filtered using a 5kHz high pass
filter. The values for 1 bar and MAPO are indicated.

Knock is a stochastic process. Each individual cycle for the same
operating point has a different combustion progress and the knock in-
tensity changes from cycle to cycle. Figure 4.2 shows the MAPO values
of each single cycle for three operating points at the same speed and in-
take temperature, but with different spark timings (early, intermediate
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and late). The operating point with early spark timing has overall high
MAPO values and almost all cycles knock. The oscillation peaks reach
up to 20 bar and this operating point should be avoided for continuous
operation. The operating point with a spark advance of 33◦CA has
some high values of the MAPO index, but most cycles do not knock.
In the operating point with late spark timing all MAPO values are low,
corresponding to an operating point with regular combustion.
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Figure 4.2: MAPO values for all cycles for three different spark tim-
ings: late, medium and early at 4000 rpm, Tin=120◦C, iso-octane.

The MAPO value at the later spark timing is however not zero. Vi-
brations of the engine block and noise on the measurement signal cause
high frequency perturbations on the measurement signal. The MAPO
value for late spark timings is dependent on the speed and load operat-
ing point of the engine. The value of the knock index used to identify a
knocking cycle should be independent of the operating conditions [104].
To this extent the MAPO value at late, non-knocking, spark timings
is taken as a reference, MAPOref . Figure 4.3 shows how the MAPO
values are speed and load dependent. In each operating point spe-
cific vibrations can cause additional noise on the signal. Especially to
distinguish between knocking and non-knocking conditions this effect
has an influence. Therefore a knock index relative to the non-knocking
conditions can be defined. The knock index, MAPOrel, then represents
the maximum amplitude of the pressure oscillations relative to the vi-
brations at non-knocking conditions, as shown in equation 4.9. Using
this knock index only oscillations caused by auto-ignition are detected.

MAPOrel = MAPO

MAPOref
(4.9)
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Figure 4.3: Average MAPO values at late timings (MAPOref ) for
different speeds and intake temperatures.

In order to be able to distinguish between a knocking and a non-
knocking cycle, a threshold value for the knock index is required. The
transition from a regular cycle to a knocking cycle is however not dis-
crete. The flame propagation changes from cycle to cycle and it is
e.g. possible that auto-ignition occurs in a region where only a small
fraction of the fuel is consumed through the process. Even though
auto-ignition occurs, the pressure oscillations are very small and in the
heat release rate profile no clear auto-ignition can be distinguished. It
is difficult to detect such a cycle as a knocking cycle. However these
cycles do not damage the engine and should not necessarily be avoided.
After thorough inspection of the data, a value of 4 is selected as the
threshold value for the knock index, MAPOrel, and the knock criterion
for this work is given in equation 4.10.

MAPOrel > 4 (4.10)
Strong pressure oscillations due to knock and their vibrations dam-

age the engine. They are therefore used as the criterion for the detection
of a knocking cycle. Knock detection based on the frequency content
of the heat release rate has proven unreliable for the available data.

Figure 4.4 shows, as an example, the filtered pressure profiles of 4
cycles within the same operating point with different MAPOrel values.
For the gray curve the maximum amplitude is almost the same as for
the operating point at late timing. There is no knock for this cycle.
The blue curve has an increased amplitude of the oscillations during
the combustion. The orange curve represents a knocking cycle for the
criterion in equation 4.10. There is a clear difference between the os-
cillations before and after knock. The green curve shows the pressure
oscillations for a clearly knocking cycle.
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Figure 4.4: Filtered pressure traces for four cycles with different
MAPOrel values for the same operating point at 4000 rpm, Tin=120◦C,
33.00◦CA SA, iso-octane.

4.2.2 Onset of knock timing
With the definition of the detection algorithm of a knocking cycle, it is
now of interest to know when exactly in the knocking cycle the auto-
ignition occurs. For the development of an accurate knock model, the
timing for the onset of knock or the start of knock (SOK) must be deter-
mined. Based on the pressure oscillations, criteria for the start of knock
can be defined (as presented in section 4.1.2) for the first crossing of
the critical value, SOK pcrit or at the timing of the maximum pressure
oscillation, SOK pmax. However when looking at the corresponding
heat release rate profile, it can be seen that the auto-ignition takes
place before the start of the pressure oscillations. The upper graph of
figure 4.5 shows the heat release rate and the pressure oscillations for a
strongly knocking cycle on the same axis as well as three possible crite-
ria for the onset of knock timing. It is obvious from the figure that the
auto-ignition takes place before the start of the pressure oscillations.
For a strongly knocking cycle there is an increase in the heat release
rate at the timing of auto-ignition. For a cycle at borderline knock
this increase is not necessarily observed, as shown on the bottom graph
of the figure. A deviation in the heat release profile can however be
seen. The timing for the onset of knock is therefore defined as the local
maxima in the second derivative of the mass fraction burned.

The timing for the onset of knock is thus defined based on the heat
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release rate, being the cause of knock. The detection of knock is based
on the pressure oscillations, being the resulting phenomenon of knock.

4.2.3 Mean versus single cycles

Sections 4.2.1 and 4.2.2 define a knock criterion for a single cycle. As
shown in figure 4.2 the knock intensity changes strongly cycle by cycle
within the same operating point. It is of interest to define, also for
the mean cycle, a criterion which detects whether an operating point
can be considered a knocking operating point. In this way the knock
limited spark advance, KLSA, which is the earliest spark timing with-
out knock, can be found. Earlier spark timings should then be avoided
during normal operation.

Figure 4.6 shows for two operating points the cumulative distribu-
tion of the MAPOrel values. In this way the fraction of the cycles that
knock, i.e. with a MAPOrel value higher than 4, is visible. A fraction
of 5% knocking is seen [108] as a significant amount to define the op-
erating point as knocking. The MAPOrel value below which 95% of
the cycles are situated is called the MAPO95 value. When this value is
higher than 4, the mean cycle is counted as knocking. In a similar way,
using the actual MAPO value instead of the relative, a knock index for
the mean cycle can be defined. 95% of the cycles then have a maximum
pressure oscillation amplitude of ∆p95.
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Figure 4.6: Cumulative distribution of the MAPOrel values for a cy-
cle at borderline knock and at strong knock. 95% line and MAPO95
values. Measurement operating points: 4000 rpm, Tin=120◦C, 33.00
and 37.50◦CA SA.
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4.2 Definition of a knock criterion

MAPO95 > 4 (4.11)

On the other hand, the percentage of the cycles within one operating
point that have a MAPOrel value higher than 4, thus those that knock,
can be calculated. This parameter is called the knocking tendency,
KnTd. An operating point with MAPO95=4 has a KnTd = 5%.
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5 Auto-ignition delay times

The differences between ethanol and iso-octane as fuels are discussed
in section 2.1. Due to the importance of the auto-ignition delay time
in modeling knock, a separate chapter is dedicated to an overview of
the literature available on this subject for both fuels. The definition of
ignition delay time (IDT), in this work, always relates to auto-ignition,
associated with knock. For both iso-octane and ethanol the published
experimental results for the ignition delay times, followed by the chem-
ical kinetic models are presented. The most detailed chemical kinetic
model for each fuel is selected and a correlation has been fit to the
ignition delay time data. Finally those correlations are compared to
the ones available in literature.

5.1 Definition and importance of the igni-
tion delay time

Mainly the chemical kinetics control the knock mechanism. During the
combustion cycle the gases in front of the flame are compressed and
heated. When the temperature and pressure in the end gas are high
enough, the mixture can auto-ignite. The ignition delay time of a com-
bustible mixture is a function of the composition, the temperature and
the pressure. A chemical kinetic analysis of the ignition at a wide range
of operating conditions can explain the reaction paths that are followed
and can lead to the definition of ignition delay time correlations.

Most hydrocarbons have three modes: low temperature, intermedi-
ate temperature and high temperature. In the lower temperature range
chain branching reactions build up the radical pool and increase the
temperature. At higher temperatures, in the intermediate range, the
radicals decompose back to their reactants because of their instability,
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5 Auto-ignition delay times

causing a negative temperature dependency for the ignition delay time.
Only at temperatures higher than the intermediate regime the high
temperature reactions dominate and the final combustion is initiated
[109]. Measurements for ethanol have shown that it does not exhibit
a negative temperature coefficient (NTC) at knock relevant tempera-
tures. The ignition delay time in the low temperature range is high,
resulting in excellent knock resistance. For ethanol blends the radical
pool created at lower temperatures by gasoline initiates low temper-
ature chemistry also for ethanol. For decreasing ethanol content in
gasoline the negative temperature coefficient increases [110]. The ig-
nition delay times for different ethanol blends in gasoline can be seen
in figure 5.1. The increasing importance of the low temperature chain
branching with decreasing ethanol content can be observed. The fig-
ure explains why fuels with a high sensitivity (RON - MON), such as
ethanol, are more resistant to auto-ignition at low temperature and
high pressure, but relatively less resistant at high temperatures and
low pressure [111]. At high temperatures (above the NTC region for
gasoline) the ignition delay time of ethanol is even slightly lower than
that of gasoline.

5.2 State of the art - Ignition delay time
measurements

Many researchers have tried to determine the ignition delay times of
different fuels at a wide range of operating parameters experimentally.
This section gives an overview of the published results for both ethanol
and iso-octane.

5.2.1 Measurement methods

Ignition delay times are typically measured using either a shock tube
or a rapid compression facility. The latter have longer residence times,
but include the compression phase and the corresponding motion of the
test gas. Shock tubes have lower residence times, but almost instantly
reach the test conditions.
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Figure 5.1: Ignition delay times of ethanol blends (E0 . . . E100) in
gasoline at 20 bar (left) and 50 (bar) for φ = 1 using the equation
proposed in [112] illustrating the two stage behavior for gasoline and
single stage behavior for ethanol.

Shock tubes

A device that is often used to measure the ignition delay time of a fuel-
air mixture is a shock tube. Compared to other devices, a shock tube
can increase the temperature and pressure of the test gas very quickly
thus eliminating the effects of the heating or compression processes. A
high pressure driver gas and the low pressure test gas are separated.
When the diaphragm breaks, a shock wave is generated and is reflected
at the test gas side bringing the test gas under higher pressure and
temperature. The residence time for the elevated pressure is typically
low and depends on the facility. A typical pressure trace for a shock
tube is shown in figure 5.2. The time between the arrival of the reflected
shock wave and the ignition is the ignition delay time.
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Figure 5.2: Qualitative pressure trace in the shock tube during ignition
delay time measurements.

Rapid compression machine

Several research groups have rapid compression machines (RCM) in-
stalled and use them among others to study the ignition characteristics
of fuels. A RCM is typically a piston that is accelerated by compressed
gas. The piston can be either free floating or expansion can be pre-
vented in which case pressure and temperatures can be sustained for
over 10 ms. The compression ratio can be either fixed or can be set by
changing the stroke. Different test gas temperatures can be obtained
by changing the diluent and thus the specific heat of the mixture.

5.2.2 Iso-octane
Table 5.1 gives an overview of published data for measurements of
ignition delay times for iso-octane using a shock tube. The operating
parameters, the oxidizers as well as the year of publication and whether
or not a correlation for the ignition delay times is available are given
in the table.

Early measurements were carried out at relatively low pressures
and high temperatures. Two different modes of ignition were observed:
strong and mild ignition. Strong ignition was identified by the shock
wave initiated at the back wall of the shock tube. Mild ignition is
defined by the chemical reactions at distinct points in the test gas
producing essentially constant pressure flames [113].
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Table 5.1: Overview of ignition delay time experiments for iso-octane in a shock tube.

Author Ox. φ (-) T (K) p (bar) Corr. Year Ref.
Vermeer et al. O2,Ar 1 1200 - 1700 1 - 4 No 1972 [113]
Burcat et al. O2,Ar 0.25 - 1.0 1100 - 1700 Yes 1993 [114]
Fieweger et al. air 0.5 - 2.5 700 - 1250 13 - 36 No 1994 [115]
Blumenthal et al. air 1.0 800 - 1335 5 - 14 No 1996 [116]
Fieweger et al. air 0.5 - 2.0 700 - 1300 13 - 45 No 1997 [117]
Davidson et al. O2,Ar 0.25 - 2.0 1177 - 2009 1.18 - 8.17 Yes 2002 [118]
Oehlschlaeger et al. O2,Ar 0.25 - 2.0 1177 - 2009 1.10 - 12.58 Yes 2004 [119]
Davidson et al. air 0.5 - 1.0 855 - 1269 14 - 59 No 2005 [120]
Kahandawala et al. air, Ar 1.0 900 - 1400 1.0 No 2006 [121]
Sakai et al. air, Ar 1.0 1200 - 1600 2.5 No 2007 [122]
Yahyaoui et al. air, Ar 0.5 - 1.5 1380 - 1880 2 - 10 No 2007 [123]
Shen et al. air, Ar 0.25 - 1.0 868 - 1300 7 - 58 No 2008 [124]
Hartmann et al. air 0.5 - 1.0 713 - 1199 38.9 - 43.2 No 2011 [125]
Malewicki et al. air 0.52 - 1.68 835 - 1757 21 - 65 No 2013 [126]
Li et al. O2, Ar 0.5 - 1.0 1313 - 1554 1.5 - 3.0 Yes 2013 [127]
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5 Auto-ignition delay times

There is a transition from a smooth pressure profile in a mild igni-
tion towards pressure oscillations during a strong ignition. The strong
ignition limit is shifted towards lower temperatures at higher pressures
[115]. In the shock tube experiments different definitions for the igni-
tion delay time can be found. A first ignition delay time is set at the
beginning of an inhomogeneous deflagrative phase starting from differ-
ent hot spots. At high enough temperatures the deflagration may lead
to a secondary explosion of larger volumes of the unburned gas and
transition into a detonation-like process, which is the second ignition
delay time. This second delay time corresponding to the detonation
and strong pressure oscillations and is found to be the best approx-
imation for the chemical ignition delay time. A third delay time is
defined for the cool flame process that occurs during the two-step low-
temperature oxidation of some hydrocarbons. Different from the first
ignition delay time, the cool flame gives only a small increase in pres-
sure. The cool flame proceeds in a relatively homogeneous way with a
velocity almost equal to the reflected shock. In the high temperature
range the auto-ignition proceeds in a detonative way. In the interme-
diate temperature range the deflagration becomes more important. At
low temperatures no secondary detonation is observed. Experiments
at different equivalence ratios show that the NTC is more pronounced
towards richer mixtures [117]. Mild ignition originates at hot spots and
propagates through the combustion chamber with a smooth pressure
profile. Strong ignition leads directly to a detonative mode without
flame fronts and can either occur as a first ignition or after the mild
ignition in a transition from deflagration to detonation. The flame
speed after a strong ignition is one order of magnitude larger than for
a mild ignition. The structure of the deflagration can be either spher-
ical or planar. A spherical deflagration may or may not develop into
a strong ignition; planar deflagrations are always followed by a strong
ignition [116]. Later measurements with more advanced shock tubes
allowed for measurements at higher pressures and lower temperatures
thus expanding the range of measured operating conditions. A visual
representation of the operating ranges for the different experiments can
be seen in figure 5.3.
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Figure 5.3: Operating ranges for the shock tube (top) and RCM (bot-
tom) ignition delay time experiments for iso-octane (only φ = 1).
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Table 5.2: Overview of ignition delay time experiments for iso-octane with an RCM.

Author Ox. φ (-) T (K) p (bar) Corr. Year Ref.
Halstead et al. air, Ar, CO2 0.5 - 1.4 600 - 850 No 1977 [128]
Griffiths et al. air, Ar, CO2 1 600 - 950 <9 No 1993 [129]
Minetti et al. air 0.8 - 1.2 630 - 920 10.7 - 16.8 No 1996 [130,131]
Callahan et al. air, Ar, CO2 1 630 - 910 12 - 17 No 1996 [132]
Griffiths et al. air, Ar, CO2 1 650 - 950 7.5 - 9.0 No 1997 [133]
Tanaka et al. air 0.2 - 0.5 798 - 878 40.4 - 44.0 No 2003 [134]
Wooldridge et al. air, Ar 0.25 - 1.0 943 - 1027 5.12 - 23 Yes 2005 [135]
Walton et al. air, Ar 0.2 - 1.98 903 - 1020 8.7 - 16.6 Yes 2007 [136]
He et al. air, Ar 0.4 & 1.2 975 - 1000 4.8 - 5.2 No 2007 [137]
Mittal and Sung air, Ar, CO2 0.75 740 - 1060 15 - 45 No 2008 [138]
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5.2 State of the art - Ignition delay time measurements

An overview of the published results for the ignition delay times
of iso-octane determined using a rapid compression machine is given
in table 5.2. RCM measurements are typically lower in temperature
compared to the shock tube measurements. The temperature after
compression is often changed by replacing the inert gas (replacing N2
with Ar for higher temperatures and CO2 for lower temperatures). The
pressure after compression is varied by changing the compression ratio
and the initial pressure. Similar to the experiments with shock tubes
at low temperatures a two-stage ignition with a cool flame preceding
the main ignition is observed. With increasing temperatures the cool
flame becomes less and less important and finally disappears. For inter-
mediate temperatures a NTC for the ignition delay time is observed.
The air-to-fuel ratio does not seem to influence the cool flames, but
its influence is only visible in the main ignition [130]. The cool flame
ignition delay times are reduced with increasing temperature until the
process is not observed anymore [132]. The NTC region is shifted to-
wards higher temperatures as pressure increases [131]. Recent ignition
delay time measurements with RCMs for iso-octane are inspired by the
interest in homogeneous charge compression ignition combustion and
cover also very lean operating conditions. The operating ranges for the
published results that include stoichiometric combustion are shown in
figure 5.3 and are compared to the shock tube measurements.

5.2.3 Ethanol
An overview of the published experiments on the ignition delay times
of ethanol is given in table 5.3. Early work on the study of ethanol
combustion started in the 1950s [139, 140]. Cooke et al. [141] are
the first to publish shock tube measurement results for the ignition
delay time of ethanol. Natarajan and Bhaskaran [142] also carried out
low pressure, high temperature IDT shock tube measurements, but
for different stoichiometries. This became one of the standard data
sets to which kinetic models are tested. Borisov [143] performed shock
tube measurements for acetaldehyde and ethanol mixtures with oxygen
(dilution with both Ar and He) also including low temperatures as well
as pressures up to 6 bar. Dunphy et al. [144] and Curran et al. [145]
added measurements for medium to high temperatures at relatively low
pressures for lean up to rich mixtures.
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Table 5.3: Overview of ignition delay time experiments for ethanol in a shock tube.

Author Ox. φ (-) T (K) p (bar) Corr. Year Ref.
Cooke O2,Ar 1 1570 - 1870 1.27 - 1.4 No 1971 [141]
Natarajan O2,Ar 0.5, 1, 2 1300 - 1700 1, 2 Yes 1981 [142]
Borisov O2,Ar, He 0.25 - 1 700 - 1570 0.5 - 6 Yes 1989 [143]
Dunphy O2,Ar 0.25 - 2 1080 - 1660 1.8 - 4.6 Yes (3) 1991 [144]
Curran O2,Ar 0.25 - 1.5 1100 - 1900 2, 3, 4.5 Yes 1992 [145]
Heufer air 1 800 - 1400 13, 19, 40 Yes 2010 [146]
Cancino air 0.3, 1 650 - 1220 10, 30, 50 No 2010 [147]
Lee 1 air 1 705 - 1300 40, 80 No 2011 [148]
1 Also RCM experiments
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Figure 5.4: Operating ranges for the ignition delay time experiments
for ethanol (only φ = 1).

More recent work by Haas et al. [110] presents species profile mea-
surements for the low and intermediate temperature range (525 - 900
K) at 12.5 atm and equivalence ratios of 0.43 and 0.91 using a variable
pressure flow reactor facility. The experiments show that ethanol does
not have a NTC for the tested conditions. At low temperatures, ethanol
is consumed primarily through H-atom abstraction to form one of three
isomeric C2H5O radicals. Only at temperatures higher than 900K the
uni-molecular homogeneous decomposition of ethanol becomes impor-
tant. In the experiments heterogeneous decomposition of ethanol to
ethylene and water can be observed. The model proposed by Li et al.
[149] is updated for and extended to ethanol/PRF blends. The reaction
mechanism agrees well with the existing IDT shock tube measurements
presented in [150].

Cancino et al. [147] present IDT measurements in a shock tube
at intermediate temperatures and high pressures. The experiments
show a flattening (non-log-linear) of the ignition delay time for ethanol
towards low temperatures (T < 1000K). Similar behavior is seen in the
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5 Auto-ignition delay times

experiments carried out by Heufer et al. [146] in their high pressure
shock tube. It is suggested that the low temperature behavior can
be explained by a NTC region for ethanol. Recent experiments with
both shock tubes and RCM cover pressures of up to 80 bar [148]. An
overview of the operating ranges of the published results can be seen
in figure 5.4.

5.3 State of the art - Chemical kinetic mod-
els

Many chemical kinetic mechanisms have been developed to be included
in combustion simulations. These mechanisms have different levels of
detail and are often a trade-off between computational burden and ac-
curacy. The number of included reaction steps and species are a mea-
sure for the level of detail. These mechanisms are typically calibrated
against ignition delay time, flame speed and species measurements.
They can then be used for example to predict the ignition delay time
within the operating range the mechanism is validated.

5.3.1 Iso-octane
For iso-octane, as a PRF, many chemical kinetic models have been de-
veloped. Table 5.4 gives an overview of the available mechanisms for
iso-octane oxidation, the number of species and steps and the experi-
ments to which they are validated as well as the year of publication.

Based on the Shell ignition model and the principles introduced by
Halstead et al. [151], Cox and Cole [152] developed a skeletal reaction
mechanism with 10 species and 15 generalized reactions for the auto-
ignition of alkane based hydrocarbon fuels. The temperature, fuel, and
air-to-fuel ratio dependence of experiments in an RCM [128] could more
or less be explained.

Axelsson et al. [153] published one of the first detailed kinetic reac-
tion mechanisms for iso-octane and n-octane. The mechanism includes
70 species and 500 reactions and is based on mechanisms for smaller
fuel molecules. They focus on the difference between the oxidation of
n-octane and iso-octane trying to determine the specific reaction paths
for both fuels. The mechanism for each fuel contains around 60-62
species and 350 reactions.
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Table 5.4: Chemical kinetic models for iso-octane oxidation.

Author Steps Species Validation Measurements Year Ref.IDT SL Species
Cox and Cole 15 10 [128] 1985 [152]
Axelsson et al. 500 70 [154] [155] 1988 [153]
Westbrook et al. 765 212 [113] [155,156] 1988 [157]
Schreiber et al. 6 5 [115] 1994 [158]
Côme et al. 2820 463 [159,160] 1996 [161]
Pitsch et al. 47 25 [162] 1996 [163]
Ranzi et al. 2500 145 [115,129] [160,164,165] 1997 [166]
Davis and Law 406 69 own [167] 1998 [168]
Curran et al. 4060 990 [117] own 1998 [169]
Ogink and
Golovitchev 479 101 [117,170] [83,87,88,168,

171] 2001 [172]

Curran et al. 3606 859 [113,115,117] [132,160,167,
173] 2002 [174]

Soyhan et al. 386 63 [117] 2002 [175]
Tanaka et al. 55 32 [134] 2003 [176]
Buda et al. 1684 351 [117,130,131] 2005 [177]
Machrafi et al. 29 27 own 2005 [178]
Jia and Xie 69 38 [117,120,134] [160] 2006 [179]
Lu and Law 959 233 own 2006 [180]

Continued on next page61
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Table 5.4: Chemical kinetic models for iso-octane oxidation (Continued from previous page).

Chaos et al. 723 107 [113,114,119,
157] [90,168,181] [167] 2007 [182]

Ra and Reitz 130 41 [117] 2008 [183]

Mehl et al. 5300 1250
[117,120,130,
131,170,184,

185]
2009 [186]

Tsurushima 38 33 [117,170] 2009 [187]
Voglsam et al. 19 18 [117,120,184] [169] 2012 [188]
Liu et al. 111 32 [117] [91,189,190] [160] 2013 [191]
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Table 5.5: Chemical kinetic models for ethanol oxidation.

Author Steps Species Validation Measurements Year Ref.IDT SL Species
Natarajan 56 26 own 1981 [142]
Dunphy 97 30 own 1991 [192]
Curran >400 own 1992 [145]
Borisov 94 own 1992 [193]
Norton 142 own 1992 [194]
Egolfopoulos 196 35 [141,142] own [194,195] 1992 [80]
Marinov 383 57 [142,144,145] [80,83] [196] 1999 [197]
Saxena 192 36 [142,144,145] [80] 2007 [198]
Li 238 39 [142,144,145] [80,83] own 2007 [149]
Dagaud 1866 235 own 2008 [199]
Röhl 228 38 [142,144] [80,83] 2009 [200]
Röhl 374 107 own, [80,83] 2009 [201]
Syed 672 142 [80] 2010 [111,202]
Cancino 1349 136 own 2010 [147]
Leplat 252 36 [142,144] [81,85] own 2011 [203]
Lee 279 44 own 2011 [148]
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Based on the availability of new experiments chemical kinetic re-
action mechanisms are continuously developed. More detailed models
[157,161,166,168,169,174,177,186] with a high number of reactions and
species aim at capturing correctly all the reaction paths. Reduced and
skeletal models aim at computational efficiency while retaining the de-
sired level of accuracy for the chosen purpose [158,163,172,175,176,178–
180, 183, 187, 188, 191, 204]. The most widely validated detailed mech-
anism for the calculation of ignition delay times is proposed by Mehl
et al. [186] It is the latest update of the LLNL model developed at the
Lawrence Livermore National Laboratory [169,174].

5.3.2 Ethanol
Compared to iso-octane, ethanol has received less attention for chemical
kinetic modeling. However, several kinetic models for ethanol combus-
tion have been developed and are listed in table 5.5.

One of the earliest kinetic models for ethanol oxidation was pro-
posed by Natarajan and Bhaskaran [142] and consists of 26 species and
56 reaction steps. Up to Norton et al. [194] different chemical kinetic
models are developed mainly for high temperature and low pressure
oxidation of ethanol to match their own IDT or species measurements.
Egolfopoulos et al. [80] added the information of new laminar flame
speed measurements and compared their model to the available other
data. Marinov [197] developed the first detailed chemical kinetic model
for high temperature ethanol oxidation. The reaction mechanism was
tested against IDT, laminar flame speed and species profile measure-
ments with good agreement.

With the availability of new data at high pressures and low tem-
peratures more mechanisms are developed. Especially the models of
Cancino et al. [147] and Lee et al. [148] are of interest because they
are based on the high pressure ignition delay time results and include
the flattening of the ignition delay time towards lower temperatures at
elevated pressures.

5.4 Ignition delay time correlations
Using the results from the ignition delay time experiments or the chem-
ical kinetic mechanisms, empirical correlations capturing the behavior
of the ignition delay time as function of pressure, temperature and mix-
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ture composition can be derived. In the next subsections an overview
of the available correlations is given followed by the derivation of a
new correlation based on chemical kinetic calculations using the most
detailed mechanism for each fuel.

5.4.1 Iso-octane
Three main correlations for the ignition delay time of iso-octane, τ , can
be found in literature. The first one is suggested by Yates and Viljoen
[205]. They use the LLNL mechanism [174] to carry out around 1500
calculations for the ignition delay times of different PRF blends (from
PFR0 to PRF100) and blends of PRF80 with methanol at conditions
p = 12 − 50bar, T = 600 − 1200K,φ = 0.25 − 4.0 and no dilution. A
further analysis using different ethanol blends is presented in [112]. For
the correlation of the ignition delay time, a distinction is made between
the low, τl, and high, τh, temperature ignition range and a formulation
for the cool flame region, τCF , is presented. The correlation for iso-
octane is given in equations 5.1-5.6.

τ = τl + τCF

(
1− τl

τh

)
(5.1)

τl = exp (−17.01)φ−0.327p−0.268 × exp (14833/T ) (5.2)

τh = exp (−11.69)φ−0.711p−0.964 × exp (15326/T ) (5.3)

τCF = exp (−11.69)φ−0.711p−0.964
CF × exp

(
15326

T + 1.103 (TCF − T )

)
(5.4)

TCF = T + 0.5
(

∆TCF +
√

∆T 2
CF + 4745

)
(5.5)

∆TCF = −1.194
(
T − 720p0.053φ0.06015

(
100

99 + φ

)1.0162
)

(5.6)

A second correlation is proposed by Goldsborough [206]. He cal-
culates the influence of the composition, temperature and pressure on
the ignition delay time using the LLNL mechanism [186] in order to
define the equations for the correlation (eq. 5.7 - 5.14). An extensive
overview of the experimental data gathered in literature is given and
the measurement results are used to calibrate the 37 correlation pa-
rameters. The correlation is valid for the ranges φ = 0.2 − 2.0, p =
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1 − 60atm, χO2 = 0.125 − 21%, T = 650 − 2000K. The final correla-
tion (eq. 5.7) has an Arrhenius form with exponents for the air-to-fuel
ratio, α, pressure, β and oxygen concentration, γ. The temperature
dependency including the two-stage ignition behavior is incorporated
in the exponents and the exponential factor.

τ = AφαpβχγO2
× exp(λ) (5.7)

α = α′ +
( 3∑
i=0

aiT
∗i

)
× exp

(
− (T ∗/T ∗α)j

)
(5.8)

β = β′ +
( 3∑
i=0

biT
∗i

)
× exp

(
−
(
T ∗/T ∗β

)k) (5.9)

γ = γ′ +
( 3∑
i=0

ciT
∗i

)
× exp

(
−
(
T ∗/T ∗γ

)l) (5.10)

λ = Ω (1− Ξ) (5.11)

Ω =
2∑
i=0

diT
∗i −

[ 2∑
i=0

diT
∗i −

2∑
i=0

eiT
∗i

]
× exp (− (T ∗/T ∗Ω)m) (5.12)

Ξ = Cexp
[
− (T ∗ − T ∗Ξ)2

/2σ2
]
/
√

2πσ2 (5.13)

C = C1 {1− exp [−a (p− plow)n / (phigh − plow)n]} (5.14)

A third and last correlation is proposed by Douaud and Eyzat [207]
and is often used in knock modeling. The parameters of a single step
Arrhenius equation are derived from engine measurements yielding the
results in equation 5.15. The analysis is carried out for different PRF
fuels and the effect of the octane number is included in the correlation.

τ = 17.68
(
ON

100

)3.402
p−1.7exp

(
3800
T

)
(5.15)

The LLNL mechanism is selected as the most detailed and accurate
chemical kinetic mechanism for iso-octane oxidation. The CHEMKIN
toolbox is used in combination with SENKIN to computed ignition de-
lay times in a closed adiabatic reactor for a fixed initial pressure and
varying initial temperatures. The temperatures are varied between 600
and 1050 K and the pressures between 1 and 80 bar for stoichiometric
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5.4 Ignition delay time correlations

Table 5.6: Parameter values for the 3-Arrhenius type correlation for
the ignition delay time of iso-octane.

i A γ Ea
1 3.997× 10−3 −1.254 4458
2 4.075 −19.63 5146
3 1.280× 10−8 −1.327 1.699× 104

mixtures, thus reflecting the conditions for the knock measurements as
conducted on the engine test bench. The parameters of a 3-Arrhenius
type correlation (equations 5.16 and 5.17) are fit to the obtained sim-
ulation results for the ignition delay time in the same way as has been
done in [208]. The parameter values of the fit with R2 = 0.9638 are
given in table 5.6.

1
τfit

= 1
τ1

+ 1
τ2 + τ3

(5.16)

τi = Aip
γiexp

(
Ea,i
T

)
, i = 1 . . . 3 (5.17)

A comparison of the different ignition delay time correlations can
be seen in figure 5.5. Yates equation and the 3-Arrhenius fit are quite
similar due to the fact that they are both based solely on the same
mechanism. The Yates equation captures the negative temperature co-
efficient region better. For low pressures the Goldsborough equation is
similar to the equations based on the LLNL mechanism. At higher pres-
sures the ignition delay times predicted by the Goldsborough equation
are much shorter. The Douaud equation neglects the negative temper-
ature coefficient region and acts as an average value over the lower and
intermediate temperature range.

5.4.2 Ethanol
For ethanol no extensive study for a correlation of the ignition delay
time exists, as it is the case for iso-octane. Several authors have fit their
experimental results to an Arrhenius equation as indicated in table 5.3.
The only correlation also valid for higher pressures is the one presented
by Heufer et al. [146]. Equation 5.18 shows the single step Arrhenius
correlation based on their shock tube measurements.
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Figure 5.5: Comparison of the ignition delay time correlations for iso-
octane at φ = 1: Yates (eq. 5.1), Goldsborough (eq. 5.7), 3-Arrhenius
(eq. 5.16) and Douaud (eq. 5.15).

τ = 7.5× 10−9p−0.77exp

(
14000K

T

)
(5.18)

The correlation proposed by Douaud and Eyzat (equation 5.15) can
also be used for ethanol by adapting the octane number.

The Cancino mechanism is selected as the most detailed mechanism.
Chemical kinetic calculations are carried out for the ignition delay time
of ethanol using the Cancino mechanism in the same way as has been
done for iso-octane. The results are also fit to a 3-Arrhenius type
equation. The resulting parameters can be seen in table 5.7. The
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5.4 Ignition delay time correlations

quality of the fit for ethanol is R2 = 0.9773.

Table 5.7: Parameter values for the 3-Arrhenius type correlation for
the ignition delay time of ethanol.

i A γ Ea
1 4.023× 10−8 −1.003 1.305× 104

2 0.9691 −0.8299 −1985
3 9.755× 10−11 −0.6883 1.433× 104
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Figure 5.6: Comparison of the ignition delay time correlations for
ethanol at φ = 1: 3-Arrhenius (eq. 5.16), Douaud (eq. 5.15) and
Heufer (eq. 5.18).
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5 Auto-ignition delay times

A comparison of the three correlations for the ignition delay time
of stoichiometric ethanol can be seen in figure 5.6. The 3-Arrhenius
fit and the Heufer equation are very similar in the high temperature
area. The 3-Arrhenius fit also captures the flattening of the ignition
delay time towards lower temperatures, which is also observed in the
Heufer experiments (but not in the correlation). The three Arrhenius
fit and the Douaud equation are similar for high pressures and low
temperatures. At high temperatures and low pressures the Douaud
equation overestimates the ignition delay time.
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6 Knock modeling

In design phase of a spark ignition engine it is of great importance to
know under what operating conditions knock will occur. To this ex-
tent many researchers have attempted to model knock using different
approaches. This chapter first gives an overview of the models avail-
able in literature. In a second part the selected models for this work
are discussed. A method of assessing the performance of the different
models is introduced as well.

6.1 State of the art
This section presents are literature review on the knock modeling ap-
proaches. They can be roughly classified into these categories:

• Empirical formulations based on Arrhenius functions

• Chemical kinetic models, detailed or reduced, following the ther-
modynamic conditions in the unburned zone and calculating the
radical pool build up during the time before auto-ignition. A
significant heat release rate predicts the onset of knock.

In a first part the models based on empirical formulations are dis-
cussed. In a second part a brief overview of the application of chemical
kinetic models is presented.

6.1.1 Empirical formulations based on Arrhenius
functions

Most of the empirical models are based on the assumption that the
auto-ignition chemistry for knock is cumulative. This is called the
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6 Knock modeling

Livengood and Wu [209] assumption and says that the time to the
onset of knock, tknock, can be predicted by integrating the inverse of
the ignition delay time, τ , as in equation 6.1. When the value of the
knock integral, KI, becomes one, knock occurs.

KI =
tknock∫

0

dt

τ
= 1 (6.1)

The ignition delay time can be taken from detailed chemical models,
derived from shock-tube measurements or using fitted experimental en-
gine data. A very commonly used formulation (e.g. [210]) for the latter
is the correlation proposed by Douaud and Eyzat [207] as presented in
equation 5.15. Some authors have used engine experiments to adapt
the coefficients of the Douaud and Eyzat correlation. For example in
Wayne et al. [101] the parameters are fit for their measurements with
CNG and the obtained model is then used to design a new cam shaft
[211].

Lafossas et al. [212] also use the Douaud and Eyzat correlation
for the ignition delay time in their knock model. They state however
that the thermodynamic conditions in the compression and combustion
strokes evolve strongly and quickly and therefore the Douaud model
cannot predict the knock delay directly. Instead the estimated ignition
delay time creates a ’precursor’ species, Yp, that is transported with
the flow in the combustion chamber. When a limiting value of this pre-
cursor, Yp = Y 0

fuel with Y 0
fuel = m0

fuel/m
0
fg, is reached, auto-ignition

occurs. The evolution of this precursor is given in equations 6.2 and
6.3 with α = 1

[
s−1], a constant.

dYp
dt

= Y 0
fuelF (τ) (6.2)

F (τ) =

√
α2τ2 + 4 (1− ατ) Yp

Y 0
fuel

τ
(6.3)

Corrections to the model have to be made to take the air-to-fuel ra-
tio and dilution of mixtures into account. The effect of air-to-fuel ratio
is accounted for by manipulating the octane number in the expression
for the ignition delay time as shown in equation 6.4. The effect of di-
lution is considered by manipulating the pressure in the expression for
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the ignition delay time as in equation 6.5, with Yr being the mass frac-
tion of the residual gases. It is assumed that the presence of residual
gas decreases the partial pressure of the reacting components.

ONeff = ONexp
(

0.1 (φ− 1)2
)

(6.4)

peff = p

1 + Yr
(6.5)

The model by Lafossas is developed to work in 3D CFD simulations
enabling the model to predict also the location of knock onset. A poten-
tial application can be to learn from this information for modifications
to the combustion chamber. Richard et al. [213] reduced the model to
work in 0D engine simulations. The formulation of the equations stays
the same, only being integrated over the entire combustion chamber.
Equation 6.2 predicts the timing for the onset of knock. For modeling
purposes it can however be of interest to know the intensity of knock.
A knock intensity parameter, Kn, is proposed and can be calculated
as shown in equation 6.6, with xb being the mass fraction burned, φ,
the fuel-to-air ratio, θknock, the crank angle at knock onset and n, the
engine speed. K1 and K2 are tuning parameters.

Kn = K1 (1− xb ·max (1, φ)) (CR− 1)
√

1− θknock
K2

N (6.6)

Four levels of knock intensity can be distinguished:

• Kn < 0.5: no knock

• 0.5 ≤ Kn < 1: trace knock

• 1 ≤ Kn < 1.5: medium knock

• 1.5 ≤ Kn: severe knock

The knock prediction model described by Richard et al. is cali-
brated for gasoline. Bougrine and Richard [214] validated the model
for gasoline/ethanol blends with the only modification to the knock
model to account for ethanol as a fuel the octane number in the igni-
tion delay time prediction. In a later publication Richard et al. [33]
extended the simulation model for the use with a highly downsized DISI
engine burning E20 and E85. Operating maps are created using the
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simulation software for the use in a vehicle simulation package in order
to calculate the effect of the operating map on the fuel consumption
in the Artemis driving cycle. The IFP model is also used in [215] in a
multi-dimensional simulation effort for methanol combustion to study
the effect of engine parameters on knock.

Yates et al. [216] address the octane number testing in CFR engine
for different fuels and the often observed difference with knock limited
spark advance tests. An engine model able to simulate the RON and
MON tests is used together with a two stage ignition delay model de-
rived from detailed chemistry schemes [217]. It is observed that the
RON tests fall in the low temperature regime for most fuels and the
MON tests in the high temperature regime, which corresponds well to
the experience that RON accounts for low speed knock and MON for
high speed knock. Ethanol however has no explicit negative temper-
ature coefficient with respect to ignition delay time and is thus very
knock resistant in the area for RON tests.

6.1.2 Chemical kinetic models for knock prediction
By solving a chemical kinetic model for the unburned zone, knock is
predicted using the heat release rate in this zone (equation 6.7). In [218]
a mass fraction burned in front of the flame, xQu, of 0.4% is taken as
a threshold value for the knock criterion.

xQu = 1
mfHu

∫
dQu
dt

dt · 100 (6.7)

A model that is often used to predict knock is the so-called Shell
model. The Shell model is a lumped chemical kinetic model to compute
the ignition delay time of hydrocarbons [151]. It consists of an eight-
step chain branching reaction scheme with 5 species and it captures
the low temperature auto-ignition behavior of hydrocarbons. A math-
ematical formulation and application for a gasoline and Diesel engines
can be found in [219] and [220] respectively. In [221] a modified Shell
model is used to predict knock in a 3D code for several engine and fuel
combinations. Nakama et al. [222] also uses an extended Shell model
to predict knock in 3D numerical simulations. The study focuses on
the influence of the wall temperature on the onset of knock location.
Wall temperature and wall heat flux measurements are carried out for
validation. A finite elements mesh is used to compute the local temper-
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atures. The model is then used to suggest improvements to the engine
design in order to avoid knock.

Other reduced kinetic models have been developed to predict knock.
For example for iso-octane, n-heptane and toluene mixtures in a CFR
engine [223]. In [224] Knock prediction is done using homogeneous
2-zone model and solving a detailed chemical kinetic scheme for the
ignition delay time of hydrocarbons in the unburned mixture. In prin-
ciple, any of the chemical kinetic models presented in chapter 5 can be
solved in the unburned zone to predict auto-ignition.

6.2 Selected models for evaluation
This work focuses on the application of fast 1D simulation tools using
empirical knock models, without 3D CFD calculations. The presented
empirical knock models are combined with the different correlations for
the ignition delay times of both ethanol and iso-octane. The results are
then compared to the measurements. As a knock model formulation
both the integral of the ignition delay time (Livengood and Wu) and
the IFP model are used. They are combined with the Douaud, Heufer
and 3-Arrhenius fit for ethanol and the Douaud, Yates, Goldsborough
and 3-Arrhenius fit for iso-octane. Tables 6.1 and 6.2 list the names
for the knock models used in this work with the knock integral and the
ignition delay time correlation for iso-octane and ethanol respectively.
The IFP knock model has been rearranged as a function of a knock
integral KI, for comparison with the Livengood and Wu model.

6.3 Fitness evaluation functions
In order to evaluate the accuracy of a knock model compared to the
measurements, two fitness functions are introduced. Equation 6.8 takes
into account all cycles; equation 6.9 evaluates only the knocking cycles
as determined by the experiments (MAPOrel ≥ 4). The formulations
can be used for either the mean cycles or all the single cycles.

ffit = 1
n
·

 ∑
MAPOrel<4&KI>1

(KIend − 1) +
∑

MAPOrel≥4
|KISOK − 1|


(6.8)

75



6 Knock modeling

Table 6.1: Selected knock models for iso-octane.

Name Knock integral Eq. IDT
corr. Eq.

Douaud KI =
tknock∫

0

dt
τ 6.1 Douaud 5.15

IFP dKI
dt =

√
α2τ2+4(1−ατ)KI

τ 6.3 Douaud 5.15

Yates KI =
tknock∫

0

dt
τ 6.1 Yates 5.1

Golds-
borough KI =

tknock∫
0

dt
τ 6.1 Golds-

borough 5.7

3 Arrh. KI =
tknock∫

0

dt
τ 6.1 3 Arrh. 5.16

Table 6.2: Selected knock models for ethanol.

Name Knock integral Eq. IDT
corr. Eq.

Douaud KI =
tknock∫

0

dt
τ 6.1 Douaud 5.15

IFP dKI
dt =

√
α2τ2+4(1−ατ)KI

τ 6.3 Douaud 5.15

Heufer KI =
tknock∫

0

dt
τ 6.1 Heufer 5.18

3 Arrh. KI =
tknock∫

0

dt
τ 6.1 3 Arrh. 5.16

ffit,knock = 1
nMAPOrel≥4

·
∑

MAPOrel≥4
|KISOK − 1| (6.9)

In equation 6.9 ffit,knock is the mean error on the KI value at the
timing for the onset of knock. At the timing for the onset of knock,
as determined by the experiment, the KI value of the knock model
should be equal one. A value higher than one predicts knock too early.
When KISOK is lower than one, knock is predicted too late in the
cycle or not at all. In ffit all cycles and/or operating points are con-

76



6.3 Fitness evaluation functions

sidered, also those that do not knock. In the case that the experiment
does not detect knock and the knock model does not predict knock,
there is no contribution to the fitness function, since the prediction is
correct. When there is no knock detected in the experiment, but the
model predicts knock (i.e. KI at the end of the cycles, KIend, is larger
than one) the difference between KIend and one is considered as the
error on the prediction. Averaging over the number of cycles and/or
operating points, n, the fitness function yields the average error on the
knock prediction. For an ideal knock model both ffit and ffit,knock are
zero, in which case the prediction of knock is perfect. The aim is to
differentiate between knocking and regular cycles. The knock intensity
is not further considered as a parameter.
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7 Combustion chamber geom-
etry and thermal boundary
layer

The specific geometry of the combustion chamber and the location of
the spark plug play a major role in the occurrence of knock. This
chapter discusses the combustion chamber of the engine used in the
experiments in more detail. The second part of this chapter deals with
the influence of the walls and the thermal boundary layer on the on
auto-ignition for knocking operating points. Extensions to the knock
modeling approaches are presented to take into account these effects.

7.1 Cylinder geometry
The test bench configuration and the engine used for this work are first
presented in chapter 2. In this section the shape of the combustion
chamber is discussed in more detail. Figure 7.1 shows the combustion
chamber with the piston in the TDC position. The bottom image
contains a cut through the symmetry plane that includes the intake
and exhaust paths. The piston has a compression dome in the middle
with valve pockets on either side. The spark plug is located between
the valves slightly off-center. The top image shows a view from the top
on one half of the combustion chamber with the intake valve on the left
hand side. A squish area where the cylinder head is flat is located on
the intake side.

To illustrate the typical flame propagation in this combustion cham-
ber, a spherically propagating flame is drawn on the image. The prop-
agation speed of the flame changes from cycle to cycle and the flame
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Figure 7.1: Cylinder geometry with the piston at TDC. Flame location
at different mass fractions burned under the assumption of a smooth
spherically propagating flame.

surface in reality is never a smooth sphere. The assumption of a spher-
ical flame can nonetheless give some insight as to where in the combus-
tion chamber knock is typically initiated and where the flame is at the
time of auto-ignition. Each of the red lines corresponds to a given per-
centage of fuel mass burned. They are constructed taking into account
the density ratio between the burned and the unburned zones. The
combustion chamber is first divided into a burned and an unburned
zone by imposing spheres of different diameters. In this way the two
volumes are given as a function of the flame radius. Then, the density
ratio is applied to the volumes to obtain the mass fraction burned as
a function of the flame radius. Because the density of the burned zone
is much higher than that of the unburned, the volume occupied by the
burned mass is proportionally large. At first the flame radius increases
quickly for relatively little mass burned. At the end of the cycle much
fuel is enclosed in the volume close to the cylinder walls. The relation
between the volume and mass fractions burned is given in equation 7.1.

Vb =
ρu

ρb

1
xb
− 1 + ρu

ρb

(7.1)
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Figure 7.2: Flame radius as a function of mass and volume fraction
burned at different piston positions assuming a spherically propagating
flame.

Figure 7.2 shows the flame radius as a function of the mass, xb, and
volume, Vb, fractions burned under the previously mentioned assump-
tions. The locations of the intake, exhaust and side walls as well as
the distance from the spark plug to the piston in the TDC position are
given. The flame radius as a function of the mass fraction burned is
always higher than the flame radius as a function of the volume frac-
tion burned due to the difference in density between the burned and
unburned zones. The flame reaches the piston dome very quickly. After
the initial phase the flame propagates in a mainly cylindrical way until
the exhaust side is reached. This happens when approximately 50% of
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fuel mass is burned. At this point the distance to the intake side is
still around 9 mm, but the flame moves into the squish zone located
at the intake side. Here, the space between the cylinder head and the
piston is small. When over 90% of the volume is burned, the flame
arrives at the side wall. The intake wall is located furthest away from
the spark plug. The same function is constructed for the piston in the
TDC position as well as 2 and 4 mm down from TDC. These piston
positions, xp correspond to 19 and 27◦CA relative to TDC respectively.
For the same mass fraction burned the flame radius is larger when the
piston is further away. However for the operating range of interest the
differences remain small.

7.2 Thermal boundary layer influence

For knock to occur, two parameters are crucial: time and high tem-
perature/pressure. For this reason cycles with, for example, a higher
volumetric efficiency or a lower speed are more prone to knock. The
shape of the combustion chamber can influence the knock behavior of
an engine. When the flame travels large distances, much time is needed
for the combustion and knock can be initiated in the end zone. The
engine cooling system cools down the combustion chamber walls and
reduces its surface temperature. This leads to a temperature gradi-
ent in the gases close to the walls, called the thermal boundary layer.
The temperature of the gases in the thermal boundary layer is much
lower than in the bulk unburned zone. The ignition delay time of the
gases in the boundary layer is thus much higher. The occurrence of
auto-ignition in this zone leading to knock is thus very improbable.
Exceptions on this are local hot spots that can trigger ignition events.
In crevices or other geometric shapes where the influence of the cold
walls is strong, auto-ignition almost never occurs.

For knock modeling purposes the impact of the boundary layer
needs to be quantified. In this section first a sensitivity study is per-
formed to the amount of unburned fuel in the boundary layer zone,
taking into account the geometry of the combustion chamber. In a
second part a model for the thickness of the thermal boundary layer is
introduced and in a last part different approaches to include the effect
of the boundary layer into the knock model are presented.
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7.2 Thermal boundary layer influence

7.2.1 Fraction of the unburned fuel in the boundary
layer

Since the thermal boundary layer has an important influence on the
knock behavior of an engine, it is of interest how much of the remaining
fuel is enclosed in this boundary layer. Figure 7.3 shows the volume
fraction of the unburned fuel within the boundary layer as a func-
tion of flame radius and mass fraction burned for different boundary
layer thicknesses and piston positions. A fraction of 0.5, for example,
means that of all the unburned gas, 50% is contained within the ther-
mal boundary layer. Up to a flame radius of around 30 mm the fraction
of the unburned gas in the boundary layer increases only slowly. This
is before the flame reaches the exhaust side. During this time the flame
propagates in a mainly cylindrical way. The boundary layers on the
cylinder head and the piston are consumed at the same rate as the
bulk mixture. The flame then moves close to the wall and the volume
fraction contained within the boundary layer zone becomes significant
and increases rapidly. Figure 7.3 gives an idea of the different boundary
layer thicknesses. For a thickness of 3 mm almost all of the unburned
gas is contained with the boundary. A boundary layer of 0.5 mm has
around 20% of the unburned volume in the beginning of the combus-
tion. The figure takes into consideration a two zone (burned and un-
burned) model for the temperature. As mentioned, the temperature
within the boundary is lower than the bulk temperature. The effective
mass fraction in the boundary layer is therefore higher than the vol-
ume fraction shown in the figure. The piston position has the highest
influence for a thick boundary and reduces the unburned fraction in
the boundary by removing the interaction of the piston and cylinder
head layers. The most significant increase in the boundary layer mass
fraction takes place when the flame moves into the squish area located
at the intake side.

7.2.2 Thickness of the boundary layer
The thickness of the thermal boundary layer depends on the gas flow
within the cylinder, the time available for the boundary layer to develop
as well as the specific gas properties. Higher gas velocities promote the
convective heat transfer and increase the boundary layer effect. When
a long time range is available the thermal boundary layer can develop
completely and is thicker.
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Figure 7.3: Unburned volume fraction in the boundary as a function
of flame radius, mass fraction burned, piston position and boundary
layer thickness.

Schlieren measurements for the thickness of the thermal boundary
layer in an engine with optical access were performed by Lyford-Pike
et al. [225]. They observed a growing boundary layer throughout the
high pressure cycle. The boundary layer at the liner grows from the
piston towards the cylinder head. The boundary layer is larger on the
cylinder head and the piston compared to the liner. A model for the
thermal boundary layer is derived based on the experiments, described
by equations 7.2, 7.3 and 7.4, with a, the thermal diffusivity, ρ, the
density, Re, the Reynolds number, µ, the viscosity, vp, the piston ve-
locity, v, the gas velocity, x, the distance between the piston and the
cylinder head and x0, the distance to the cylinder head.

δT = 0.6Re0.2√at (7.2)
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7.2 Thermal boundary layer influence

Re = ρvx0

µ
(7.3)

v = vp

(x0

x

)
(7.4)

7.2.3 Correction functions modeling the influence
of the cylinder wall

In order to model the reducing probability of knock towards the end
of combustion several correction functions can be applied to the knock
integral as shown in equation 7.5. The correction function can have a
value between 0 and 1, representing the conditions in which knock is
impossible and the boundary layer has no influence respectively.

KI =
∫
fcorr
τ

dt (7.5)

The knock integral method, presented in chapter 6, does not take
into account the reducing probability of knock towards the end of the
cycle. In this case the correction function takes the value of 1 at all
time.

fcorr = 1 (7.6)

A equation proposed by Laemmle [108] is given in equation 7.7. The
idea of this equation is that with advancing combustion progress the
remaining energy is reducing and thus the chances of auto-ignition are
diminishing. The parameter β can shift the focus earlier of later in the
cycle.

fcorr = (1− xb)β (7.7)

An equation based on the same idea, but inspired on the Wiebe
combustion model [226] is given in equation 7.8. The equation has two
shape parameters. Parameter b shifts the function earlier or later in
the cycle; parameter mv determines the steepness of the function.

fcorr = exp (−6.9 · (b · xb)mv ) (7.8)

Both equations include the same concept introduced by Franzke
[227], who also observed the reducing probability of knock towards the
end of combustion. An application of the concept is presented in [105]
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in which existing auto-ignition delay time correlations are implemented
in a predictive knock model. The knock criterion is an Arrhenius type
integral with the knock probability zero after a certain crank angle
window. However the chosen window is hardly linked to the physical
process.

A last option under consideration to model the reducing probability
of knock due to the growing influence of the colder walls is to formulate
a correction function based on the fraction of unburned fuel in the
thermal boundary layer zone. Figure 7.3 shows the volume fraction of
the unburned fuel in the thermal boundary layer, Vu,th. To obtain the
mass fraction of the unburned gas within the boundary layer, xu,th the
temperature of the boundary layer, Tbound, needs to be determined.
As an approximation the mean temperature of the wall and the bulk
unburned gas can be used. The temperature of the walls is available
as results from the thermodynamic analysis. The mass fraction of the
unburned gas in the boundary is a function of the temperature ratio
and Vu,th, as shown in equation 7.9.

xu,th =
(
Tbound
Tu

·
(

1
Vu,th

− 1
)

+ 1
)−1

(7.9)

Due to the much lower temperature in the thermal boundary layer,
auto-ignition in this area is highly unlikely. Once the mass fraction of
the unburned fuel in the thermal boundary is high enough, the proba-
bility of auto-ignition of the unburned fuel not in the boundary becomes
small as well. A correction function can be based on this assumption.
When the mass fraction in the boundary is higher than a certain thresh-
old value, xu,th,thr, the correction function becomes zero, as shown in
equation 7.10.

fcorr =
{

1 if xu,th < xu,th,thr
0 if xu,th ≥ xu,th,thr

(7.10)
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8 Results and discussion

Chapters 2 to 7 describe the test bench setup, the measurements and
the methodologies to study and model knock. In this chapter the
methodologies are applied to the obtained data and the impact of the
results are discussed. The first section shows the results of the measure-
ment campaign and the thermodynamic analysis. The second section
discusses the differences in the knock behavior between the two fuels
and a cycle-statistical analysis. In the third and fourth section the com-
parison of the knock models for iso-octane and ethanol respectively are
presented. A last section deals with the influence of the cylinder walls
on the knock tendency and how to include this behavior in the knock
model.

8.1 Results of the measurements
As mentioned in section 2.5, knock measurements are carried out for
ethanol and iso-octane. The same set of measurements is carried out
for both fuels, with the difference that the injection for ethanol is DI
and for iso-octane PFI is used. Spark angle variations for constant in-
take temperatures and speeds are recorded. The measured torque for
all operating points can be seen in figure 8.1 as a function of speed,
intake temperature and spark timing. The dashed lines correspond to
the ethanol measurements and the full lines are for iso-octane. The
torque results show the typical parabolic shape related to spark time
variations. However the measured torque for ethanol is much higher
compared to that of iso-octane at nominally the same operating point.
The difference can mainly be attributed to the latent heat of vapor-
ization. As explained in section 2.1, the evaporation of ethanol cools
down the mixture much more than is the case for iso-octane. When all
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Figure 8.1: Torque as a function of spark advance for iso-octane (PFI)
and ethanol (DI) at different speeds and intake temperatures.

the required heat is taken from the incoming air, the mixture is cooled
by more than 100 ◦C. This effect is much stronger for direct injection
than for PFI. The PFI injector is installed before the cylinder head, so
significant wall wetting can be expected. With increased wall wetting
the evaporation heat, taken from the intake piping, is higher, leading
to a lower cooling effect. The ethanol measurements benefit from both
the higher latent heat of vaporization and the direct injection system.
The stronger cooling effect leads to a higher charge density and thus a
higher volumetric efficiency and consequently a higher torque produc-
tion for the same operating point. There is no clear dependency of the
charge cooling effect on speed. At 5500 rpm the effect is strong; at 3000
rpm the effect is much lower.

Figure 8.2 shows the air mass flow for the ethanol measurements
relative to that of the iso-octane measurements. Only one data point
is shown per speed and intake temperature, since the air mass flow
does not change significantly for different spark timings. It can be seen
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Figure 8.2: Ratio of air mass flow between ethanol and iso-octane due
to evaporative cooling for different speeds and intake temperatures.

that the air mass flow for the ethanol operating points is higher than
for iso-octane and the difference in volumetric efficiency increases with
increasing speed. This can be attributed to higher turbulence levels
and a higher fraction of the energy, needed to evaporate the fuel, is
taken from the fresh charge. The intake temperature does not play a
large role in this effect.

Due to the large difference in volumetric efficiency between ethanol
and iso-octane, a direct comparison of the two sets of measurements
can be misleading. As a consequence of the cooling effect of ethanol,
the temperatures during the combustion cycle are overall lower for this
fuel. Figure 8.3 shows the exhaust temperatures for both fuels for
Tin=120◦C. The exhaust temperatures increase for later spark timings,
as can be expected. The overall exhaust temperatures are lower for
ethanol compared to those for iso-octane.

Section 2.1 compares the laminar flame speeds of ethanol and iso-
octane and suggests that ethanol burns faster. This is however the case
for the same thermodynamic conditions and the same level of turbu-
lence. The previous analysis suggests overall lower temperatures for
ethanol, which would result in lower flame speeds and consequently
slower combustion. The measurement data are used to complete the
thermodynamic analysis as described in chapter 3, yielding amongst
others the two-zone combustion temperatures and the heat release rates
for both the mean and single cycles. This allows for a comparison of
the combustion duration between ethanol and iso-octane for the same
operating points. Figure 8.4 shows the combustion duration between
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Figure 8.4: Combustion duration between 10 and 50 % burned mass
fraction as a function of spark advance for iso-octane (PFI) and ethanol
(DI) at different speeds and for Tin=120◦C.

10 and 50 % mass fractions burned as a function of speed, intake tem-
perature and spark timing. As expected, later spark timings lead to
slower combustion and longer burn durations. For nominally the same
operating point the combustion of ethanol is slower than that of iso-
octane. This confirms the assumption about the lower flame speed due
to lower combustion temperatures.

In order to get a better distinction of the different effects on the
combustion speed, the analysis of equation 2.13 is carried out. The
signature flame front area is determined based on the measurement
data set. The heat release rate and the unburned and burned densities
are available from the thermodynamic analysis. The flame front area is
that of a smooth flame and is only a function of the piston position and
the mass fraction burned (not of the fuel). The turbulence is contained
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in the turbulent flame speed, which can be calculated from the other
known values. The laminar flame speed for both fuels can be modeled
using the correlations presented in section 2.1: Liao et al. [81] for
ethanol and Metghalchi et al. [87] for iso-octane. Figure 8.5 shows
exemplarily the results of this analysis for one operating point when
comparing ethanol and iso-octane. The density of ethanol is higher
over the complete cycle, which is in agreement with the observations
in figures 8.2 and 8.3. The mass fraction burned for ethanol lags that
of iso-octane, as observed in figure 8.4. The laminar flame speed of
iso-octane is higher, due to the higher temperatures. The flame area
for iso-octane is larger in the first half of the cycle and smaller in the
second half due to the faster combustion. The maximum flame area
is higher for ethanol because the maximum flame is reached later in
the cycle when the cylinder volume is larger. The expansion factor for
ethanol is slightly higher mainly due to the higher density ratio. The
bottom plot in figure 8.5 shows the ratio of the turbulent flame speed,
as calculated from equation 2.13 to the modeled laminar flame speed,
using the correlations, over the cycle for the given operating point. This
ratio is a measure for the turbulence. The difference between the fuels
is small. Therefore it is valid to assume that there is no significant
difference in turbulence resulting from the different injection modes.
The slower flame speed for ethanol is effectively due to the cooling
effect of the evaporation and the overall lower temperatures. The longer
combustion duration is a combination of the higher density and lower
flame speed for ethanol compared to iso-octane for the same operating
point.

8.2 Knock detection methods

In chapter 4 an overview of knock indices and knock detection methods,
available in literature, is given and a criterion for knock detection has
been derived. This section presents the results of the application of
this knock criterion to the measurement data. In a first subsection the
knock detection criterion is applied to all the single and mean cycles. In
a further subsection the results for the onset of knock timing are given.
Based on this knock criterion a cycle-statistical analysis is presented in
a third and last subsection.
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Figure 8.6: Comparison of knock indices MAPO (eq. 4.2), IMPO (eq.
4.3), Eres (eq. 4.6) and 3rd derivative of pressure for all single cycles
in all operating points, including the correlation coefficients, r, between
the different indices.

8.2.1 Knock indices and knock detection algorithms
In section 4.1.1 several knock indices, mainly based on the in-cylinder
pressure trace, are introduced. Figure 8.6 shows the correlation of
the different knock indices for all the single cycles in the measurement
set. The correlation coefficients are high, showing a good agreement
between the different indices. It suggests that MAPO is a good method
as a basis of the knock detection criterion.

The derivation of the knock detection criterion, in which the value
of MAPOrel is used as threshold for the knocking cycles, is introduced
in section 4.2. The MAPO value of a cycle is compared to the MAPO
value of the cycles at late spark timings. For a value higher than 4, the
cycle is considered a knocking cycle. When more than 5% of the cycles
knock, the operating point is considered a knocking operating point.
The results for all operating points can be seen in figure 8.7. The figure
shows the MAPO95 value as a function of speed, intake temperature and
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advance for iso-octane (PFI) and ethanol (DI) at different speeds and
intake temperatures.

spark timing for both ethanol and iso-octane. As expected, earlier spark
timings lead to an increase of the knock intensity. Due to the much
better knock resistance and the overall lower temperatures, as explained
in section 8.1, the MAPO95 values are consistently lower, in nominally
the same operating point, for ethanol compared to iso-octane. The
spark timing at which the MAPO95 value reaches a value of 4 is referred
to as the knock limited spark timing (KLST) and is a measure for the
tendency of an operating point to knock. The figure shows a later KLST
for higher intake temperatures. Higher intake temperatures increase the
overall combustion temperatures and therefore reduce the auto-ignition
delay times. The effect of speed on the KLST is not uniform in the
figure. For auto-ignition to occur both the availability of time and
high pressures and temperatures are required. Lower speeds increase
the available time and should lead to a later KLST. Peak temperature
and pressure increase with the load, leading to lower ignition delay
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times. The volumetric efficiency changes significantly with speed. At
the lowest speed, 3000 rpm, the available time is highest, however the
volumetric efficiency is very low compared to the other operating points.
At this speed the knock indices are lowest. The combination of available
time and high volumetric efficiency for this engine is optimal at 4000
and 5000 rpm, which results in the latest KLST and the highest knock
tendency.

The MAPO95 values for iso-octane in the measurement set are
higher than those for ethanol. The total number of knocking oper-
ating points is higher for iso-octane. Also within the operating point
more knocking cycles are recorded. The relative number of knocking
cycles for iso-octane is thus much higher compared to the data set for
ethanol.

8.2.2 Onset of knock timing
When an engine cycle is detected as a knocking cycle, based on the
relative amplitude of the pressure oscillations, it is of great interest
to know when exactly in the cycle knock is initiated. In section 4.2.2
different possible criteria for the determination of the start of knock are
introduced: SOK plim, SOK pmax and SOK HRR. Figure 4.5 shows
the timing for the different criteria for two example cycles: one with
strong knock and one with borderline knock. The SOK HRR criterion
precedes the SOK plim and the SOK pmax criteria. The results of an
application of the three criteria on an example operating point can be
seen in figure 8.8. The timing for the onset of knock is given for both the
SOK pmax and the SOK HRR criteria and are compared to the SOK
plim criterion in terms of degree CA (top) and mass fraction burned
(bottom). The dashed black line shows the 1:1 timing. This means
that points above this line are later than the SOK plim timing, points
below are earlier. For all knocking points, the SOK pmax criterion is
later than the SOK plim criterion. This is per definition the case. In
cycles at borderline knock (MAPOrel value close to 4) the location of
SOK pmax is very close to SOK plim. For stronger knocking cycles
the maximum amplitude can occur later in the cycle. The SOK HRR
criterion always precedes the SOK plim criterion. This means that there
is a heat release preceding the pressure oscillations corresponding to the
auto-ignition of the mixture in front of the flame. The corresponding
fast reactions produce the typical pressure oscillations. For the given
operating point the mean difference between SOK pmax and SOK plim
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SA, iso-octane) as a function of degree crank angle (top) and mass
fraction burned (bottom).

is 1.88◦CA, which corresponds to 4.43% xb. The difference between
SOK HRR and SOK plim is 3.21◦CA corresponding to 11.69% xb. The
relatively small difference in terms of degree crank angle adds up to
a large difference in mass fraction burned. Later SOK plimtypically
means also a later SOK HRR, but there is no apparent correlation
for the distance between the SOK HRR and SOK plim criteria. The
amplitude of the pressure oscillations and its timing are a function of
the location of the pressure sensor. Depending on where the auto-
ignition is initiated, the timing for the maximum pressure oscillation
can be different.

From this analysis it is apparent that the only correct criterion
for the timing of the onset of knock is the SOK HRR criterion. This
criterion is used for the following results unless explicitly mentioned
otherwise. The knock criterion for a single cycle is a combination of
the detection based on the relative amplitude of the pressure oscillations
and the timing for the onset of knock, determined using the heat release
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corresponding to the auto-ignition. In this way the detection is based
on the effect of knock (the pressure oscillations) and the timing is set
by the cause (the heat release corresponding to the auto-ignition).

8.2.3 Cycle statistical analysis
The question arises which of the cycles, within one operating point,
are the ones that knock. The cycle-to-cycle variations play a major
role in the knock phenomenon. For the same nominal operating point
several cycles have strong pressure oscillations and other cycles show
no signs of auto-ignition. This subsection deals with the investigation
what parameters are decisive in obtaining a knocking cycle.

Within the same operating point, the spark timing is constant. The
crank angle at which 50% of the fuel mass is burned is thus a measure for
the combustion speed of the single cycle. Figure 8.9 shows the MAPOrel
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Figure 8.9: Knock index MAPOrel as a function of the 50% burned
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Tin=80◦C, 45.00◦CA SA (upper) and 3000 rpm, Tin=30◦C, 54.50◦CA
SA (lower), iso-octane.
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value against the crank angle at xb=50% for two operating points. The
operating point in the upper graph has the later ignition timing and
stronger knock intensity. For this case the slowest burning cycles have
a low knock index and do not knock. With increasing combustion
speed, the knock intensity increases. Faster burning cycles reach higher
pressures and temperatures leading to lower ignition delay times and
stronger knock. The second operating point shows a different behavior.
The cycles with the highest knock intensity are not necessarily those
with the fastest combustion, but there is a maximum of the knock
intensity for cycles with xb=50% around TDC. Cycles that burn faster
than this do not have the time that is required for auto-ignition to
occur and no pressure oscillations are produced.

Figure 8.10 shows the effect of spark timing on the onset of knock
with a histogram of the mass fraction burned at the timing for the
onset of knock. The operating point with the latest spark timing has
the lowest knock intensity and thus the lowest number of knocking
cycles. As the spark timing is advanced, the knock intensity increases
and more cycles knock. The mean value of the mass fraction burned
at the onset of knock is shown as a vertical dashed line. As the spark
timing is moved forward the pressure rise during the first phase of
the combustion becomes steeper, which leads to higher pressures and
temperature (and thus low ignition delay times) early in the cycle and
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Figure 8.10: Histogram of the mass fraction burned at the onset of
knock for the cycles within three operating points with different spark
timings. Operating points: 4500 rpm, Tin=80◦C, 47.25, 45.00, 42.75
◦CA SA, iso-octane. Vertical dashed lines indicating the mean value of
all knocking cycles within that operating point.
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Figure 8.11: SOK criteria for xb in the overall mean cycle (xb,mean)
and the mean of all knocking cycles (xb,knock). Operating point: 4500
rpm, Tin=80◦C, 45.00 ◦CA SA, iso-octane.

knock is initiated at a lower mass fraction burned.
Figure 8.11 displays for an example operating point the mass frac-

tion burned for the overall mean cycle, xb,mean, and the mean knocking
cycle, xb,knock and shows that the average knocking cycle is faster than
the overall mean cycle. The timing for the different SOK criteria is ob-
tained by averaging the SOK timing for all knocking operating points.
For the SOK HRR criterion the difference between the overall mean
cycle and the mean knocking cycle is 11.81 % of fuel mass burned. In
the mean knocking cycle the flame is much further advanced compared
to the overall mean cycle.

This is true for all recorded operating points: at the timing of the
onset of knock the mass fraction burned of the average knocking cycle
is higher than that of the overall mean cycle. With lower values of
xb,mean at the start of knock, the difference between the overall mean
and average knocking cycle increases. This does not necessarily mean
that knock is initiated earlier in the knocking cycles. The cycle-to-
cycle variations are larger for these operating points and the overall
mean cycle is slower.

Figure 8.12 shows the mass fraction burned at the onset of knock
in the mean of all knocking cycles for both ethanol and iso-octane. For
ethanol knock is initiated earlier in the cycle compared to iso-octane.
This is mainly because the operating points at which ethanol knocks
are different from those for iso-octane. Ethanol needs much earlier
spark timings to obtain a knocking operating point. As discussed in
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Figure 8.12: Mass fraction burned at knock onset in the mean of all
knocking cycles (xb,knock) for all operating points that knock for ethanol
and iso-octane.

figure 8.10, earlier spark timings lead to auto-ignition occurring at much
lower mass fractions burned. Almost all of the cycles start to knock at
mass fractions burned between 50 and 70 %. Knock is never initiated
when less than half of the fuel is burned. During the first half of
the combustion, temperature and pressure need to build up and the
required time is not available to auto-ignite the mixture. On the other
hand, when more than 70 % of the fuel is burned knocking combustion
becomes very unlikely, even though the time would be available.

8.3 Knock models for iso-octane
After the analysis of the measurement results, the goal is to derive a
knock model that is able to correctly predict the timing for the onset
of knock. In a first step the selected knock models, presented in section
6.2, are applied to the measurement data and the fitness functions
are computed for iso-octane. The influence of the ignition delay time
equation is shown and the results are presented for the mean and the
single cycles.

8.3.1 Influence of the ignition delay time equations
Two knock integral formulations and four ignition delay time correla-
tions in all together five knock models are selected for iso-octane (table
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6.1). The ignition delay time correlations are a function of composi-
tion, pressure and temperature. These parameters are available from
the thermodynamic analysis. The ignition delay time in the unburned
mixture can be calculated for each of the correlations.

The results for an example operating point are shown in figure 8.13.
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the start of knock (SOK HRR) timing.

101



8 Results and discussion

The upper graph shows the measured pressure and the unburned tem-
perature and burned mass fraction from the thermodynamic analysis
for the mean cycle. The pressure and temperature data are used to cal-
culate the ignition delay times in the four different correlations and the
progress throughout the cycle is shown in the middle graph. The results
correspond to the observations made in figure 5.5. The Douaud equa-
tion consists of only a single step Arrhenius and thus yields an average
value of the ignition delay time with relatively low values at low temper-
atures and high values at high temperatures. The 3-Arrhenius approach
and the Yates correlation are both derived from the same chemical ki-
netic model and thus produce a similar behavior, with slightly lower
values for the Yates correlation. The most pronounced two-stage be-
havior can be seen for the Goldsborough equation. The pressure coeffi-
cient is much higher for the Goldsborough correlation compared to the
other correlations, following closer the shock tube measurement data
and producing the lowest value of all around peak cylinder pressure.

The graph on the bottom of figure 8.13 shows the values of the knock
integral, KI, for the different knock models as a function of degrees
crank angle. When the knock integral reaches a value of 1, the knock
model predicts the onset of knock at this point. The operating point
under consideration is defined as knocking by the criterion derived in
chapter 4. The vertical dashed line denotes the timing for the onset
of knock. The Goldsborough correlation has the lowest ignition delay
time, particularly in the area around peak pressure, integrates KI the
fastest and the knock prediction is very accurate for this operating
point. The 3-Arrhenius approach has the highest ignition delay time
and integrates the slowest. The KI value never reaches a value of 1 and
thus the 3-Arrhenius approach does not predict knock. Both the Yates
and Douaud correlations predict knock, however too late in the cycle.
The IFP model uses the Douaud correlation for the ignition delay time,
but has a different integration method. The prediction for the timing
of the onset of knock is similar to the Douaud model, however the
integration is slower at first.

8.3.2 Evaluation of the knock models for the mean
cycles

In figure 8.13 the selected knock models are applied to one example
operating point to illustrate the different ignition delay time equations
and knock integrals. The knock models can now be applied to all
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mean cycles of the gathered data. For the mean cycle the pressure and
unburned temperature are averaged over all cycles within one operating
point. The SOK timing is the average timing for all knocking cycles.
The results of the knock models are evaluated using the fitness functions
presented in section 6.3.

Figure 8.14 shows the results of the knock models applied to all
mean cycles for iso-octane, one graph per model. On the left side the
end value of KI is shown versus the MAPO95 value as determined by the
experiment. Two dashed lines are drawn. The horizontal line depicts
the border of knock as predicted by the model. A KIend value higher
than 1 results in knock prediction by the model. A value lower than 1
predicts a non-knocking operating point. The vertical line depicts the
border of knock as determined by the experiment. A MAPO95 value
higher than 4 corresponds to a knocking operating point; a value lower
than 4 denotes a regular operating point. Correct predictions lie in the
upper right and lower left quadrants and are marked in blue. Incorrect
predictions lie in the upper left (knock predicted in a non-knocking op-
erating point) and in the lower right (no knock prediction for a knocking
operating point) and are marked in red. On the right hand side of the
graph the KI value at SOK is shown versus the MAPO95 value from the
experiment only for the knocking operating points. This graph shows
whether knock prediction comes too early or too late.

The Douaud model yields a good prediction of the knocking oper-
ating points. Many of the non-knocking operating points are however
predicted incorrectly. Since the KI values at SOK are all lower than
1, the prediction of the timing for the onset of knock is too late for
all operating points. A similar observation can be made for the IFP
model: a relatively good prediction of the knocking operating points,
however too late. Most of the incorrect predictions are non-knocking
cycles. The 3-Arrhenius model yields the highest ignition delay times.
Many of the knocking operating points are therefore predicted incor-
rectly, as is the case in the example of figure 8.13. Consequently the
KI values at SOK are even lower than for the Douaud and IFP models.
The Yates model gives results between the Douaud and 3-Arrhenius
models. The Goldsborough model has the lowest ignition delay time,
especially for higher pressures, therefore both the KIend and KISOK val-
ues are higher. All knocking cycles are predicted correctly with KISOK
values much closer to 1. Many of the non-knocking cycles are however
predicted incorrectly as knocking in the upper left quadrant.

The values for both fitness functions reflect the previous analysis of
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Figure 8.14: Knock model KI value at end of cycle and at SOK versus
MAPO95 from measurements for mean cycles with iso-octane.
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8.3 Knock models for iso-octane

the results. The fitness function for the knocking cycles reflects how
well the model predicts the timing for the onset of knock. The closer the
KISOK values to 1, the lower the fitness function. The Goldsborough
correlation predicts best the timing for the onset of knock and therefore
has the lowest value for ffit,knock. The overall fitness function, ffit, also
takes into account the non-knocking cycles. Not only the number of
incorrect predictions is decisive for the fitness function value, also how
far the prediction is off. The IFP and 3-Arrhenius models result in
the worst fitness function; the Goldsborough equation gives the best
results.

8.3.3 Evaluation of the knock models for the single
cycles

In the previous subsection the knock models are tested using the mean
cycle values. According to the knock detection method, defined in
chapter 4, an operating point knocks when at least 5% of the cycles are
knocking. Using the mean cycle for the evaluation of a knock models
is useful in order to understand the differences between the different
models. Each cycle within one operating point has its own pressure and
temperature trace and for a correct representation the knock model
should be evaluated for each cycle individually. Even though within
an operating more than 5% of the cycles knock, it is possible that a
cycle with the same temperature and pressure trace as the mean cycle
would not be a knocking one. A knock model can only predict for a
single cycle whether and when it will knock and does not consider the
cycle-to-cycle variations within an operating point.

Figure 8.15 shows the results of the application of the five selected
knock models to the complete set of single cycles for the iso-octane
measurements. The figure shows histograms for the knocking and non-
knocking cycles, as determined by the experiments. The KI values at
the timing for the onset of knock are shown in full orange. A knock
model should predict a KI value of 1 at the timing for the onset of knock.
Similar to the observations made in figure 8.13, the ignition delay time
correlations of Douaud and Yates as well as the 3-Arrhenius approach
have KI values at the timing of the onset of knock that are too low
and either there is no knock prediction for the cycle or the prediction
is too late in the cycle. The knock model that uses the Goldsborough
correlation has a distribution of KISOK around 1, which corresponds
to more accurate predictions for the timing of knock. This is reflected
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Figure 8.16: Fitness function values (eq. 6.8 and 6.9) for knock
prediction evaluation for all single cycles in the Douaud, IFP, Yates,
Goldsborough and 3-Arrhenius knock models (see table 6.1).

in the lower value for ffit,knock. Most of the cycles are however non-
knocking cycles. The values for KI at the end of the cycle, KIend, are
depicted by the blue and red lines. A cycle is correctly predicted as a
non-knocking cycle, when the KI value never reaches 1. These cycles are
shown in blue. The Yates correlation and 3-Arrhenius approach have
the best predictions for the non-knocking cycles, because they have the
highest ignition delay time values. However, as mentioned, the values
for KISOK are too low. The IFP model cannot produce values higher
than 1, due to its specific formulation, and has, as well as the Douaud
and Goldsborough models, a large number of incorrect predictions of
the non-knocking cycles. A summary of the fitness function values is
shown in figure 8.16 and corresponds to the observations made: The
Goldsborough model yields the best prediction for the timing of the
onset of knock, but has a high overall fitness function due to the many
incorrectly predicted non-knocking cycles.

8.4 Knock models for ethanol

For ethanol four different knock models are selected using three ignition
delay time equations and two knock integral formulations in accordance
with section 6.2. An analysis similar to that for iso-octane is presented
here for ethanol. In a first subsection the influence of the different
ignition delay time equations is discussed. Then the knock models are
applied to the mean cycle and in a last subsection to all single cycles.

107



8 Results and discussion

SOK

Douaud
Heufer
3-Arrh
IFP

50

100
p c
y
l
[b
ar
],
x b

[%
]

600

800

1000

T
u
[K

]

10−4

10−3

10−2

10−1

τ
[s]

-50 -25 0 25 50
0

0.5

1

1.5

2

◦CAaTDCf

K
I
[-]

pcyl
xb
Tu

Figure 8.17: Pressure, unburned temperature, mass fraction burned,
ignition delay times and KI for the selected knock models (Douaud,
Heufer, 3-Arrh and IFP - see table 6.2) for ethanol and operating point
5500 rpm, Tin=80◦C, 47.25 ◦CA SA including the start of knock (SOK
HRR) timing.

8.4.1 Influence of the ignition delay time equations

For a representative example operating point the pressure, unburned
temperature, mass fraction burned, the ignition delay times in the three
selected correlations and the KI values for the four knock models for
ethanol are shown in figure 8.17. Corresponding to figure 5.6, the
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8.4 Knock models for ethanol

Heufer equation has the highest ignition delay time for the low tem-
perature range i.e. in the beginning and at the end of combustion.
The correlation is not validated for this operating area and is therefore
unreliable in this range. The other single step Arrhenius equation, the
Douaud correlation, computes lower ignition delay times in the low tem-
perature range. The temperature coefficient is however much smaller
and the ignition delay time values are higher in the high temperature
area, despite the stronger pressure influence. The 3-Arrhenius approach
based on the Cancino chemical kinetic mechanism takes into account
the lower ignition delay times observed at low temperatures. This cor-
relation produces the lowest ignition delay times over the whole cycle.
The unburned temperature for the example stays lower than 1000 K. It
is only at temperatures above 1000 K that the Heufer correlation can
compute lower ignition delay times than the 3-Arrhenius approach.

All four knock models predict knock for the given operating point.
The lowest value for the ignition delay time is often decisive in the
knock integral due to the logarithmic scale of the Arrhenius equation.
The Douaud correlation integrates to the lowest KI value and predicts
knock almost 20◦CA too late. Similar to the example for iso-octane,
the IFP model also has a slower start in this example for ethanol. The
predicted timing for the onset of knock is again very close to that of the
Douaud model. The KI profile for the Heufer model starts off slower,
but eventually predicts the onset of knock earlier than the Douaud
model, in accordance with the ignition delay time profiles. The 3-
Arrhenius approach predicts knock very close to the experimentally
determined timing for the onset of knock. The orange line crosses the
KI=1 line not much after the SOK line.

8.4.2 Evaluation of knock models for mean cycles
In the previous subsection the 3-Arrhenius approach obtained the best
knock prediction. The four knock models are now applied to the mean
cycle data, in a similar way as has been done in section 8.3.2, to assess
the performance of the different models for all operating points. Figure
8.18 shows the KI value at the end of the cycle versus the MAPO95
value, as determined by the experiments on the left side and the KI
value at SOK on the right side. The tendencies observed in the ex-
ample operating point in figure 8.17 are confirmed. The KIend values
are too low for many of the knocking operating points, when using the
Douaud model. Most of the non-knocking cycles are predicted cor-
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Figure 8.18: Knock model KI value at end of cycle (left) and at
SOK (right) versus MAPO95 from measurements for mean cycles with
ethanol.
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8.4 Knock models for ethanol

rectly. In line with these results, the KI values at SOK are too low.
This results in a knock prediction too late in the cycle, when there is
correct knock prediction. A similar trend is observed for the IFP model
with even lower values for KIend and KISOK . The Heufer correlation
computes lower ignition delay times than the Douaud correlation in the
intermediate temperature range and therefore yields overall higher KI
values. Also correct knock predictions with the Heufer equation are too
late in the cycle for all available operating points. The total number of
correct predictions is higher compared to the Douaud and IFP models.
The 3-Arrhenius approach has the lowest number of correct predictions,
because many of the non-knocking cycles have KI values higher than 1
at the end of the cycle. All of the knocking cycles are predicted cor-
rectly with KI values at the end of the cycle mostly even higher than
1.5. The KI values at SOK are much better compared to the three
other models and are distributed around 1. The timing for the onset
of knock is predicted best by the 3-Arrhenius equation. The observed
results are reflected in the fitness function values. The overall fitness
function, ffit, is lowest for the Heufer model, a bit higher for the IFP
and Douaud models and worst for the 3-Arrhenius model. The best fit-
ness function for the knocking operating points, ffit,knock, is achieved
by the 3-Arrhenius model. In accordance with the computed ignition
delay times the results deteriorate in the sequence Heufer, Douaud and
IFP.

8.4.3 Evaluation of knock models for single cycles
For a correct application, the knock models should be used for the sin-
gle cycles only. Figure 8.19 shows the histograms of the KIend values
for the non-knocking cycles and the KISOK values for the knocking cy-
cles, equivalent to figure 8.15 for iso-octane. Compared to iso-octane
a much lower fraction of the cycles are knocking. The tendencies ob-
served for the mean cycle analysis are confirmed for the single cycles.
The Douaud and IFP models obtain the lowest ignition delay time
equations and therefore the highest number of correct predictions of
the non-knocking cycles. Since the fraction of non-knocking cycles is
very high, the importance in the overall fitness function evaluation is
strong. The IFP models has the lowest KISOK values and therefore
the worst ffit,knock value. Due to the lower predicted ignition delay
times, the Heufer model obtains a better ffit,knock, but a worse ffit re-
sult. The 3-Arrhenius approach has the best prediction of the knocking
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Figure 8.20: Fitness function values (eq. 6.8 and 6.9) for knock
prediction evaluation for all single cycles in the Douaud, IFP, Heufer
and 3-Arrhenius knock models (see table 6.2).

cycles. Many of the non-knocking cycles are however predicted incor-
rectly, resulting in an overall fitness function value much higher than
for the other correlations. The fitness function results for the ethanol
single cycles are summarized in figure 8.20.

8.5 Knock model comparison ethanol and
iso-octane

After a separate analysis of the knock models for ethanol and iso-
octane, a comparison between both fuels can now be made. Figure 8.21
shows the pressures, unburned temperatures, mass fractions burned, ig-
nition delay times and knock integrals for both fuels in the same operat-
ing point. Due to evaporative cooling, ethanol has lower temperatures,
which leads to slower combustion and a lower peak pressure. Because
of the strong sensitivity on the pressure and temperature, ethanol has
a higher ignition delay time around peak pressure. The two-stage ig-
nition behavior of iso-octane can clearly be seen in the ignition delay
time profile. Out of both fuels only iso-octane knocks under the given
conditions. Because of the lower ignition delay time for iso-octane, KI
integrates the fastest and obtains an accurate knock prediction. For
ethanol in this operating point no knock is detected. However the KI
value continues to integrate until late in the cycle and predicts knock
around 25◦CAaTDCf. This behavior is discussed in figure 8.19.

The good knock resistance of ethanol is typically associated with
the absence of a two-stage ignition - and thus high ignition delay times
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ignition delay times and KI for iso-octane and ethanol in the same
operating point 5000 rpm, Tin=120◦C, 36.00◦CA SA. Only knock for
iso-octane.

in the low and intermediate temperature range - and the evaporative
cooling effect, leading to relatively low temperatures. The chemical and
cooling effects on the knock resistance of ethanol can be separated using
the knock models. Figure 8.22 shows the results for the ignition delay
time and the knock integral when using the same pressure, temperature
and mass fraction burned data for both fuels. Under the assumption
that the combustion cycles are the same for both ethanol and iso-octane
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8.5 Knock model comparison ethanol and iso-octane

(same operating point as in figure 8.21), the effect of charge cooling is
ruled out. In this case the ignition delay time for ethanol is lower than
for iso-octane and knock is predicted by the model earlier in the cycle.
Based on the selected ignition delay time correlations, the ignition delay
time for ethanol is lower than that of iso-octane in much of the operating
range, especially at high temperatures and when the flattening of the

50

100

p c
y
l
[b
ar
],
x b

[%
]

600

800

1000

10−4

10−3

10−2

10−1

τ
[s]

0

0.5

1

1.5

2

K
I
[-]

-50 -25 0 25 50
◦CAaTDCf

T
u
[K

]

SOK

Iso-octane
Ethanol correlation

pcyl
xb
Tu

Figure 8.22: Pressure, unburned temperature, mass fraction burned,
ignition delay times and KI for iso-octane in operating point 5000 rpm,
Tin=120◦C, 36.00◦CA SA. Ignition delay time and KI for ethanol ap-
plied to iso-octane measurement data.
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8 Results and discussion

ignition delay time of ethanol towards lower temperatures is included.
It can be concluded that the cooling effect of ethanol has a stronger
influence on knock suppression than the chemical effects.

8.6 Correction functions for wall influence
From the evaluation of the different knock models it is apparent that
there is a conflict between correct predictions of the onset of knock and
the correct predictions of non-knocking cycles. The underlying idea of
the knock integral is that the knock phenomenon is cumulative. The
integration continues during the expansion and the last part of the
combustion. During this time the pressure and temperature remain
high and the corresponding ignition delay time contributes to the knock
integral. The results of the knock detection algorithm (figure 8.11)
show that for both fuels there is no knock after 70% of fuel mass burned.
Once this point has passed, even though the temperature remains high,
knock is not initiated. In chapter 7 the geometry of the combustion
chamber is presented including the position of a spherical flame front at
different mass fractions burned. Figure 7.1 shows that when 70% of the
fuel mass is burned the flame has reached the exhaust side wall, is very
close to the side wall and has moved into the squish zone located at the
intake side. At this point the influence of the walls on the unburned
mixture are dominating such that knock becomes almost impossible.
The cylinder walls act as a heat sink and cool down the gases in its
vicinity, thus inhibiting auto-ignition. The knock integral does not take
into account this behavior. Another option is to stop the integration
of the knock integral at the peak of the low pass filtered pressure. The
results show however that many of the cycles have the onset of knock
after the peak pressure.

A correction function is needed that models the reducing proba-
bility of knock towards the end of the cycle. Several approaches have
been introduced in section 7.2.3. A correction function equal to one
corresponds to the original knock integral. A first approach is the beta
function in equation 7.7. The second function is inspired by the Wiebe
form and is given in equation 7.8. The beta function has only one pa-
rameter; the Wiebe function has two. These parameters are calibrated
to the measurement data set. For further analysis the Goldsborough
model is chosen for iso-octane and the Cancino 3-Arrhenius model for
ethanol. These two models contain the highest level of accuracy with
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respect to the ignition delay time and yield the best prediction for the
SOK for their respective fuels.

The correction functions corresponding to the best solutions for
both fuels can be seen in figure 8.23. The beta function decreases grad-
ually as a function of mass fraction burned. The Wiebe functions have
a cut-off at 70% mass fraction burned, which corresponds well to the
observation that there are almost no knocking cycles after 70% of the
fuel mass burned. The histograms of the KI values at the end of the
cycle and at SOK for the Goldsborough model with the different cor-
rection functions are presented in figure 8.24. The first histogram cor-
responds to figure 8.16 in which the overall fitness function is high due
to the high number of incorrectly predicted non-knocking cycles. The
beta function reduces significantly the number of wrong non-knocking
cycles by gradually reducing the probability of knock. This correction
function however increases artificially the ignition delay time already at
the beginning of combustion, resulting in lower KI values at SOK and a
deteriorated fitness function for the knocking cycles. The Wiebe func-
tion only affects the end of the combustion and improves the prediction
of the non-knocking cycles better than the beta function. The fitness
function for the knocking cycles increases only slightly compared to the
original knock integral. The Wiebe function also better represents the
observations made in the cycle statistical analysis.
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Figures 8.23 and 8.24 show the best results for the Wiebe correction
function (eq. 7.8) with a high mv value. The reduction in the probabil-
ity of knock is thus much more sudden than previously expected. For
both fuels, the cut-off lies at 70% of fuel mass burned. This agrees well
with the given combustion chamber geometry. For a different engine
and combustion chamber the best parameters for the correction func-
tion may be different. Of most general interest is the formulation of a
knock model that can be applied to all engines without much tuning of
the specific model parameters. A last way of modeling the influence of
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4500rpm, Tin=80 ◦C, 43.50◦CA SA, ethanol.

the cylinder walls, that is considered, is presented at the end of section
7.2.3. The thickness of the thermal boundary layer is modeled as a
function of the thermal diffusivity, time and a Reynolds number. The
volume fraction of the unburned gas within the thermal boundary is
tabulated as a function of mass fraction burned, piston position and
thermal boundary layer thickness. The mass fraction of the unburned
gas within the boundary is derived from the volume fraction by esti-
mating the temperature of the boundary layer.

The results for a representative operating point are shown in figure
8.25. The thermal boundary layer thickness grows steadily through-
out the cycle. At the 70% of fuel mass burned mark, for this case,
the thermal boundary layer measures around 1.5 mm. At this point,
the volume fraction of the remaining 30% within the boundary layer
is almost 80%. Looking at figure 7.1, a spherical flame at xb=70%
has reached the exhaust wall and is very close to the side wall, where
the influence of the boundary layer is strong. On the intake side the
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8 Results and discussion

flame has moved into the squish area. The distance to the intake wall is
still larger than the boundary layer, but distance to piston and cylinder
head is small at this point and even at 20◦CAaTDC the squish area lies
within the thermal boundary. Only above the valve pockets unburned
gas not within the boundary layer can be found, making up around
20% of the unburned volume at this point. Due to the difference in
temperature between the bulk unburned zone and the thermal bound-
ary layer, the mass fraction of unburned gas in the boundary layer is
a few percentages higher than the volume fraction at over 83%. The
unburned gas not in the boundary layer then only makes up 5% of the
total mass in the cylinder.

A correction function for the influence of the thermal boundary
layer on the knock behavior can be defined based on the mass fraction
of unburned fuel within the boundary, as given in equation 7.10. The
correction function excludes the possibility of knock when a certain
threshold mass fraction of unburned fuel in the thermal boundary is
reached. Contrary to the Wiebe and beta correction functions the mass
fraction burned is not the decisive parameter. The development of the
thermal boundary layer changes for different operating points and so
does the mass fraction at which knock becomes improbable. Figure
8.26 shows the mass fraction of the unburned gas within the thermal
boundary layer and the corresponding correction functions for the spark
timing variation of figure 8.10. It was shown in figure 8.10 that earlier
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Figure 8.26: Mass fraction of the unburned gas within the ther-
mal boundary layer and correction function according to eq. 7.10 for
xu,th,thr=0.70 and operating points 4500rpm, Tin=80 ◦C, 47.25, 45.00,
42.75◦CA SA, iso-octane.
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Figure 8.27: Fitness function values (eq. 6.8 and 6.9) for the single
cycles with the correction function based on the thermal boundary layer
(eq. 7.10) for iso-octane (Goldsborough) and ethanol (3-Arrh) as a
function of the threshold value for the mass fraction of unburned gas in
the boundary layer.

spark timings lead to knock at lower mass fractions. The correction
function based on the boundary layer model is able to capture this
behavior.

In figure 8.26 a threshold value for the mass fraction of the unburned
in the boundary layer of 70% is used. For the correction function based
on the thermal boundary layer the threshold value is the only param-
eter. The knock model fitness functions for all single cycles are eval-
uated for a variation of the threshold value and the results for both
fuels are shown in figure 8.27. The fitness function for the knocking cy-
cles, ffit,knock, increases with a lower threshold value for the unburned
fraction in the boundary layer. At low threshold values the integration
of KI is cut off before SOK and the values of KI at SOK deteriorate,
leading to an increase of ffit,knock. At high threshold values the fitness
function flattens out, because there is no interference of the correction
function with the KI values at SOK. An opposite effect can be seen for
the overall fitness function, ffit. It increases towards higher threshold
values because the cut off from the correction function is too late and
many non-knocking cycles are incorrectly predicted as knocking cycles.
This effect is stronger for ethanol, because of the higher number of non-
knocking cycles. The overall fitness function increases as well towards
low fitness function values because of the increase of ffit,knock. An
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Figure 8.28: Fitness function values (eq. 6.8 and 6.9) for the single
cycles with different correction functions (one (eq. 7.6), beta (eq. 7.7),
Wiebe (eq. 7.8) and based on the mass fraction of unburned fuel in the
boundary layer (eq. 7.10)) for iso-octane (Goldsborough) and ethanol
(3-Arrhenius).

optimal value for xu,th,thr for both fuels seems to lie between 60 and
70 %, where the correct prediction of the timing for the onset of knock
is not inhibited, but the incorrect prediction of non-knocking cycles is
stopped by the correction function.

A comparison of the fitness function values for the evaluation of
the knock models with the different correction functions for all single
cycles and both fuels is shown in figure 8.28. For the threshold value
xu,th,thr a mass fraction of 65% is used. When the influence of the
boundary layer is not modeled - and the correction function is equal
to one - the prediction of the knocking cycles is good and ffit,knock is
low. In this case the integration for KI continues until the end of com-
bustion and many of the non-knocking cycles are predicted incorrectly
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resulting in a high value for the overall fitness function. Using the beta
correction function (eq. 7.7) reduces the number of incorrectly pre-
dicted non-knocking cycles and thus the overall fitness function, but
the effect of the correction function begins already with the start of
combustion and the KI value at SOK is reduced leading to worse pre-
dictions for the knocking cycles and a high value for ffit,knock. The
influence of the boundary layer only comes later in the cycle and much
more sudden. This behavior is modeled more accurately by the Wiebe
correction function (eq. 7.8). This function leads to a good prediction
of both the knocking and the non-knocking cycles. However the accu-
racy of this correction function depends strongly on the optimization
of its parameters. For the measurements in this work 70% of the fuel
mass burned marked the tipping point for knock in a cycle. If at this
point no auto-ignition in the end gas has taken place, the influence of
the boundary layer significantly reduces the probability of still having
a knocking cycle. The cycle-statistical analysis has shown that the tim-
ing for the onset of knock is strongly dependent on the operating point.
A correction function based only on a maximum mass fraction burned
cannot capture the complete behavior. Therefore a correction function
based on the build up of the thermal boundary layer is introduced (eq.
7.10). This function calculates the mass fraction of the unburned gas
within the boundary layer zone and thus takes into account the specific
operating point as well as the geometry of the combustion chamber.
The analysis has shown that a characteristic fraction of around 65% of
fuel mass contained in the boundary layer marks a threshold value for
the occurrence of knock. A correction function modeling the influence
of the thermal boundary layer can thus be derived from the geometry
of the engine alone.
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In the current work knock in an ethanol fueled engine is studied and the
results are compared to the behavior of iso-octane under the same con-
ditions. The most important results are achieved in two topics. First
the analysis of the experimental data, which includes a cycle-statistical
approach, shows at which point during the cycle knock is initiated and
which cycles are most prone to knock. These results are then linked to
the specific geometry of the combustion chamber. Secondly the knock
models are tested against the measurement data. The sensitivity of
the knock prediction towards the ignition delay time correlations are
shown. The need to model the reducing probability of knock towards
the end of the cycle is demonstrated. A model approach, that includes
the observations towards the geometry of the combustion chamber, is
introduced and takes into account the influence of the vicinity of the
walls in a thermal boundary layer approach.

9.1 Conclusions
A test bench for a single cylinder spark ignition engine has been built up
and fit to the purposes of the study of knock. Spark timing variations
are performed at variable speeds and intake temperatures with wide
open throttle and stoichiometric, premixed conditions. Two fuels are
selected for the study: ethanol and iso-octane. Ethanol is injected
with direct injection; for iso-octane port fuel injection is used. The
properties of both fuels are compared in detail in order to understand
the differences in the measurement results. Ethanol has a higher octane
number, higher flame speed, lower energy density and a higher latent
heat of vaporization compared to iso-octane. At nominally the same
operating point ethanol produces a much higher torque than iso-octane.
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This can be attributed to the higher volumetric efficiency, caused by
the stronger cooling effect of ethanol. The air mass flow of ethanol is
increased by up to 20% compared to iso-octane, with larger differences
at higher speeds.

The thermodynamic analysis of the measurement data is carried
out using the 0D/1D simulation software GT-Power, which includes
calculations for the gas exchange phase. For both the mean cycle of
each operating point as well as all the single cycles the heat release rates
and two-zone temperatures are calculated. A thermal model for the oil
and coolant is included and a sensitivity analysis for the parameters on
the unburned gas temperature is carried out. The evaporative cooling
effect of ethanol leads to overall lower temperatures, that offset the
nominally higher laminar flame speed, and cause slower combustion
and longer burn durations compared to iso-octane.

Many researchers have published methods for the detection of knock.
A comparison of some of the most common knock indices is given and a
good correlation between the results is observed. A knock index should
be independent of the operating points. A knock detection criterion is
defined based on the maximum amplitude of the pressure oscillations
relative to the reference non-knocking conditions at late spark timings.
A much better knock resistance is observed for ethanol compared to
iso-octane. For ethanol much earlier spark timings are required to ob-
tain knocking conditions. Consequently the total number of recorded
knocking cycles for ethanol is lower than for iso-octane. An accurate
definition for the timing of the onset of knock is needed when modeling
knock. A criterion based on the heat release rate corresponding to the
auto-ignition in the end-gas is introduced. This heat release rate always
precedes the characteristic pressure oscillations. Different detection cri-
teria lead to a large difference in the mass fraction burned at the start
of knock. The average knocking cycle is always faster than the overall
mean cycle, however not necessarily the faster burning cycles have the
highest knock intensity. A trade-off exists between high pressure and
temperature on the one hand and available time on the other. Earlier
spark timings lead to knock at lower mass fractions burned. Due to the
earlier spark timings required for ethanol to knock, the mass fractions
burned at auto-ignition are lower for ethanol compared to iso-octane.
Auto-ignition of the end-gas typically occurs between 50 and 70% of
the fuel mass burned. After 70% burned the probability of knock is
reduced significantly.

An extensive literature review on the ignition characteristics of both
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fuels is carried out and an overview of the available ignition delay time
measurement data as well as the chemical kinetic models is given. Iso-
octane exhibits a so-called two stage ignition behavior with a negative
temperature coefficient in the intermediate temperature range. The
LLNL kinetic mechanism is selected as the most detailed and widely
validated and is used for ignition delay time calculations under the
conditions corresponding to the knock measurements on the engine test
bench. The results are used to calibrate the parameters of a 3-Arrhenius
correlation. Two detailed correlations for the ignition delay time of iso-
octane can be found in literature of which the Goldsborough equation
is validated against the widest set of experimental data and captures
best the two stage behavior of iso-octane. For ethanol much less ex-
perimental data and chemical kinetic models are published. Ethanol
is considered a fuel with a single stage ignition; however recent experi-
mental work at elevated pressures and low temperatures by Cancino et
al. shows a flattening of the linear-log behavior. The Cancino mecha-
nism has been used for chemical kinetic calculations and the data has
been fit to a 3-Arrhenius approach. For ethanol only single Arrhenius
equations are available for the ignition delay time. The new correlation
captures the faster chemistry at low temperatures and high pressure
well.

The knock models, proposed by Douaud and by IFP, are selected
from the literature review and are compared to the application of the ig-
nition delay time correlations in the knock integral, proposed by Liven-
good and Wu, for both the mean and the single cycles. An approach
to assess the quality of the model is introduced, using fitness evalua-
tion functions. A fitness function for the knocking cycles determines
the accuracy of the prediction of the timing for the onset of knock.
An overall fitness function also assesses the predictions for the non-
knocking cycles. The Douaud and IFP knock models yield good results
in predicting a knocking cycle. The timing for the onset of knock is
however predicted too late in the cycle. For both fuels the ignition
delay time correlation with the highest level of detail produces the best
results in predicting the timing for the onset of knock: the 3-Arrhenius
correlation based on the Cancino mechanism for the ethanol data and
the Goldsborough correlation for iso-octane.

Accurate predictions for the timing of the onset of knock result in
a high number of incorrectly predicted non-knocking cycles and vice-
verse. It was found that after 70% of fuel mass fraction burned almost
none of the cycles start to knock. At this point most of the unburned
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gases are very close to the cylinder walls. The flame front has reached
the exhaust side, is very close to the side wall and has moved into the
squish zone on the intake side. The combustion chamber walls cool
down the unburned gases in its vicinity and create a thermal boundary
layer. The temperature within the thermal boundary layer zone is
much lower compared to the bulk unburned gas. The ignition delay
time in the boundary layer is therefore much higher and the occurrence
of knock becomes improbable. A new model approach that calculates
the unburned mass fraction within the thermal boundary is presented.
The model can be derived from the combustion chamber geometry alone
and when combined with the knock integral and an accurate ignition
delay time correlation yields a reliable and time/cost efficient knock
model.

9.2 Outlook
In the current work a knock analysis is performed with standard en-
gine test rig equipment. The results of a knock detection algorithm are
linked to the geometry of the engine and good results are achieved for
the computationally efficient knock prediction model, with only these
limited tools available. Future work would include the further valida-
tion of the results. Since the engine under consideration has no optical
access, 3D CFD tools can be used to study the spatial distribution of
the auto-ignition spots. The ignition delay time correlations can be ap-
plied in a knock integral that is solved in the cells of the unburned zone.
Alternatively the chemical kinetic models can be solved directly. These
simulations can capture the thermal distribution in more detail and
predict, next to the timing for the onset of knock, also the location of
the auto-ignition. Also the temperature distribution close to the walls
as well as the local wall temperatures can be resolved and the thermal
boundary layer model, used in this work, can be compared to the sim-
ulations. Recent advances in 3D numerical tools for engine simulations
allow to resolve part of the turbulence spectrum, thus capturing cyclic
variations. Such a simulation model has already been applied to the en-
gine under consideration [228]. When the cyclic variation of the engine
can be captured and an auto-ignition model is applied to the unburned
zone, the cyclic variation of the knock timing and spatial location can
be studied and compared to the results obtained in this work.

An extensive literature review of the published ignition delay time
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correlations, chemical kinetic models and ignition delay time measure-
ments is given in this work. The knock model simulations have shown
the importance of the accuracy of the ignition delay time correlation.
For both fuels in the investigation, the correlation with the highest level
of detail has also yielded the best prediction for the timing of the onset
of knock. For iso-octane already an extensive set of experimental and
modeling data is available. The interest for ethanol has been moderate
on this topic so far. Especially the study of the behavior of ethanol
at low temperatures and high pressures deserves more attention. For
dedicated ethanol engines, the most promising concepts included tur-
bocharging at high compression ratios and the use of EGR. For both
fuels the accuracy of the knock model predictions would further benefit
of the availability of more ignition delay time measurements and kinetic
models validated at higher pressures and for diluted mixtures.

In the current work ethanol and iso-octane are chosen as fuels for
the investigation. As explained in the introduction ethanol is used in
many different blends throughout the world. The analysis could be
repeated for both the low volume and high volume ethanol blends with
gasoline. Also in this case the accuracy of the modeling results would
be strongly dependent on the availability of reliable ignition delay time
correlations for these fuels at the conditions under consideration.
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