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Lentamente muore
chi diventa schiavo dell’abitudine,
ripetendo ogni giorno gli stessi percorsi,
chi non cambia la marcia,
chi non rischia e cambia colore dei vestiti,
chi non parla a chi non conosce.
Muore lentamente chi evita una passione,
chi preferisce il nero su bianco
e i puntini sulle "i"
piuttosto che un insieme di emozioni,
proprio quelle che fanno brillare gli occhi,
quelle che fanno di uno sbadiglio un sorriso,
quelle che fanno battere il cuore
davanti all’errore e ai sentimenti.
Lentamente muore
chi non capovolge il tavolo,
chi è infelice sul lavoro,
chi non rischia la certezza per l’incertezza per inseguire un sogno,
chi non si permette almeno una volta nella vita, di fuggire ai consigli

sensati.
Lentamente muore chi non viaggia,
chi non legge,
chi non ascolta musica,
chi non trova grazia in se stesso.
Muore lentamente chi distrugge l’amor proprio,
chi non si lascia aiutare
chi passa i giorni a lamentarsi
della propria sfortuna o della pioggia incessante.
Lentamente muore
chi abbandona un progetto prima di iniziarlo,
chi non fa domande sugli argomenti che non conosce,
chi non risponde quando gli chiedono qualcosa che conosce.
Evitiamo la morte a piccole dosi,
ricordando sempre che essere vivo
richiede uno sforzo di gran lunga maggiore del semplice fatto di

respirare.
Soltanto l’ardente pazienza
porterà al raggiungimento
di una splendida felicità.
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Dies slowly
he who becomes the slave of habit,
repeating every day the same itineraries,
who never changes pace,
who does not risk and change the color of his clothes,
who doesn’t talk to whom doesn’t know.
Dies slowly he who shuns passion,
who prefers black on white,
dotting ones "is"
rather than a whirlpool of emotions,
the kind that make your eyes glimmer,
that turn a yawn into a smile,
that make the heart pound
in the face of mistakes and feelings.
Dies slowly
he who does not overthrow the table
when is unhappy at work,
who does not risk certain for uncertain to thus follow a dream,
he who do not forego sound advice at least once in their lives.
Dies slowly he who does not travel,
who does not read,
who does not listen to music,
who does not find grace in himself.
Dies slowly he who destroys his self love,
who does not accept somebody’s help.
Dies slowly he who passes his days complaining
of his bad luck or the rain that never stops.
Dies slowly
he who abandons a project before starting it,
who fail to ask questions over a subjects that does not know
or who doesn’t reply when asked about something he knows.
Let’s avoid death in small doses,
always reminding oneself that being alive
demands an effort by far greater than the simple fact of breathing.
Only a burning patience
will lead to the attainment
of a splendid happiness.

Martha Medeiros
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Sommario

Negli ultimi decenni, è diventato di estrema importanza poter calcolare con
affidabilità il processo di formazione degli inquinanti prodotti dalla combu-
stione, a causa delle normative sempre più stringenti in materia. D’altra
parte, oggigiorno, le simulazioni numeriche rappresentano uno strumen-
to indispensabile sia per investigazioni meramente scientifiche che per la
pratica tecnica. Calcoli al computer che usino dati sperimentali risultano
essere difatti un mezzo potente, di basso costo ed affidabile per studiare i
processi di combustione.

Sfortunatamente, nella maggioranza dei casi, i calcoli di emissione di spe-
cie inquinanti in atmosfera richiedono uno studio dettagliato dei mecca-
nismi di reazione chimica, che possono includere centinaia di specie. In
tal caso, infatti, l’uso di schemi di reazione semplificati è del tutto ina-
deguato. Dato che ogni componente coinvolto comporta la risoluzione di
un’equazione di trasporto aggiuntiva, ne consegue un costo della simula-
zione tremendamente alto, sia in termini di tempo di calcolo che di spazio
di memoria.

Per questa ragione, nella letteratura scientifica si possono trovare diverse
tecniche per la semplificazione di modelli dettagliati di combustione. A tal
riguardo, le tecniche più note e datate sono certamente l’ipotesi di stato
stazionario e l’approssimazione dell’equilibrio parziale. Tali metodologie,
sebbene caratterizzate dal pregio della semplicità, presentano lo svantaggio
di un’implementazione non ancora automatica. Di recente, pertanto, sono
stati introdotti i metodi di Intrinsic low Dimensional Manifolds (ILDM)
e Computational Singular Perturbation (CSP), al fine di automatizzare
la procedura di riduzione dei modelli ed ottenere schemi semplificati più
accurati, al costo però di un’implementazione molto articolata.

In questa tesi, il Metodo delle Griglie Invarianti (MIG) è elaborato per ap-
plicazioni nell’ambito della combustione: ne risulta un algoritmo automa-
tico basato su due punti chiave. Il primo consiste nella rapida costruzione
di una sommaria descrizione ridotta del meccanismo chimico. A tal fine, la
procedura MIG può essere inizializzata ricorrendo al cosiddetto manifold

xiii



Sommario

di quasi equilibrio (QEM), approfonditamente discusso nel corso di que-
sto lavoro. In particolare, in questa tesi introduciamo la versione discreta
del QEM fornendone altresì l’algoritmo di costruzione. Tale procedura è
convalidata nel caso di meccanismi per l’ossidazione dell’idrogeno, nonché
per generare un’approssimazione delle popolazioni di equilibrio nel caso
del metodo entropico di lattice Boltzmann.

Il secondo punto chiave della costruzione di un meccanismo ridotto è ugual-
mente automatico, e consiste nell’affinare l’approssimazione iniziale (e.g.
QEM) per iterazioni successive. Qui, vogliamo dimostrare che un modello
ridotto accurato può essere ottenuto come punto di convergenza di uno
dei seguenti processi: iterazioni di Newton per risolvere la condizione di
invarianza trattata come un’equazione, oppure il rilassamento della cosid-
detta equazione di film. Schemi numerici espliciti per l’implementazione
di tali tecniche sono riportati e convalidati. Tuttavia, introduciamo anche
una realizzazione implicita caratterizzata da una migliore stabilità, nonché
dal pregio di illustrare più chiaramente il principio di funzionamento della
equazione di film.

Risulta che la costruzione di QEM ed il conseguente affinamento offrono
una procedura automatica molto semplice da implementare. Inoltre, sulla
base di studi di confronto condotti su modelli semplici, possiamo conclude-
re che le prestazioni del metodo delle griglie invarianti sono perfettamente
in linea con quelli ottenuti dal CSP. Tutto ciò ad ulteriore conferma del
perfetto accordo ottenuto confrontando le soluzioni dettagliate e ridotte,
nel caso di meccanismi per la combustione dell’idrogeno.

Infine, il meccanismo ridotto è impiegato con successo in codici fluido-
dinamici, basati sul metodo di lattice Boltzmann, per simulare fiamme
laminari mono- e bidimensionali attraverso miscele omogenee. Il metodo
di lattice Boltzmann (LB) costituisce un approccio nuovo nell’ambito delle
simulazioni di fluidodinamica numerica. Studi recenti hanno dimostrato
che esso è perfettamente competitivo se confrontato a metodi più tradi-
zionali anche nel caso di flussi compressibili e turbolenti (sia in termini di
accuratezza che efficienza di calcolo). D’altro canto, sebbene ciò renda LB
una valida alternativa per la simulazione di flussi reattivi, le applicazioni
in questo campo sono ancora limitate dal grande numero di variabili da
risolvere e dalla rigidezza delle equazioni. In tal senso, tale ultimo studio
vuole rappresentare un passo avanti per il metodo di lattice Boltzmann ed
è pertanto fra i principali contributi di questa tesi.
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Abstract

In the past decades, due to the emergence of stricter environmental reg-
ulations, the ability of predicting pollutant formation during combustion
processes became of paramount importance. On the other hand, nowadays,
numerical simulations of reactive flows represent an indispensable tool in
several fields for scientists and designers. Indeed, associated with available
experimental data, a numerical simulation proves to be a reliable, cheap
and powerful way to study combustion.

Unfortunately, in order to describe pollutant emission, a detailed reaction
mechanism with hundreds chemical species has to be considered, whereas
a simpler few-step reaction often reveals unsuitable. The prediction of
each species involves the solution of one additional transport equation
increasing dramatically the computational cost (in terms of calculation
time and memory space).

Therefore, several techniques for reducing complex reaction mechanisms
have been proposed in the numerical combustion community. The old-
est and most known techniques in this respect are certainly the quasi
steady state assumption and the partial equilibrium approximation which
present, on one hand the valuable aspect of simplicity, but on the other
the drawback to be still hand-powered analytical procedures. Hence, more
recently the methods of Intrinsic Low Dimensional Manifolds (ILDM) and
Computational Singular Perturbations (CSP) were introduced in order to
automate the process of reduction and provide more accurate simplified
mechanisms, yet at the cost of a significant more complicated implement-
ation.

In the present thesis, the Method of Invariant Grids (MIG) is elaborated
for combustion applications with the aim of automating the model re-
duction procedure, and its realization follows two key steps. First of all,
an initial rough reduced description of the complex chemical mechanism
is constructed with no special effort. In this respect, the notion of quasi
equilibrium manifold (QEM) for initializing the MIG procedure is investig-
ated in great detail. More specifically, here the concept of discrete analog
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Abstract

of QEM is introduced, and a fully automated constructive algorithm is
worked out. Validations in the case of hydrogen oxidation mechanisms,
and for computing approximate equilibrium populations for the entropic
lattice Boltzmann method are presented.

The second key step, for constructing a reduced description of a complex
reaction mechanism, is also automated and can be achieved by refinements
of the initial approximation. In this work, we demonstrate that the ac-
curate reduced model is obtained as the stable fixed point of one of the
following processes: Newton-like iterations for solving the invariance con-
dition regarded as an equations, or relaxation due to a film equation of
dynamics. Explicit numerical schemes for those techniques are discussed
and tested. However, an implicit realization, with augmented stability
properties, is here introduced, too.

As a matter of fact, constructing a QEM and refining it by means of relaxa-
tion methods proves to be an automated procedure with an embarrassingly
simple implementation. Furthermore, comparative studies conducted on
a simple benchmark model prove that the suggested methodology delivers
consistent results with CSP, and it exhibits similar convergence proper-
ties. This is in accordance with the excellent agreement between detailed
and reduced solutions, in the case of a realistic mechanism for hydrogen
combustion.

Lately, the reduced model of the hydrogen mechanism is successfully em-
ployed in a lattice Boltzmann code for simulating a 1D propagating flame
and 2D laminar counter-flow flames throughout a homogeneous mixture.
The lattice Boltzmann (LB) method is a relatively novel approach to nu-
merical flow simulations, and recent studies have proved that it is highly
competitive to traditional methods when simulating compressible and tur-
bulent flows (in terms of accuracy and efficiency). Although this makes LB
a good candidate for computing reactive flows, applications in this field
are still limited by the stiffness of the governing equations and the large
amount of fields to solve. In this sense, the latter study intends to be a
step ahead for the LB method and a major contribution of this thesis.
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Considerate la vostra semenza:
fatti non foste a viver come
bruti, ma per seguir virtute e
canoscenza.

D. Alighieri (1265 - 1321)

1. Introduction

1.1. Motivation

The numerical solution of the full set of governing equations, as dictated
by modeling of reactive flows with detailed chemical kinetics, remains a
challenging task. The reason is, on one side, the large number of con-
servation equations to be solved in order to keep track of each chemical
species. On the other side, as illustrated in Fig. 1.1, a detailed reaction
mechanism contains many different chemical processes occurring on times-
cales that range over several orders of magnitude, from seconds down to
nanoseconds. It is this feature that gives rise to the stiffness of the govern-
ing equations for the chemical reactions. Moreover, the fluid mechanics in
chemically reactive flows usually occurs at a narrower range on the order
of milliseconds to microsecond.

Those aspects have particularly negative impact on the lattice Boltzmann
method, whose number of fields (known as distribution functions or popu-
lations) is significantly larger than the number of conventional fields (dens-
ity, momenta, temperature, species mass fractions) by a factor ranging
from tens to hundreds for 2D and 3D simulations.

Moreover, the stiffness drastically affects the efficiency of explicit schemes,
such as the lattice Boltzmann method, where reducing the time step be-
comes necessary in order to avoid numerical instabilities. As a result, the
smallest time scales need to be resolved even when one is interested only
in the slow dynamics. In addition, the larger is the number of elementary
reactions involved in the detailed mechanism, the more significant becomes
the computational effort due to the evaluation of reaction rates (see sec-
tion 1.2). These issues make computations of even simple flames time
consuming.

On the other hand, some reduction is often possible by simply setting
up a criterion for eliminating unimportant reactions (or species) from the
detailed reaction mechanism. However, in the present thesis we exploit the
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1. Introduction

Figure 1.1.: Time scales of physical and chemical processes. (From [67])

more sophisticated concept of timescale separation in order to construct
a reduced description of the detailed model. In fact, as mentioned above,
there are many chemical processes that are much faster than the fluid
dynamic phenomena, so if we are only interested in computing the system
behavior on the scale of the fluid mechanics, several chemical processes will
have already self-equilibrated. In this case, the reduction techniques can
be based on decoupling the fast equilibrating chemical processes from the
slower dynamics, and implemented by seeking a low dimensional manifold
in the solution space of the detailed system.

The idea that a low dimensional manifold provides a reduced description of
a complex system stems from the representation of numerical solutions of
such systems in the phase-space (solution space). To be more precise, let us
consider a closed reactive burner with a unique steady state (equilibrium
point). The dynamics of such a complex reactive system is often char-
acterized by short initial transients during which the solution trajectories
approach low-dimensional manifolds in the concentration space, known as
the slow invariant manifolds (SIM). The remaining dynamics lasts much
longer and evolves along the SIM towards the steady state (see also Fig.
1.4). Thus, it turn out that constructing the SIM enables to establish
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1.2. Detailed reaction kinetics

a simplified description of a complex system by extracting only the slow
dynamics and neglecting the fast. As a result, the detailed large set of
equations can be reduced to a much smaller system without a significant
loss of accuracy. More details about the notion of SIM are discussed in
the chapter 2.

For the sake of completeness, in the next sections we discuss further the
concept of model reduction, and briefly review the different approaches
that have been suggested in the literature.

1.2. Detailed reaction kinetics

In the following, we focus on homogeneous mixtures of ideal gases reacting
in a closed system. Let x1, ..., xn be n chemical species participating in a
detailed reaction mechanism with r reversible steps

ν′s1x1 + . . .+ ν′snxn ⇋ ν′′s1x1 + . . .+ ν′′snxn, s = 1, . . . , r, (1.1)

where ν′si and ν′′si are the stoichiometric coefficients of species i in the reac-
tion step s for reactants and products, respectively. Let the stoichiometric
vectors be ν′s = (ν′s1, . . . , ν

′
sn), ν

′′
s = (ν′′s1, . . . , ν

′′
sn) and νs=ν′′s -ν

′
s. The

reaction rate of step s reads as follows

Ωs = Ω+
s − Ω−s ,

Ω+
s = k+

s (T )
n
∏

i=1

cαii ,Ω
−
s = k−s (T )

n
∏

i=1

cβii .
(1.2)

Let Ni and V be the mole number of species i and the reactor volume,
respectively, the corresponding molar concentration is given by ci = Ni/V .
The forward and reverse reaction rate constants k+

s , k−s take the Arrhenius
form

ks (T ) = AsT
βs exp

(−Eas
RT

)

, (1.3)

where As denotes the pre-exponential factor, βs the temperature exponent,
Eas the activation energy of reaction s andR is the universal gas constant.
The rate of change of species i is given by

ω̇i =
r
∑

s=1

νs (i) Ωs, i = 1, . . . , n, (1.4)
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1. Introduction

with forward and reverse reaction rate constants related by the equilibrium
constant Kc,s = k+

s /k−s , which can be obtained by imposing the principle
of detail balance at the steady state:

Ω+
s = Ω−s , s = 1, ..., r. (1.5)

It is worth to stress that, throughout the present thesis, the words phase-
space, concentration space and composition space shall be used as syn-
onyms, and if not explicitly mentioned, a generic point of the phase-space
will be denoted either by c = (c1, . . . , cn) or by ψ = (Y1, . . . , Yn) accord-
ing as its coordinates are molar concentrations or mass fractions, respect-
ively.

Notice that an arbitrary state of a homogeneous ideal gas mixture is fully
described by the vector c and one independent intensive property, e.g. the
corresponding temperature T . An alternative description of the system
state is also given by ψ and two independent intensive properties, e.g.
temperature T and total pressure p.

Under isochoric and isothermal conditions (V, T = const), the reaction
kinetic equations (1.4) are closed, and the temporal evolution of the species
concentrations in the reactor obeys:

dc

dt
= (ω̇1, . . . , ω̇n)

T = f , (1.6)

whereas, for different cases, additional closure relations are needed. In
this work, other two cases are studied: isolated reactor with constant
volume and mixture-averaged internal energy (V, Ū = const), and thermal
isolated isobaric reactor with constant total pressure and mixture-averaged
enthalpy (p, h̄ = const). In the first case, the governing equations read

Ū =
n
∑

i=1

Ui (T )Yi = const

dc
dt

= (ω̇1, . . . , ω̇n)
T = f ,

(1.7)

where, for each species i, the temperature dependence of the specific in-
ternal energy Ui is taken into account by a polynomial fit

Ui (T ) = R
(

a1iT +
a2i

2
T 2 +

a3i

3
T 3 +

a4i

4
T 4 +

a5i

5
T 5 + a6i

)

−RT. (1.8)

Here, following [40], the temperature dependence of all relevant thermo-
dynamic properties of species i are expressed in terms of the constants aji,
with j = 1, ..., 7, and each time specified in the text.
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1.3. The problem of reduced description

Let Wi be the molecular weight of species i, for closed reactors under fixed
total pressure and mixture-averaged enthalpy, the dynamics of the mass
fractions Yi obeys the following system of equations

h̄ =
n
∑

i=1

hi (T )Yi = const,

ci = p(Yi/Wi)

RT

n
∑

j=1

Yj/Wj

,

dψ
dt

=
(

W1ω̇1

ρ̄
, . . . , Wnω̇n

ρ̄

)T

= f ,

(1.9)

where the mixture density ρ̄ and the specific enthalpy hi of species i take
the explicit form

ρ̄ =
n
∑

i=1

Wici, hi (T ) = Ui (T ) +RT. (1.10)

Notice that, for non-isothermal cases, the temperature corresponding to
the composition state ψ is not explicitly known. Therefore, the right-hand
side of (1.4) can be evaluated after solving the two energy conservation
equations in (1.7) and (1.9) with respect to T (e.g. using the Newton-
Raphson method).

Finally, in a closed chemically reactive system, the atom mole numbers Nk
of each element k must be conserved:

DψT = (N1, . . . , Nd)
T
,

dNk
dt

= 0, D(k, i) =
µik
Wi

, (1.11)

where µik is the number of atoms of the kth element in species i, and D
is a (d× n) matrix if d is the number of elements involved in the reaction.
In other words, the vector field f of motions in the phase-space is always
orthogonal (in Euclidean sense) to the rows of D.

The interested reader is delegated to the classical work of Williams [68]
for a detailed discussion on the theory of chemical kinetics.

1.3. The problem of reduced description

How do we “reduce the description of a chemical system”? This can be
achieved as follows:
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1. Introduction

Figure 1.2.: Magneto-hydrodynamic Modeling: computational speedup
mainly comes from better algorithms rather than hardware
improvements. (From www.nersc.gov)

• By shortening the list of species. This, in turn, is accomplished in
two ways:

1. By elimination of unimportant compounds from the list (e.g.
low concentration radicals);

2. By lumping some species into integrated components.

• By shortening the list of reactions. This can be achieved in the
following ways:

1. By elimination of inessential reactions, which have a minor in-
fluence in the overall reaction process (using, e.g., the sensitivity
analysis or the reaction path analysis discussed below);

2. By the assumption that some reactions have been already com-
pleted, so that the equilibrium has been reached along their
paths. All this leads to a dimension reduction, due to the
fact that the equilibrium constants of the completed reactions
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1.4. Sensitivity analysis

are only needed instead of the corresponding reaction rate con-
stants.

• By motion decomposition into fast and slow or, in other words, into
independent and slaved according to the corresponding timescales.
As a result, the fast dynamics of a complex system can be decoupled
from the slow one, and the system admits a study “in parts”. Modern
approaches to the problem of model reduction in chemical kinetics,
based on the motion decomposition, exploit the notion of slow invari-
ant manifold (SIM), and offer the advantage to compute the SIM in
an automated manner.

Before proceeding further, we cannot avoid answering the following ques-
tion: Why do we need to reduce detailed description in the age of super-
computers? First of all, in order to gain a better understanding. In fact, a
reduced model often gives the opportunity to extract the essential from a
too complicated process. Second, even for supercomputers there exist too
demanding problems. Model reduction tries to make such problems less
complicated, and sometimes offers us the possibility to solve them.

On the other hand, it is not reasonable to wait and hope that hardware
improvements make computers powerful enough to tackle those problems.
History has shown, indeed, that the main speedup in numerical computa-
tions comes from more efficient algorithms rather than better hardware.
For example, in Fig. 1.2, it is possible to distinguish between software
and hardware contribution to the overall speedup, in the field of magneto-
hydrodynamic numerical computations, over the past decades.

Several methods for reducing reaction mechanisms have been worked out
in the literature, and recent reviews of such methods can be found in
[26, 30, 66].

1.4. Sensitivity analysis

The sensitivity analysis [56, 57] has the scope to identify the major reaction
steps that are rate limiting and therefore connot be neglected. Thus,
sensitivity analysis reveals to be a useful tool to simplify detailed reaction
mechanisms by eliminating unimportant reactions and, often, species that
only appears in the negligible reaction steps.
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As pointed out in section 1.2, the temporal evolution of a homogeneous
in space reactor is described by a system of first order ordinary differen-
tial equations, which can be cast in the general form of an initial value
problem:

dci
dt

= fi
(

c1, . . . , cn; k
+
1 , . . . , k

+
r

)

,
ci (t = t0) = c0

i , i = 1, . . . , n,
(1.12)

where c0
i is the initial concentration of species i at the time t = t0. The

solution of 1.12 depends on both the initial conditions and the parameters
(i.e. rate constants, pressure, etc.). Sensitivity analysis aims at quanti-
fying the effect of small changes in parameters on the solution trajectory
ci(t). It turns out that a change in the rate constant of most of the ele-
mentary reaction steps causes a negligible effect on the solution, meaning
that the corresponding rate coefficients do not need to be known with big
accuracy. However, for a few reactions, small changes in the rate constants
result in large changes of the solution. These important reactions are the
rate-limiting steps, and there is a need to know their rate constants very
accurately.

The dependence of a solution ci(t) on the rate constants k+
s can be taken

into account by considering the absolute and relative sensitivities, defined
as follows:

Sabsi,s =
∂ci

∂k+
s

, Sreli,s =
k+
s

ci

∂ci

∂k+
s

=
∂ ln ci
∂ ln k+

s

. (1.13)

Except for very simple mechanisms, the derivatives 1.13 can be computed
only numerically, when integrating the following system:

∂

∂k
+
s

(

dci
dt

)

= ∂

∂k
+
s

fi
(

c1, . . . , cn; k
+
1 , . . . , k

+
r

)

,

d
dt

(

∂ci
∂kr

)

=
dSabsi,s
dt

= ∂fi
∂cj

∂cj

∂k+
s

,
(1.14)

obtained by differentiating 1.12 with respect to the parameter k+
s . In the

equations 1.14, ∂fi/∂cj is the Jacobian matrix (see the Appendix B), and
it is evaluated during the integration of the full system 1.12.

1.5. Reaction path analysis

Similarly to sensitivity analysis, reaction path analysis can be utilized
as a tool to eliminate inessential reaction steps and species from a de-
tailed mechanism. In particular, it identifies the major reaction paths,
namely the most important reaction steps connecting the reactants to the
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final products. The path followed in the transformation from reactants to
products is determined by analyzing the contribution of each step to the
net rate of production (or depletion) of a given species.

The results of such an analysis are typically shown in the form of graphs,
where all the theoretically possible dependencies among reactants and
products are presented. It proves convenient, however, to assign thickness
to the arrows linking reactants and products so that the most important
pathway can be immediately identified. Integral reaction path analysis
considers the total formation or depletion during combustion. Atomic flux
analysis follows the rate of each element while transforming from a species
to another. Because of element conservation, the sum of all paths into a
species must equal the sum of all paths out from it. In Figure 1.3, the
flux of carbon is shown in the combustion of a lean mixture of methane
and air: here, the dominant path is clearly visible. A reaction step can
be considered unimportant when its contribution to the production (or
consumption) rates of all species is little (e.g. less than a few percent).

For the sake of completeness, it is worth mentioning that alternative ap-
proaches (based on the comparative analysis of entropy production), for
estimating the relative importance of elementary steps in a complex reac-
tion network, can be also found in the literature [10, 22].

1.6. Time scale analysis

The wide range of time scales in a reactive flow makes, on one hand more
complex the numerical solution, but on the other enables us to approx-
imate the detailed mechanism with a simplified one, that only retains
information on the time scale of interest. Among the oldest techniques in
this respect, there are the partial equilibrium approximation and the quasi
steady state assumption (QSSA), mathematical procedures that originated
early in the twentieth century by the work of Bodenstein and Semenov,
and were formalized for combustion systems by Peters [50–52].

In a detailed mechanism, some steps may occur much faster than others,
so that they rapidly equilibrate after any perturbation from their equilib-
rium condition. Therefore, the rate of change of species concentrations is
mainly affected by the remaining slower reactions, which can be termed as
rate limiting reactions. As illustrated below, using the partial equilibrium
assumption, a detailed mechanism can be simplified on the basis of fast
and slow reactions.
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Figure 1.3.: Atomic path of carbon in the combustion of lean (φ = 0.5)
CH4 in a perfectly stirred reactor with a residence time of
5ms, under a constant pressure of 1bar and inlet temperature
Tin = 673K. The detailed mechanism contains 53 species and
488 reactions (From [24]).
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the QSSA refers to species rather than reactions. In this case, the steady
state species are assumed to reach an almost constant concentration very
fast. Thus, by imposing that the rate of change of their concentration van-
ishes, an algebraic expression (typically non-linear) can be obtained and
solved in order to compute the concentration of the steady state species,
also known as QSSA species.

Illustration: NO formation. The most important reactions responsible
for the formation of nitrogen oxide NO, in a typical fuel-air flame at
stoichiometric conditions, are listed below and reported along with the
corresponding rate constants:

O + N2 → NO + N, k+
1 = 7.6× 1013 exp (−38.00/T ) ,

N + NO → N2 + O, k−1 = 1.6× 1013,
N + O2 → NO + O, k+

2 = 6.4× 109T exp (−3.15/T ) ,
NO + O → N + O2, k−2 = 1.5× 109T exp (−19.5/T ) ,
N + OH → NO + H, k+

3 = 4.1× 1013,
NO + H → N + OH, k−3 = 2.0× 1014 exp (−23.65/T ) .

(1.15)
Thus, the formation rates of NO and N (expressed in terms of molar
concentrations ci) are written as follows:

dcNO
dt

= k+
1 cOcN2 + k+

2 cNcO2 + k+
3 cNcOH

−
(

k−1 cNOcN + k−2 cNOcO + k−3 cNOcH
)

,
(1.16)

dcN
dt

= k+
1 cOcN2 + k−2 cNOcO + k−3 cNOcH

−
(

k−1 cNOcN + k+
2 cNcO2 + k+

3 cNcOH
)

.
(1.17)

The QSS assumption can be applied to cN (dcN/dt = 0), and the resulting
expression used to eliminate the variable cN in the equation 1.16 so that:

dcNO
dt

= 2k+
1 cOcN2

1− c2
NO

/((

k+
1

/

k−1
) (

k+
2

/

k−2
)

cO2cN2

)

1 + k−1 cNO
/(

k+
2 cO2 + k+

3 cOH
) . (1.18)

Although NO is formed both in the reaction zone and in the post-flame
gases, the flame thickness is typically very thin and the residence time of
the species in the reaction zone is short. Hence, the contribution of the
post-flame region to the NO concentration is dominant, and its formation
can be decoupled from the concentration of O, O2, OH , H , N2 which
can be approximated by the corresponding equilibrium values (ceqi ) at the
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proper temperature and pressure. In this case, the partial equilibrium
approximation for the reactions 1.15 read

k+
1 c
eq
O c
eq
N2
− k−1 ceqO c

eq
N2

= 0,
k+

2 c
eq
N c
eq
O2
− k−2 ceqNOc

eq
O = 0,

k+
3 c
eq
N c
eq
OH − k−3 c

eq
NOc

eq
H = 0,

(1.19)

and can be used to eliminate the variables cO, cO2 , cOH , cH and cN2 from
1.18 to obtain:

dcNO
dt

=
2k+

1 c
eq
O c
eq
N2

(

1− (cNO/ceqNO)2
)

1 + (cNO/ceqNO) k+
1 c
eq
O c
eq
N2

/(

k+
2 c
eq
N c
eq
O2

+ k+
3 c
eq
N c
eq
OH

) . (1.20)

Notice that, these techniques, although relatively simple to implement,
involve a considerable chemist’s intuition to know which species to set in
steady state and which reactions in partial equilibrium. Several tools have
been developed to aid that process, but they still need external informa-
tion, hence those methods are certainly far from being fully automated.

On the other hand, the techniques of Intrinsic Low Dimensional Mani-
fold (ILDM) and Computational Singular Perturbation (CSP) are numer-
ical methods that aim at automating the process of mechanism reduction.
They offer significant advantages over QSSA and partial equilibrium ap-
proximation, but require a considerably more complicated implementa-
tion.

The ILDM, introduced by Maas and Pope [47], explicitly computes the low
dimensional manifolds approximating the invariant manifold on which the
slow chemistry evolves in the phase-space, then the computed results are
tabulated for later use in a fluid dynamics code. Referring to Fig. 1.4, for
a given closed chemically active system, the thermodynamic equilibrium is
a zeroth-dimensional attractor to which all solution trajectories, starting
from different (but consistent) initial conditions are ultimately attracted.
Based on eigenvalue considerations, ILDM extends this idea to higher-
dimensional attractors.

The CSP method, suggested by Lam and Goussis [42], also seeks to re-
duce the dimensionality via analysis of local eigenvalues. In particular, it
identifies basis vectors and classifies them into exhausted modes, active
modes and dormant modes. In other words, it systematically looks for the
actual reaction pathway of the detailed reaction mechanism. For instance,
during the main heat release stage of the combustion of hydrocarbons,
reaction steps involving carbon dioxide are active, the initial radical pool
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1.7. Outline of the thesis

Figure 1.4.: From www.combustion.tue.nl: solution trajectories in compos-
ition space and the corresponding manifolds of slow motions.

is exhausted, while reactions related to the production of nitrogen oxide
are still dormant. Unlike ILDM, it explicitly provides the reduced mech-
anism, hence it is more beneficial to a chemist that aims at gaining an
understanding of the rate limiting chemistry.

The basic equations of ILDM and CSP are reviewed in chapter 4.

1.7. Outline of the thesis

The thesis is organized in chapters as follows:

• Chapter 1

– This chapter contains the motivations of the present thesis,
along with a basic description of the kinetic equations governing
the dynamics of reactive ideal gas mixtures and a brief review
of existing model reduction techniques.

• Chapter 2

– In this chapter, the notions of positively slow invariant man-
ifold, invariance equation, invariant grid and thermodynamic
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1. Introduction

projector are reviewed. Relevant properties of the thermody-
namic projector are discussed and the method of invariant grid
(MIG) illustrated in the form of the Newton method with in-
complete linearization and relaxation of the film equation of
dynamics.

• Chapter 3

– In this chapter, we give a short introduction to the lattice
Boltzmann method (and entropic lattice Boltzmann). In par-
ticular, we discuss three popular lattices, D1Q3, D2Q9, D3Q15
and the implementation of boundary conditions as used later on
in the thesis.

• Chapter 4

– Here, a simple test case (Michaelis-Menten mechanism) is con-
sidered, and various approximations of the one-dimensional re-
duced description are constructed and refined using both the
Newton method and relaxation method. In particular, the
concept of spectral quasi equilibrium manifold is introduced
and validated for the studied case. Moreover, the computa-
tional singular perturbation method (CSP) is briefly reviewed
and implemented. Finally, results from MIG and CSP are com-
pared on the basis of the invariance defect.

• Chapter 5

– We address here the issue of constructing initial grids when
using MIG iterations. In particular, the notion of quasi equi-
librium grid is introduced as a discrete analog of a quasi equi-
librium manifold, and the corresponding constructive algorithm
derived and illustrated by means of examples. More accurate
description (compared to the spectral quasi equilibrium grid) of
the slow manifold, such as the guided quasi equilibrium grid, are
also suggested. Validations are provided considering a simpli-
fied mechanism for hydrogen oxidation, under isothermal con-
ditions.

• Chapter 6

– In this chapter, the method of invariant grid is used for con-
structing one- and two-dimensional reduced descriptions, in the
case of air-hydrogen mixtures reacting under non-isothermal
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1.7. Outline of the thesis

conditions as dictated by a detailed mechanism. In particu-
lar, the spectral quasi equilibrium grid is computed using the
algorithm of chapter 5, and refined using the Newton method.
The two-dimensional invariant grid is finally tabulated and used
during the numerical integration of the reduced system of dy-
namics. Moreover, the relaxation method for non-isothermal
cases is also presented. Finally, a special implementation of
the relaxation method, the relaxation redistribution method, is
here introduced and validated.

• Chapter 7

– Methodologies for coupling a reduced description, obtained via
MIG, within the lattice Boltzmann framework are now intro-
duced. To this end, we use a reduced description (two degrees
of freedom) of a detailed mechanism for reactive mixtures of
hydrogen-air. We outline the detailed lattice Boltzmann scheme
for simulating reactive flows, and discuss the suggested coupling
with reduced chemistry. Validation studies are presented in the
case of one-dimensional flame propagating through an adiabatic
channel, and two- dimensional counterflow premix flames.

• Chapter 8

– In this chapter, the thesis conclusions are drawn, and possible
future continuations of the present work are suggested.
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All our science, measured
against reality, is primitive and
childlike-and yet it is the most
precious thing we have.

A. Einstein (1879 - 1955)

2. Slow invariant manifolds

2.1. Introduction

The idea that dissipative systems of chemical kinetics can have a simplified
description, in terms of fast and slow motions, derives from evidences
arising when such systems are integrated numerically. In fact, the picture
of solution trajectories in the phase-space, that we typically keep in mind,
is the following: during the relaxation, from an arbitrary initial condition,
a fast motion occurs towards a lower dimension manifold and, once it
is reached, the trajectory proceeds slowly along the manifold, towards a
steady state (equilibrium point). If such a manifold exists, it is termed the
slow invariant manifold (SIM), and it can provide a simplification to the
original system. In this scenario, a simplified macroscopic description of
a complex system can be attained by extracting only the slow dynamics
and neglecting the fast one.

2.2. Slow invariant manifold (SIM)

In this section, we introduce the notions of (positively) invariant mani-
fold, slow invariant manifold, invariant grid, and slow invariant grid, for a
general system of autonomous ordinary differential equations (ODEs) in a
domain D in Rn,

ċ =
dc

dt
= f(c). (2.1)

2.2.1. Invariant manifold and invariance equation

A manifold Ω ⊂ D is a positively invariant manifold for the system (2.1) if,
for any solution c(t), inclusion c(t0) ∈ Ω implies that c(t) ∈ Ω for t > t0.
Such a set Ω is named an invariant manifold.

17



2. Slow invariant manifolds

Figure 2.1.: Geometrical structure of model reduction (from [28])

Let the tangent space Ty be defined, for each point c ∈ Ω. If Ω is pos-
itively invariant under the dynamics of the system (2.1), then the vector
f (c) belongs to Ty. This provides a necessary differential condition of
invariance

f(c) ∈ Ty. (2.2)

In order to transform the inclusion condition (2.2) into an equation, we
need to execute the following steps:

• to take a complement Ey to Ty in Rn,

• to decompose f (c) in two components: f (c) = f‖(c) + f⊥(c),
f‖(c) ∈ Ty, f⊥(c) ∈ Ey,

• to write down an equation, f⊥(c) = 0.

These operations are conveniently described by means of a projector oper-
ator. Let for any subspace Ty a projector P on Ty be defined with image
im(P ) = Ty and kernel ker(P ) = Ey. Then the necessary differential
condition of invariance takes the following form

f − Pf = 0. (2.3)

The left-hand side of this equation is important for many constructions
and has its own name, the defect of invariance: ∆ = f⊥ = f − Pf .
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2.2. Slow invariant manifold (SIM)

In this invariance equation (2.3) an unknown function is the manifold Ω.
This manifold has to be represented in a parametric form, as an immersion
F : W → D of a domain W in the parameter space into the domain D;
Ω is the image of this immersion: Ω = F (W). The tangent space at the
point F (y) is the image of the differential of F at the point y. Hence,
Eq. (2.3) is a differential equation for F (see Fig. 2.1). The theory
of analytic solutions of this equation with analytic vector field f near
an equilibrium was developed by Lyapunov [46] (the Lyapunov auxiliary
theorem). Applications of this theorem to model reduction were developed
recently [38].

Projector P depends on the point c and the space Ty. Invariance equa-
tions for different choice of this projector field P are equivalent, the only
requirement is im(P ) = Ty. But the convergence properties of computa-
tional methods significantly depend on the projector choice. The definition
of slowness can also be sensitive to this choice.

After defining at any c a positive definite inner product between two ar-
bitrary vectors η1 and η2, 〈η1,η2〉, there is a natural way for constructing
a projector P . In fact, P can be chosen as 〈, 〉-orthogonal splitting or, in
different words, the image and the null space of P are orthogonal with
respect to the defined inner product. As reported below, in the case of
chemical kinetics, all this leads to the definition of thermodynamic pro-
jector [27, 31], which corresponds to the following entropic product (also
known as thermodynamic scalar product):

〈η1,η2〉 = η1Hη
T
2 , (2.4)

where H represents the second derivative matrix of a Lyapunov function
G with respect to the system (2.1). In a majority of applications, we are
looking not for an approximation to an invariant manifold that definitely
exists, but rather for an approximate invariant manifold with sufficiently
small defect of invariance ∆ (‖∆‖ ≪ ‖f‖, for example).

2.2.2. Slow manifold

Reduction of description for dissipative kinetics assumes (explicitly or im-
plicitly) the following picture (Fig. 2.2): There exists a manifold of slow
motions Ωslow in the phase-space. From the initial conditions the system
goes quickly in a small neighborhood of the manifold, and after that moves
slowly along it. The manifold of slow motions (slow manifold, for short)
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Fast directions L 

Trajectory 

1
2

3

4

5

6

Slow invariant manifold 

The minimum of G, 
constrained to L, is 

located around here. 

Equilibrium point 

If G is Lyapunov 
function: 

G(1)>G(2)>G(3)… 
G(4)>G(5)>G(6)… 

Figure 2.2.: Fast–slow motion decomposition: implications due to the
existence of a Lyapunov function G. Several trajectories
and correspondent directions of fast motion are presented
schematically.

must be positively invariant: if a solution starts on the manifold at t0,
then it stays on the manifold at t > t0. In some neighborhood of the slow
manifold the directions of fast motion can be defined. Of course, we always
deal not with the invariant slow manifold, but with some approximate slow
manifold Ω. Thermodynamics is useful for model reduction in dissipative
systems. The governing idea of these applications is [27]: during the fast
motion the entropy (the Lyapunov function G) should increase (decrease),
hence, the point of entropy maximum (minimum of G) on the plane of
rapid motion is not far from the slow manifold, in the area where fast and
slow motion have comparable velocities (Fig. 2.2, inside dashed circles).
This implies that differential of the entropy at points near the slow manifold
almost annuls the planes of fast motions (i.e. entropy gradient is almost
orthogonal to these planes). For sufficiently strong fast–slow time separ-
ation the fast invariant subspace of the Jacobian matrix J = [∂f(i)/∂cj]
near the slow manifold approximates the plane of fast motions, hence, this
invariant subspace is also nearly orthogonal to the entropy gradient.

All the definitions of slow manifold for a given system are based on the
comparison of motion to the manifold with motion along the manifold.
There should be relatively fast contraction in selected transversal direc-
tions (in directions of projector kernel) and relatively slow change of vec-
tor field tangent component along manifold. In this work, we don’t review
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2.2. Slow invariant manifold (SIM)

all these approaches (the spectral gap condition, the cone condition, vari-
ous stability conditions), the details and further references are in Refs.
[19, 21, 48, 60, 63].

For our approach, the slow invariant manifold is the stable fixed point of
one of the following processes:

1. Relaxation due to a film extension of dynamics [28], that is defined
by the equation for immersed manifold motion with velocity f⊥(c)
(film equation):

dF (y)

dt
= f − Pf ; (2.5)

2. Iterations of the Newton method with incomplete linearization for
invariance equation (2.3), that is the Newton process without linear-
ization of P : we take f in the first approximation, while for P use
the zero one (for details see section 2.3.4 and Ref. [28]).

When the Newton method with incomplete linearization converges, then
it leads to slow manifold in the usual sense while the standard Newton
method does not. This is very convenient because the standard method is
also much more complicated. For sufficiently strong fast-slow time separa-
tion, most of the numerous definitions of slow invariant manifold give the
same result (exactly the same, or up to higher order terms, it depends on
the required regularity of manifolds).

Finally, notice that global existence and uniqueness of slow invariant man-
ifolds, obtained by film equation, have been proven recently for a class of
problems [58].

Remark. Fast–slow motion separation in a vicinity of a wandering point1

is not invariant with respect to smooth or analytical coordinate transform-
ations. In vicinity of attractors (equilibria, closed orbits, or more complic-
ated attractors) Lyapunov exponents exist, they are invariant with respect
to smooth coordinate transformation. It is possible to perform invariant
fast-slow separation on the base of these exponent values, and then con-
tinue the slow manifold to the areas of wandering points, in a spirit of
the Lyapunov auxiliary theorem that is proved for a fixed point vicinity.
For dissipative systems, most part of phase space consists of wandering
points.

1c0 is a wandering point of system (2.1) if it has such a vicinity U that for some
t∗ > 0 any motion c(t) that starts in U (c(0) ∈ U) does not return in U after time
t∗ (c(t) /∈ U for t > t∗).
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2. Slow invariant manifolds

If we have found an approximate slow invariant manifold Ω, then the
corresponding slow reduced system is the system on the manifold Ω defined
by the projected vector field:

ċ = Pf (c) (2.6)

where c ∈ Ω and projector P : Rn → Ty depends on the point c and on
the tangent space Ty, both.

2.2.3. Slow invariant grids

For computational purposes, the discrete analogue of the problem of slow
invariant manifold was suggested in Refs. [26, 30].

Let a SIM be defined as an immersion F of the parameter domain W
into D, F : W → D. Now we consider a discrete subset G ⊂ W . All
functions are given on G, and their smooth continuation on W could be
constructed by various approximation techniques. We use notation F |G
for restriction a function on the grid. An approximation technique gives a
smooth function F [F |G ]. Let the transformation of discrete set of values
into a smooth function,

F |G 7→ F [F |G ],

be chosen such that, for each y ∈ G, a tangent plane Ty to the discrete set
F |G is defined by the differential of F [F |G ]. We call F |G (G) an invariant
grid, if it satisfies the grid version of invariance equation:

f (F (y))− Pf (F (y)) = 0 for y ∈ G, P : Rn → Ty. (2.7)

The grid version of the film equation (2.5) is a motion in the defect of
invariance direction, and the Newton method with incomplete linearization
has the same form as for continuous manifolds (see section 2.3.4). Hence,
we can define the slow invariant grid as a stable fixed point of (one of)
these processes.

2.3. The method of invariant grids

In this section, we outline the MIG for chemical kinetics. For more details
see Refs. [26–28, 30].
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2.3. The method of invariant grids

2.3.1. Thermodynamic potential

If we turn our attention to perfectly stirred closed chemically active mix-
tures, then dissipative properties of such systems can be characterized with
a thermodynamic potential, which is also a Lyapunov function with respect
to the kinetic equations. The latter function implements the second law
of thermodynamics, and it is related to the mixture-averaged entropy. In
other words, during the time relaxation from an initial condition to the
steady state, a Lyapunov function G(c) must decrease monotonically, thus
the steady state css = (css1 , ..., c

ss
n ) is the point of global minimum of G in

the phase space.

In this respect, a simple example is given by the Helmholtz free energy for
a perfect gas in a constant volume and under a constant temperature:

G =
n
∑

i=1

ci[ln(ci/c
ss
i )− 1]. (2.8)

Once G is known, the gradient∇G = (∂G/∂ci) can be computed, and the
second derivatives matrix H =

[

∂2G
/

∂ci∂cj
]

enables us to introduce the
thermodynamic scalar product according to (2.4) (see also the Appendix
A).

2.3.2. Thermodynamic projector

Let us now discuss further the projector P appearing in the condition
of invariance (2.3) and the film equation (2.5). Let c be a generic state
on a given manifold Ω (not necessarily invariant), corresponding to the
point y =

(

ξ1, . . . , ξq
)

in the parameter domain W . P can be regarded as
a matrix, dependent on c, which projects the vector f (c) onto the local
tangent subspace Ty of Ω producing, in this way, the induced vector field
Pf(c) (see Fig. 2.1). As mentioned above, only two basic features are
requested for constructing a general projector matrix: P 2 = I and the
image im(P ) = Ty, with I denoting the identity matrix. However, the
thermodynamic properties of the kinetic equations define the projector
unambiguously [28]. Let us introduce the linear functional, based on the
gradient ∇G, and acting on the arbitrary vector η as follows:

DG(η) =∇GηT . (2.9)
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2. Slow invariant manifolds

A special class of projectors is the thermodynamic one. Any projector,
which belongs to such a class, respects the dissipation inequality:

DG(Pf) ≤ 0, ∀c ∈ Ω. (2.10)

It has been shown that a projector P respects the (2.10), if and only if
[27]:

ker(P ) ⊆ ker(DG), ∀c ∈ Ω, (2.11)

where “ker” denotes the null space operator. Below we review the construc-
tion the thermodynamic projector, as it will be used in the implementation
of MIG. This construction is local since it depends on the concentration
point c, and on the local tangent space to the manifold Ω.

Let us focus on a grid approximating a q-dimensional SIM. Let G be a
discrete subset of q dimensional parameter space Rq and let F |G be a
mapping of G into the concentration space. Once we select an approx-
imation procedure to restore the smooth map F from the discrete map
F |G (for example interpolation by low-order polynomials), the derivatives
∂F/∂ξi can be estimated and, for each grid point y, the tangent space Ty
is defined by q independent vectors:

∂F (y)

∂ξi
, i = 1, ..., q. (2.12)

We assume that one of the grid points maps into the steady state, and
at other points intersection of manifold with G levels is transversal (i.e.
(DG)F (y)(x) 6= 0 for some x ∈ Ty). Let us consider the subspace T0y =
Ty ∩ ker(DG). In order to define the thermodynamic projector, it proves
convenient, if T0y 6= Ty, to introduce the vector û1 ∈ Ty which satisfies
the following conditions:

〈û1,η〉 = 0, ∀η ∈ T0y,
DG (û1) = 1,

and the vector basis {û2, . . . , ûq} of T0y such that 〈ûi, ûj〉 = δij , with
δij denoting the Kronecker delta. In the case Ty ≡ T0y, let {û1, . . . , ûq}
be a vector basis of Ty such that 〈ûi, ûj〉 = δij . The matrix P is a
thermodynamic projector, if constructed as follows:

P = P 1 +
q
∑

k=2

P k, P 1 (i, j) =∇Gjû1i, P k (i, j) = (ûkH)j ûki. (2.13)
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Figure 2.3.: Four-step three-species mechanism. (a) Solution trajectories
in the phase space cB− cC (dashed lines). Invariant grid (dia-
monds). (b) Euclidean norm of the thermodynamic projection
of Jacobian eigenvectors at the invariant grid nodes.

Remark. A projector P is defined at the points of a smooth q-dimensional
manifold Ω. Such a manifold may (or may not) be invariant. Notice
that, for constructing a projector P at a given point c ∈ Ω, the tangent
vectors (2.12) are needed. In general, computation of those vectors does
not require a global map F : a local one can be safely used for that scope
(only derivatives of F at c are requested). In this sense, the invariance
defect ∆(c) = f − Pf can be considered a local quantity.

2.3.3. Discussion about grids and thermodynamic
projector

For the sake of clarity, in the present section we shall give some more details
about the notions of grid and thermodynamic projector. Let G be a discrete
subset of Rq. For every point y ∈ G, a neighborhood of y, Vy ⊂ G, can
be considered. For regular grids, Vy is a finite set of points which, usually
includes the nearest neighbors of y =

(

ξ1, ..., ξq
)

. The notion of the grid
becomes useful for our purposes, if grid differential operators on G are
defined. Indeed, once a discrete mapping F |G of G into the concentration
space is known, there is a need to restore a differentiable map F from it
(by approximating, for example, through low-order polynomials) so that
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Figure 2.4.: The fast part of any trajectory lies in the null space (kerP )
of the thermodynamic projector constructed at the invariant
grid nodes.

the following derivatives:

∂F

∂ξi

∣

∣

∣

∣

y

=
∑

ζ∈Vy

gi (y, ζ)F (ζ), i = 1, ..., q, (2.14)

are available at each point y. Here, gi (y, ζ) are some coefficients and
they are dependent on the chosen approximation. In our calculations, we
often make use of second-order polynomials. We assume that (2.14) can
be evaluated at each point of G. We call such grids admissible and, in the
sequel, we only deal with admissible grids. In this way, at any grid point
y, the subspace, spanned by the q vectors 2.14, is the local tangent space
Ty of the grid. Notice that the definition of a grid includes:

1. A discrete subset G ⊂ Rq.
2. A discrete mapping of G into the concentration space.

3. The differentiation formulas (2.14) with given coefficients gi (y, ζ).

Moreover, such a grid is defined invariant (with respect to the equations
(2.1)) when, at any point y, the vector field f (F (y)) belongs to the tan-
gent space Ty. Here, It is important to stress that the construction of
the thermodynamic projector (2.13) can be carried out, at any grid node
(and only there), without a need of a global parametrization. Indeed, the
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2.3. The method of invariant grids

tangent space Ty can be found at any y, via (2.14), by only using a local
mapping of Vy ⊂ G into the phase space. Let us now discuss some prop-
erties of the thermodynamic projector. Those special features make that
operator particularly useful for model reduction.

The thermodynamic projector (as well as any other projector appearing
in the invariance condition (2.3)) is characterized by its image and null-
space. In general, both those linear subspaces are dependent on the grid
point y where P is constructed, thus, the thermodynamic projector is an
affine projector. By construction, the image of such operators spans the
tangent subspace Ty of the grid at y, and that is certainly the case for
the thermodynamic projector, too. Nevertheless, the null-space of (2.13)
is special. Let the system (2.1) be stiff. We expect that any solution
trajectory in the phase space, after a fast initial transient, is attracted to
a low-dimensional manifold Ω, and then it slowly move along it, towards
the steady state. It is known that a good approximation of fast motions
close to a SIM point c∗, are given by the eigenvectors of the Jacobian
J = [∂f (i)/∂cj ] corresponding to eigenvalues with the largest absolute
real part (see, e.g., [47]). Let us consider an invariant grid Ginv. That grid
is a discrete analog of the SIM, and its mapped points F (y) in the phase
space are expected to be located close to the SIM. The thermodynamic
projector is constructed in such a way that, at any invariant grid node
F (y), the null space of (2.13) is “almost” spanned by the fast directions at
that point, e.g., the fast eigenvectors of J (F (y)).

In order to illustrate this important feature, we consider the following four-
step three-component reaction, considered in a more detail in section 5.4
(kindly suggested by A.N. Gorban):

1.xA ⇋ xB, k+
1 = 1,

2.xB ⇋ xC , k+
2 = 1,

3.xC ⇋ xD, k+
3 = 1,

4.xA + xB ⇋ 2xC , k+
4 = 50.

(2.15)

The atom balance has the form:

cA + cB + cC = 1, (2.16)

and the equilibrium point is chosen such that: cssA = 0.1, cssB = 0.5,
cssC = 0.4. Because of the constraint (2.16), the system is effectively two-
dimensional. As shown in Fig. 2.3 (a), any solution trajectory, after a rapid
initial dynamics, is attracted to a curve and along it reaches the equilib-
rium point. The system is closed and the reaction (2.15) takes place under
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constant volume and temperature, so that here the Lyapunov function is
(2.8). An one-dimensional invariant grid, parametrized by the concentra-
tion cB, was considered (diamonds in Fig. 2.3 (a)). At any grid node, the
Jacobian matrix J was evaluated. Through spectral decomposition of J ,
it was possible to estimate the fast direction af (eigenvector corresponding
to the eigenvalue with the largest absolute value) and the slow direction
as (eigenvector corresponding to the eigenvalue with the smallest absolute
value). Both eigenvectors were projected, by means of the thermodynamic
projector (2.13), at each node. In Fig. 2.3 (b), the Euclidean norm of
those projections ‖Pai‖ is plotted versus the grid parameter cB, and the
eigenvectors were chosen such that ‖af‖ = ‖as‖ = 1.

Fig. 2.4 shows the geometrical meaning and relevance of the thermody-
namic projector to the slow-fast decomposition: the fast component of any
trajectory “almost” lies in the affine subspace c∗ + ker(P ), where c∗ is an
invariant grid node, while ker(P ) is the null space of (2.13) constructed at
c∗. Notice that, although the thermodynamic projector can be constructed
whenever an admissible grid is available, the previous result only applies
to invariant grids. Therefore, the model reduction problem is split in two
subsequent steps:

1. construction of the slow invariant manifold,

2. reconstruction of the fast subspace.

The thermodynamic projector plays a different role in each of those steps.
First, it is used for computing the invariance defect in the iterative pro-
cedure of next sections 2.3.4–2.3.5. Second, once the invariant grid (slow
subspace) is evaluated, also the fast subspace can be reconstructed via
null space of (2.13) at the invariant grid nodes. In this sense, an initial
condition of the system (2.1), off the slow invariant grid Ginv, can be “pro-
jected” onto it along the kernel of thermodynamic projector evaluated on
Ginv (see Fig. 2.4).

2.3.4. Newton method with incomplete linearization

When MIG method is applied, not a manifold is searched as a solution,
but an admissible grid Ginv whose defect of invariance is sufficiently small.
MIG is an iterative procedure, that is, at the beginning, only an initial ap-
proximation G0 is available. In general, G0 does not respect the invariance
condition (2.3) satisfactorily. For this reason the position of c0 ∈ G0 must
be refined.
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2.3. The method of invariant grids

Here, the leading idea is to shift c0, and compute a new node, c0 +δc, with
a smaller defect of invariance: ∆ = [I − P ]f(c0 + δc). If the initial node
is “not far” from the invariant manifold, a reasonable way to evaluate the
node correction δc is given by solving the linearized invariance equation,
where the vector field f is expanded to first order and the projector P to
zeroth order:

[I − P ][f(c) + J(c)δc] = 0. (2.17)

The Newton method with incomplete linearization consists of the equation
(2.17) supplied with the solvability condition [27]:

P δc = 0. (2.18)

The additional condition (2.18) and the atom constraints (1.11) automat-
ically can be taken into account by choosing a basis {bi} in the subspace
S = ker(P ) ∩ ker(D). Let ĥ = dim(S) be the dimension of S, the cor-

rection can be cast in the form δc =
∑ĥ
i=1 δibi, so that the linearized

invariance equation (2.17) becomes the linear algebraic system in terms of
δi:

∑ĥ

i=1
δibk

(

JbTi − PJbTi
)

= bk (Pf − f) , k = 1, ..., ĥ. (2.19)

Remark. Here, the components of the left-hand side of (2.17), with respect
to the basis vectors {bi}, are obtained by using the usual inner product.
Nevertheless, a different scalar product can be also adopted, without a loss
of generality.

In fact, in the case of the thermodynamic projector, it proves convenient
to choose the basis {bi} orthonormal with respect to the entropic scalar
product (2.4) and write eq. (2.19) as:

∑ĥ
i=1 δi 〈(I − P )Jbi, bk〉 = −〈(I − P )f , bk〉 , k = 1, ..., ĥ. (2.20)

The projector (2.13) is “almost 〈, 〉−orthogonal”, that is,

〈im(P ), ker(P )〉 ∼= 0, (2.21)

close to the SIM. Because of the latter feature, equation (2.20) can be
approximated and simplified as follows:

∑ĥ
i=1 δi 〈Jbi, bk〉 = −〈f , bk〉 , k = 1, ..., ĥ. (2.22)

Note that, generally the orthogonality condition (2.21) is not exact, and
iterations carried out by (2.22) leave a residual invariance defect at the
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2. Slow invariant manifolds

grid nodes which cannot be completely annihilated. Therefore, when a
higher accuracy in the SIM description is required, equation (2.19) is re-
commended.

2.3.5. Relaxation methods

Alternative approaches, for refining an initial (non invariant) manifold, are
based on the relaxation of the film equation (2.5), hence they are named
relaxation methods. A simple implementation is represented by an explicit
first order Euler scheme. Namely, the correction step can be explicitly
written at the current grid node c0 as follows:

c = c0 + δt∆(c0). (2.23)

An estimate of the integration time stepping δt can obtained by imposing
that the linearized vector field of (2.17) at the new point c is orthogonal
(in the entropic sense) to the invariance defect, at the initial point c0:

〈∆, [I − P ][f (c0) + δtJ∆(c0)]〉 = 0,

and solving with respect to δt:

δt(c0) = − 〈∆,∆〉
〈∆,J∆〉 . (2.24)

Equations (2.23) and (2.24) adjust the node position acting only along the
direction of the invariance defect ∆(c0), and typically we expect it to be
less efficient compared to the Newton method. On the other hand, this
method is particularly easy to implement.

Because of the stiffness of the system (2.1), a first order Euler scheme might
request a high number of iterations (2.23). In this case, for numerical
integration of the film equation, it proves convenient to treat the vector
field f in a semi-implicit manner, according to the scheme suggested in [49]
and reviewed below. The film equation (2.5) is discretized as follows:

c− c0

δt
=
δc

δt
= (I − P )f (c) ∼= (I − P ) (f (c0) + J (c0) δc) ,

and solved with respect to the correction term δc:

δc = δt (f (c0) + J (c0) δc− Pf (c0)− PJ (c0) δc) ,
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2.3. The method of invariant grids
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Figure 2.5.: Grid instability. For small grid steps approximations in the
calculation of grid derivatives lead to the grid instability effect.

δc = δt [I − δt (J (c0)− PJ (c0))]−1 (f (c0)− Pf (c0)) . (2.25)

Notice that, here the projector P is explicit, thus, as it will be discussed in
section 2.3.6, the choice of δt is still restricted by the Courant instability.

Remark. Assume that Ginv is the invariant grid while G0 is its initial
approximation. Let the thermodynamic projector (2.13) be constructed
on G0. After the first iteration (e.g. through (2.19), (2.23) or (2.25)) every
node of G0 is refined so that a new grid G1 is now available. Note that,
in order to continue refining, the projector needs to be constructed on
the new grid G1. In general, at any MIG iteration, the grid is refined,
consequently the thermodynamic projector (2.13), also results updated at
each iteration.

Finally, the MIG method makes use of the symmetric part (with respect to
the entropic product (2.4)) of the Jacobian J ′, instead of the full matrix J ,
in formulas (2.19), (2.22) and (2.24). The construction of J ′ is illustrated
in the Appendix B.

2.3.6. Instability of fine Grids

When reducing the grid spacing during grid refinement, one can face the
problem of the Courant instability [20]. Instead of converging, at every
iteration the grid becomes more and more entangled.

31



2. Slow invariant manifolds

Let us consider the three-species four-steps mechanism (2.15), where cB
is chosen as reduced variable. By referring to Fig. 2.5 a), in the range
cB = [0.1, 0.6] the grid spacing on the initial approximation is uniformly
chosen (∆cB = 0.01) and the Newton iterations are not convergent. In
Fig. 2.5 b), the grid spacing ∆cB is increased up to 0.02 and the stability
recovered.

A way to avoid such instability is well known. This is decreasing the time
step. In our problem, instead of a true time step, we have a shift in the
Newtonian direction. Formally, we can assign the value –h = 1 for one
complete step in the Newtonian direction. Let us extend now the Newton
method to arbitrary –h. For this, let us find δi from (2.19), but update δc
proportionally to –h. Namely, the correction step is now equal to

c = c0 + –hδc. (2.26)

One way to choose the step value –h is to make it adaptive, by controlling
the average of the invariance defect ‖∆‖ at every step. Another way is
the convergence control: then

∑

–hj plays a role of time. Elimination
of the Courant instability for the relaxation methods can be done quite
analogously. Everywhere the step –h is maintained as large as it is possible
without running into convergence problems.
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3. The lattice Boltzmann method

3.1. Introduction

Traditional computational fluid dynamics (CFD) methods are generally
based on the numerical solution of the Navier-Stokes (N-S) equations. In
this case, CFD provides with a mathematical description of a fluid as a
continuum, and aim at solving the conservation equations of macroscopic
quantities (e.g., density, momentum, energy).

On the other hand, the lattice Boltzmann (LB) method is a relatively
novel approach to numerical flow simulations, and it can be considered as
a special discretization of the Boltzmann equation, which is known to be
the governing equation of all fluid flows [64]. The LB method consists of
discrete and explicit kinetic equations expressed in terms of the so-called
particles distribution functions (populations, for short) and designed in
such a way that the N-S equations are recovered in the hydrodynamic
limit.

However, the kinetic nature of LB makes it suitable for fluid simulations at
a more fundamental level. For instance, applications of LB to the micro-
flow regime, where the continuity hypothesis breaks down and the N-S
equations (and no-slip boundary conditions) can be no longer utilized, are
found in the recent literature [2].

3.2. The lattice Boltzmann equation

In the following, we briefly review the LB algorithm for isothermal flows
with the BGK [6] collision model. A single-component medium is described
by a small set of populations, which can be regarded as microscopic prop-
erties of the fluid. On the contrary, macroscopic quantities such as density
and momentum (energy for thermal cases) are given by different moments
of those populations.
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3. The lattice Boltzmann method

According to the standard terminology, LB schemes where N particles
move on a M -dimensional lattice are referred to as DMQN schemes. In
Figures 3.1, 3.2 and 3.3 we show three popular schemes, where each dis-
tribution function is represented by its own peculiar velocity eα.

In terms of pressure distribution functions pα, the LB equation takes the
following discrete form:

pα (x+ eα, t+ δt) = pα (x, t)− 1

τF
[pα (x, t)− peqα (p,u)] , (3.1)

and it is implemented by performing subsequently the collision and stream-
ing steps at any lattice node x:

• COLLISION

p̃α (x, t) = pα (x, t)− 1

τF
[pα (x, t)− peqα (p,u)] , (3.2)

• STREAMING

pα (x+ eα, t+ δt) = p̃α (x, t) . (3.3)

The equilibrium populations peqα take the explicit form

peqα (p,u) = wαp

[

1 + 3
(

eαu
T
)

+
9

2

(

eαu
T
)2 − 3

2
u2

]

. (3.4)

The pressure p and the fluid velocity u read

p =
∑

α

pα, u =
1

p0

∑

α

eαpα, (3.5)

where the reference pressure p0 is given by p0 = ρ0/3, with ρ0 denoting
the constant reference density of the model in LB units. Let δt be the time
step, the relaxation parameter τF is related to the kinematic viscosity ν
by

ν =
2τF − 1

6
δt. (3.6)

Here, we make the assumption that all non-zero components of the dis-
crete velocities eα, along the spatial axes (x, y, z) have unity magnitude.
In general, the discrete velocities can be regarded as the nodes of a Gauss-
Hermite quadrature applied to the Maxwell-Boltzmann distribution func-
tion, and each of them is characterized by a proper weight wα. Below we
report the weights for the LB schemes shown in the Figures:

• D1Q3

34



3.2. The lattice Boltzmann equation
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Figure 3.1.: 1-dimensional 3-velocities lattice.
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Figure 3.3.: 3-dimensional 15-velocities lattice.
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3. The lattice Boltzmann method

wα =

{

2/3, ‖eα‖ = 0,
1/6, ‖eα‖ = 1,

(3.7)

• D2Q9

wα =







4/9, ‖eα‖ = 0,
1/9, ‖eα‖ = 1,
1
/

36, ‖eα‖ =
√

2,
(3.8)

• D3Q15

wα =







2/9, ‖eα‖ = 0,
1/9, ‖eα‖ = 1,
1
/

72, ‖eα‖ =
√

3.
(3.9)

3.3. Entropic lattice Boltzmann models

The entropic lattice Boltzmann models are a class of LB models, which
differs from the classical LB formulation for a special construction of the
equilibrium populations. In this case, instead of the discretized Maxwell-
Boltzmann distribution function, a discretized form of the H-function is
considered, in terms of the density distribution functions fα, as follows:

H =
∑

α

fα ln

(

fα
wα

)

, (3.10)

and the equilibrium populations feqα , in the isothermal formulation, are
regarded as the the minimum of (3.10) under local conserved quantities
such as density ρ̄ and momentum ρ̄u:

min H =
∑

α fα ln (fα/wα),
s.t.

∑

α fα = ρ̄,
∑

α eαfα = ρ̄u.
(3.11)

The entropic formulation is discussed in detail in [1] and [54], where both
exact and approximate expressions for feqα can be found. It is worth no-
ticing here that, by construction the new populations do not violate the
H-theorem, hence the entropic models exhibit augmented stability prop-
erties during flow simulations.
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3.4. Boundary conditions

3.4. Boundary conditions

Several boundary conditions have been suggested in the literature [12], [64]
for simulating the discrete Boltzmann equation. Here, we only focus on
the boundary conditions adopted in the sequel of the present thesis.

In order to simulate the interaction between the fluid and a wall, bounce-
back conditions are used to set zero-slip velocity at a wall node, imposing
that any incoming particles on the wall is reversed in the opposite direction.
Referring to the notations introduced in Figures 3.1, 3.2 and 3.3 for the
particles velocities, the bounce-back conditions can be implemented by
logical negation of the populations subscript where, for the x axis, mx ≡
not (x) and x ≡ not (mx). For instance in the case of D3Q15 lattice, if
pxmymz is an outgoing population from the wall, the bounce-back condition
reads as follows:

pxmymz = pmxyz.

In order to account for both a wall with no friction and a symmetry plane,
different bounce-back conditions are used, where logical negation only ap-
plies to the axis orthogonal to the boundary wall. Those conditions are
named reflective bounce-back (or mirror bounce-back), and can be imple-
mented to the aforementioned population on a wall parallel to the y − z
plane as follows:

pxmymz = pmxmymz.

Moreover, equilibrium populations corresponding to imposed density and
velocity can be used at the inlet boundary, whereas extrapolations schemes
are generally adopted for simulating fully developed outlet boundary con-
ditions. An examples is discussed in chapter 7.
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4. Invariant manifolds for
chemical kinetics

4.1. Introduction

In this chapter, we compare various methods aiming at constructing the
SIM for a simple yet non-trivial test-case: a two-step four-component cata-
lytic reaction (Michaelis-Menten mechanism). In particular, we deal with
three different iterative algorithms:

1. MIG approach (based on the Newton method) [26, 28, 30],

2. MIG approach (based on the relaxation method) [26, 28, 30],

3. CSP approach [33, 42].

Every iterative procedure needs an initial approximation from which it
starts a refinement. In general, the quality of this initial step is important
for both the convergence towards the solution and for the method effi-
ciency; that is why different initial approximations are considered, too.
For our test-case, the following approximations were used:

1. quasi equilibrium manifold (QEM), [26, 30]

2. spectral quasi equilibrium manifold (SQEM),

3. intrinsic low dimensional manifold (ILDM) [9, 47],

4. symmetric entropic intrinsic low dimensional manifold (SEILDM)
[26, 30].
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4. Invariant manifolds for chemical kinetics

4.2. Outline of the computational singular
perturbation algorithm

The computational singular perturbation (CSP) method [33, 42] looks for
a decomposition into fast and slow modes of the right-hand side of the
system (2.1). If afi , i = 1, . . . , (n − q) are fast and asi , i = 1, . . . , q slow
directions (assumed linearly independent), and if the dual basis bi is fixed
by the orthogonality relations,

biaj = δij , i, j = 1, ..., n, (4.1)

then the vector field of the n-dimensional system (2.1) is written as

f = Af (B
ff) +As(B

sf). (4.2)

Af , As are n× (n− q) and n× q column matrices respectively formed by
the fast and slow ai vectors, whileBf , Bs are (n−q)×n and q×n matrices
formed by bi vectors. Two refinement algorithms are utilized [33, 42]. The
first one regards Bf :

Bf (k1 + 1,m1) = τ (k1,m1)[Bf (k1,m1)J + Ḃf (k1,m1)],

Af (k1 + 1,m1) = Af (k1,m1), (4.3)

Bs(k1 + 1,m1) = Bs(k1,m1),

As(k1 + 1,m1) = [I −Af (k1 + 1,m1)Bf (k1 + 1,m1)]As(k1,m1),

while the second one is an Af -refinement:

Bf (k2,m2 + 1) = Bf (k2,m2),

Af (k2,m2 + 1) = [JAf (k2,m2)− Ȧf (k2,m2)]τ (k2,m2), (4.4)

Bs(k2,m2 + 1) = Bs(k2,m2)[I −Af (k2,m2 + 1)Bf (k2,m2 + 1)],

As(k2,m2 + 1) = As(k2,m2),

where

τ (ki,mi) = {[Bf (ki,mi)J + Ḃf (ki,mi)]Af (ki,mi)}−1,

Ḃ
f
(k1,m1) =

∑n

i=1

∂Bf (k1,m1)

∂ci
f(i),

Ȧf (k2,m2) =
∑n

i=1

∂Af (k2,m2)

∂ci
f (i).
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4.3. Initial approximation

After a sufficient number of CSP refinements, the approximate SIM equa-
tions and the simplified system are written

Bff = 0, (4.5)

ċ = As(B
sf). (4.6)

The two refinement procedures described above are defined independent
because each index (k or m) can be increased independently. In particular,
iterations on k aim at improving the accuracy in the description of the SIM,
while it is expected that the other ones make the simplified system (4.6)
less and less stiff (cf. Refs. [33, 41, 42]).

Notice that, the orthogonality of the CSP vectors (4.1) always holds. In
this chapter we are solely interested in the convergence of (4.5) to the SIM,
and do not address the dynamics of the reduced system.

4.3. Initial approximation

4.3.1. Quasi equilibrium manifold

Equations (1.11) define the polytope of all concentration points which
satisfy the atom balance constraints. Among those points, we can choose
the ones which correspond to the minimum of the Lyapunov function G
with respect to the system (2.1): such a set of states gives a manifold
known as quasi equilibrium manifold (QEM). A QEM attempts to do a
motions decomposition in fast - toward the QEM - and slow - along the
QEM - inasmuch as G must decrease during the fast motions. In order
to be more specific, let us consider a system of n species, it has (n − d)
degrees of freedom because of the (1.11). If q < (n−d) is the dimension of
the QEM, then the variables of reduced description are ξ1, ..., ξq so that:

m1c
T = ξ1, ...,mqc

T = ξq, (4.7)

where mi is a fixed n-dimensional vector. The solution of the variational
problem which minimizes G, under constraints (1.11) and (4.7), represents
the QEM. The notion of QEM is discussed in detail in chapter 5, and the
rationale behind the slow-fast motion decomposition operated by a QEM
is illustrated in section 5.9.
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4. Invariant manifolds for chemical kinetics

4.3.2. Spectral quasi equilibrium manifold

Various QE-manifolds can be obtained choosing different sets of vectors
{m1, ...,mq}. On the other hand, a QEM is constructed only on the basis
of G and atom balance constraints: therefore considering the eigenvectors
of the Jacobian J might be a way to take into account some information
about the vector field f , as well. To this end, let us discuss further the
Jacobian matrix calculated at the steady state J(css). In general J can be
regarded as the sum of J ′ and J ′′, where the first matrix J ′ is symmetric
with respect to the entropic scalar product (2.4), and respects the following
condition: J ′(css) = J(css) (see also the Appendix B). If we consider q
left eigenvectors of J(css), which correspond to the q smallest eigenvalues
with absolute value (slowest motions), then we construct a special QEM,
called spectral quasi equilibrium manifold (SQEM).

Same result is obtained by taking mi = HxTi , where xi is one of the
q slowest right eigenvector of J(css), while H is the matrix of second
derivatives of the Lyapunov function G at the steady state. Indeed, let
y = HxT be a left eigenvector of J ′(css), then:

J ′T (css)HxT = λHxT ,

where x must be a right eigenvector of matrixH−1J ′T (css)H = J(css).

4.3.3. Intrinsic low dimensional manifold

The notion of intrinsic low dimensional manifold (ILDM) (Maas & Pope
et al. [47]-[9]) is based on the following separation of eigenvalues of the
Jacobi matrix J :

max {Re[λi], i = 1, ..., (n− q)} << η

< min {Re[λi], i = (n− q + 1), ..., n} , η < 0. (4.8)

In that way it is possible to evaluate, at each point, the fast subspace Ey
(spanned by eigenvectors which correspond to the first eigenvalues set of
(4.8)), and the slow one Ty. Let us define the transition matrix Q as a
column vectors matrix:

Q = (v1, ...,vn−q,vn−q+1, , ...,vn), (4.9)
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4.3. Initial approximation

where v1-vn−q are the fast eigenvectors of J , while vn−q+1-vn the slow
ones. If we consider the inverse matrix Q−1 as a row vectors matrix:

Q−1 =

















ṽ1

· · ·
ṽn−q
ṽn−q+1

· · ·
ṽn

















=

(

Q̃f
Q̃s

)

, (4.10)

with Q̃f collecting the first n − q rows of Q−1, then the ILDM equation
reads:

Q̃ff = 0. (4.11)

It is useful to note that the operator Q̃f is nothing but a spectral projector
which can be constructed efficiently using, e.g., Schur decomposition [47]-
[9]. In the illustrative examples below we shall not use this approach,
because all eigenvectors will be evaluated explicitly. It is also worth to
compare equations (4.5) and (4.11) and notice their similarity. The ILDM
projector Q̃f can be considered an approximation of the CSP-projector

Bf . In that case Bf is a matrix whose rows are the fast left eigenvectors
of the Jacobian J .

4.3.4. Symmetric entropic intrinsic low dimensional
manifold

From a geometrical standpoint, the ILDM approach attempts to provide
fast and slow directions approximation on the basis of Jacobian matrix
eigenvectors. However, this may become computationally intensive when
the phase space has a large dimensions. In order to obtain a considerable
simplification, it was suggested [26] to use the spectral decomposition of
the symmetrized part of J , rather than J itself:

Jsym =
1

2
(J +H−1JTH). (4.12)

By definition Jsym results symmetric with respect to the entropic scalar
product (2.4): the ILDM corresponding to (4.12) is termed symmetric en-
tropic intrinsic low dimensional manifold (SEILDM). It is well known that
spectral decomposition is much more viable for symmetric operators.
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4.4. MIG and CSP method at work: a simple
example

In the following, a constant volume and temperature system with three
components x1, x3, x4 and one catalyst x2 will be taken as a test-case.
Let us consider the two-step reaction:

x1 + x2 ⇋ x3, (4.13)

x3 ⇋ x2 + x4, (4.14)

so that the function (2.8) can be utilized as the global thermodynamic
potential, while the kinetic equations, in terms of concentrations c =
(c1, c2, c3, c4), take the form:

ċ = f (c) = γ1Ω1 + γ2Ω2. (4.15)

Here subscripts 1,2 denote the steps (4.13) and (4.14) respectively, thus
stoichiometric vectors and Ωs functions read:

γ1 = (−1,−1, 1, 0), Ω1 = Ω+
1 − Ω−1 = k+

1 c1c2 − k−1 c3,
γ2 = (0, 1,−1, 1), Ω2 = Ω+

2 − Ω−2 = k+
2 c3 − k−2 c2c4.

(4.16)
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Figure 4.1.: Solutions trajectories with different initial conditions (circles)
in c1 − c3 plane. The square denotes the steady state.
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4.4. MIG and CSP method at work: a simple example

The system (4.15) has a 2× 4 conservation law matrix D (from (1.11)):

Dc =

[

1 0 1 1
0 1 1 0

]









c1

c2

c3

c4









=

[

const1
const2

]

. (4.17)

Hence, the dimension of the phase space is two and we aim at attaining an
one-dimensional reduced description. A more extended notation of (4.15)
is:








ċ1

ċ2

ċ3

ċ4









=









f (1)
f (2)
f (3)
f (4)









=









k−1 c3 − k+
1 c1c2

k−1 c3 − k+
1 c1c2 + k+

2 c3 − k−2 c2c4

k+
1 c1c2 − k−1 c3 + k−2 c2c4 − k+

2 c3

k+
2 c3 − k−2 c2c4









, (4.18)

so in this case the Jacobian matrix takes the explicit form:

J =









−k+
1 c2 −k+

1 c1 k−1 0
−k+

1 c2 −k+
1 c1 − k−2 c4 k−1 + k+

2 −k−2 c2

k+
1 c2 k+

1 c1 + k−2 c4 −k−1 − k+
2 k−2 c2

0 −k−2 c4 k+
2 −k−2 c2









, (4.19)

while the gradient and second derivatives matrix of Lyapunov function G
can be written as:

∇G =









ln c1 − ln css1
ln c2 − ln css2
ln c3 − ln css3
ln c4 − ln css4









, H =









1/c1 0 0 0
0 1/c2 0 0
0 0 1/c3 0
0 0 0 1/c4









. (4.20)

For our calculations the following set of parameters is used:

k+
1 = 1, k−1 = 0.5, k+

2 = 0.4, k−2 = 1;

css1 = 0.5, css2 = 0.1, css3 = 0.1, css4 = 0.4,

const1 = 1, const2 = 0.2.

The solution trajectories of the system (4.15) are shown in Fig. 4.1. In
this case, the SIM is known, and its projection onto c1 − c3 plane is the
line segment c3 = css3 = 0.1.

4.4.1. QEM on the example

In order to extract the invariant manifold of Fig. 4.1, we can construct an
initial quasi equilibrium manifold with no special effort, and then refine it
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4. Invariant manifolds for chemical kinetics

using the MIG procedure. In our example q = 1 (one-dimensional reduced
description). Thus, we need a four dimensional vector m which gives the
reduced description variable ξ. It is chosen m = (1, 0, 0, 0), so that the
QEM is solution of the following variational problem:

min G =
4
∑

i=1

ci[ln(ci/cssi )− 1],

s.t. mcT = ξ, DcT = (const1, const2)T .
(4.21)

Note that the macroscopic parameter ξ, in this example, is the concentra-
tion of the component x1: ξ = c1. Let c0 be the solution of the problem
(4.21), and let φ express the dependence of c3 on c1: c03 = φ(ξ). The
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Figure 4.2.: (a) QEM, SQEM and SEILDM as initial approximations of
SIM for the system (4.15). (b) Ratio between the second smal-
lest and the smallest (by absolute value) nonzero eigenvalue
of the Jacobian: in this case λf/λs depends only on c3 (see
(4.27)).
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4.4. MIG and CSP method at work: a simple example

problem (4.21) takes the following more explicit form:

c01 = ξ
c02 = const2 − φ(ξ)
c03 = φ(ξ)
c04 = const1 − ξ − φ(ξ)
∂G(φ,ξ)
∂φ

= 0, ∂
2G(φ,ξ)
∂φ2 > 0.

(4.22)

The solution of (4.22) delivers a quadratic expression for φ(ξ):

φ(ξ) = Ψ(ξ)−
√

Ψ2(ξ)− const2(const1 − ξ),

where Ψ(ξ) = (const2(const1− css1 ) + css3 (css1 + css3 − ξ))/(2css3 ). The QEM
results "quite far" from the invariant manifold (see Fig. 4.2(a)), namely its
decomposition of fast and slow motions cannot be considered good, and
must be corrected by MIG.

4.4.2. SQEM on the example

We can attempt to have a better accordance between the initial approx-
imation and the SIM, at least in a neighborhood of the equilibrium point.
That is what the SQEM aims at when m is taken, not blindly, but choos-
ing the slowest left eigenvector xsl of matrix (4.19) calculated at css. In
the following, subscripts l and r and superscripts f and s will denote left,
right, fast and slow eigenvectors, respectively. Spectral analysis of Jac-
obian (4.19) at the equilibrium state provides two non-zero eigenvalues:

λf = −1.9, x
f
l = (1, 9,−9, 1),

λs = −0.1, xsl = (1, 0, 0,−1.25).

This time the choice of the reduced description variable is unambiguous
(m = xsl ⇒ ξ = c1 − 1.25c4), so the problem (4.21) becomes:

c01 = 1.25φ(ξ) + ξ
c02 = const2 − const1 + ξ + 2.25φ(ξ)
c03 = const1 − ξ − 2.25φ(ξ)
c04 = φ(ξ)
∂G(φ,ξ)
∂φ

= 0, ∂
2G(φ,ξ)
∂2φ

> 0,

(4.23)

and the function φ for the SQE-manifold reads:
(

ξ + 1.25φ

css1

)1.25(
css3
css2

ξ + 2.25φ− 0.8

−ξ − 2.25φ+ 1

)2.25
φ

css4
− 1 = 0. (4.24)
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4. Invariant manifolds for chemical kinetics

As expected, the SQEM provides a much better SIM approximation close
to the steady state css (see Fig. 4.2(a)).

4.4.3. ILDM and SEILDM

An easier way to study the system (4.18) is to reduce the dimension from
four to two by adding the two conservation laws (4.17). The ODEs system,
governing the time evolution of c3 and c1, becomes:

ċ3 = c2
3 − 2.1c3 + 0.2

ċ1 = 0.5c3 + c1c3 − 0.2c1.
(4.25)

Here, the Jacobian matrix takes the simple form:

J(c3, c1) =

[

2c3 − 2.1 0
0.5 + c1 c3 − 0.2

]

, (4.26)

and the spectral analysis of that operator gives the following eigenvalues:

λf = 2c3 − 2.1, λs = c3 − 0.2. (4.27)

Their ratio, which can be regarded as an estimate of time scales separation,
is reported in Fig. 4.2(b) for the domain of the phase space of interest.
The right and left eigenvectors are:

xfr = (c3 − 1.9, 0.5 + c1)T , xsr = (0, 1)T , (4.28)

x
f
l = (1, 0), xsl = (0.5 + c1, 1.9− c3). (4.29)

According to the procedure described in section 4.3.3, being (n − q) = 1,
v1 = xfr and v2 = xsr, we obtain:

Q−1 =
1

c3 − 1.9

[

1 0
−0.5− c1 c3 − 1.9

]

(4.30)

and one of the solutions of ILDM equation (4.11) for that case (c2
3−2.1c3 +

0.2 = 0) gives exactly the SIM.

Let us consider here the symmetrized part Jsym of Jacobian (4.19) calcu-
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4.4. MIG and CSP method at work: a simple example

lated according to (4.12):

Jsym =
1

2













−2k+
1 c2 −2k+

1 c1

−2k+
1 c2 −2k+

1 c1 − 2k−2 c4
(

k
−
1 c3
c1

+ k+
1 c2

)

(

k+
1 c1 + k−2 c4 +

(k−1 +k+
2 )c3
c2

)

0 −2k−2 c4
(

k−1 +
k

+
1 c1c2
c3

)

0

k−1 +
(k+

1 c1+k−2 c4)c2
c3

+ k+
2 −2k−2 c2

−2k−1 − 2k+
2 k−2 c2 +

k
+
2 c3
c4

(

k
−
2 c2c4
c3

+ k+
2

)

−2k−2 c2















. (4.31)

Notice that, Jsym is symmetric with respect to the entropic scalar product
(2.4). The ILDM procedure, carried out with Jsym instead of J , delivers
the SEILDM approximation. The one-dimensional grid in Fig. 4.2(a)
was found by solving the equation (4.11), node by node, as described in
the following. Let cj and ξ(j) be a generic node of the SEILDM grid
and its correspondent reduced description variable (in our case ξ = c1),
respectively. Equation (4.11) takes the form:

x
f
l f = 0, (4.32)

where xfl is the fastest left eigenvector of Jsym(cj). Once the discretization
step on the grid (∆ξ) is defined, the grid node cj±1 can be evaluated
by solving equation (4.32) and imposing that the macroscopic parameter
ξ(j ± 1) = ξ(j)±∆ξ. The latter algorithm, starting from the equilibrium
point (c1 = css), was performed twice choosing ∆ξ = 0.03: the first time
to compute the upper branch of the SEILDM grid, the second time to
compute the other one.

4.4.4. MIG iterations

Let us write the thermodynamic projector (2.13) for the case (4.18). Here
the tangent subspace Ty is a line spanned by the the vector û1. Let u1 be
a tangent vector at the kth grid point ck, approximated by second order
finite differences as follows:

u =
(

ck+1
1 − ck−1

1 , ck+1
2 − ck−1

2 , ck+1
3 − ck−1

3 , ck+1
4 − ck−1

4

)

. (4.33)

49



4. Invariant manifolds for chemical kinetics

0.02 0.06 0.1 0.14
0

0.1

0.3

0.5

0.7

0.9

1

C3

C
1

 

 

0.02 0.06 0.1 0.14
0

0.1

0.3

0.5

0.7

0.9

1

C3
C

1
 

 

QEM
First Iter.
Second Iter.

SQEM
First Iter.
Second Iter.

(a) (b)

Figure 4.3.: Newton method with incomplete linearization: (a) two itera-
tions starting from the QEM approximation; (b) two iterations
starting from the SQEM approximation.

The one-dimensional thermodynamic projector takes the form:

û1 =
1

∇GuT1
u1, P (i, j) =

∂G

∂cj
û1i, (4.34)

so that the null space of P is the orthogonal (in the usual sense) hyper-
plane to the gradient∇G. Let b1 be a vector spanning the one-dimensional
space ker(P )∩ker(D). When a set of concentration points is available (ini-
tial approximation of SIM), at each point c0, the Newton method provides
with a correction (c = c0 + δc : δc = δ1b1). Here, the system (2.19) is
recast into a simple form:

δ1 =
b1 (Pf − f )

b1

(

JbT1 − PJbT1
) . (4.35)

Figures 4.3 (a) and (b) show two initial grids taken on the QEM and
SQEM respectively, composed by 30 grid-nodes, whose location is refined
using (4.35): results after the first and the second iteration are reported.
Those initial grids were also refined by the relaxation method (2.23) and
(2.24) where the projector (4.34) is used to calculate the invariance de-
fect. In general, the relaxation method is expected to require a higher
number of iterations than the Newton method to achieve a result of com-
parable accuracy. Nevertheless, this time because of the dimensionality
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Figure 4.4.: Newton method and relaxation method: (a) two iterations
starting from the QEM approximation; (b) two iterations
starting from the SQEM approximation.
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4. Invariant manifolds for chemical kinetics

of the problem the efficiency, as shown by Fig. 4.4, is very similar. Two
Newton iterations were also performed starting from the SEILDM, here
approximated by 30 nodes (see Fig. 4.5).

4.4.5. Comparison

It is here instructive to compare the efficiency of the methods described
above, by introducing procedures able to estimate the “distance” of the
refined grid, at each iteration, from the invariant one. This was achieved
utilizing two procedures. The first is based on the normalized Hausdorff
distance (see also [32]) between two sets of points, while the second one
on the Euclidean norm of the invariance defect array. In particular, let
X ,Y be the current set of grid points and the fully refined one, if d(x,y)
denotes the standard Euclidean metric between two points, by definition
the Hausdorff distance between X and Y is:

δH =
dH
DH

100%, (4.36)

where

dH = max

{

max
x∈X

min
y∈Y

d(x,y),max
y∈Y

min
x∈X̂

d(x,y)

}

DH = max
x,y∈X∪Y

d(x,y).
(4.37)

Another way to evaluate the accuracy of an invariant grid can be obtained
considering the Euclidean norm of an array collecting, at each grid point,

the following measure of the invariance defect:
√

(∆T∆)/(fTf). In the
continuation, the latter quantity will be referred as to Error. The com-
parison between the two Figures 4.6(a) and 4.6(b) shows that both those
methods give compatible results. Here, we also observe that if two ini-
tial grids are considered, the less accurate one (e.g. in terms of Hausdorff
distance) might convergence faster (see QEM vs SQEM in Fig. 4.6). How-
ever, as a general rule, a closer initial grid to the invariant manifold gives
better guarantees for the convergence of equations (2.19) and (2.23).

It is worth noting that all the grids found above (first approximation and
refined ones) respect the thermodynamic requirement: in fact, if they are
traced from any point toward the steady state, the entropy (−G) increases
(Fig. 4.7), thereby confirming the thermodynamic consistency of the pro-
jector (4.34).
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4.4. MIG and CSP method at work: a simple example

Fig. 4.7 also provides the geometrical interpretation of a quasi equilibrium
manifold: the tangent spaces to entropy level-curves, at the intersection
points with the QEM, have constant inclination. The latter idea can be
exploited for constructing grid-based approximations of such manifolds,
and it will be illustrated in more detail in chapter 5.

4.4.6. CSP refinements

Also the refinement algorithms (4.3)-(4.4) were used to extract the SIM.
This time we need to choose a set of vectors as initial approximation
(Bf,s(0, 0) and Af,s(0, 0) matrices). For the system (4.25), the follow-
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Figure 4.6.: Newton method: (a) Hausdorff distance between refined grid
and the invariant one; (b) refined grid Error.
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ing vectors were chosen at the step (k = 0,m = 0):

Af (0, 0) =

(
√

2

2
,

√
2

2

)T

, As(0, 0) =

(

−
√

2

2
,

√
2

2

)T

, (4.38)

Bf (0, 0) =

(
√

2

2
,

√
2

2

)

, Bs(0, 0) =

(

−
√

2

2
,

√
2

2

)

. (4.39)

In order to save notation, it proves convenient to introduce the functions:

U = −3c2
3 + 0.9c3 − 4c3c1 + 1.5c1 − c2

1 + 0.54,

V = 5c2
3 − 7.3c3 + 3c3c1 − 2.3c1 + 3.3,

Z = 6c2
3 − 9.9c3 + 2c3c1 − 2.1c1 + 3.78,

M = 1.7c2
3 − 2.62c3 + 1.7c3c1 − 0.16c1 + 0.24,

T = 3c3 + c1 − 1.8.

Then the Bf -Af -refinements can be written (see (4.3)-(4.4)):

Af (1, 1) =
1√
2

(Z
V ,−
U
V

)T

,

As(1, 1) =
√

2

(

0.2− c3

T ,
2c3 + c1 − 1.6

T

)T

,

Bf (1, 1) =
√

2

(

2c3 + c1 − 1.6

T ,
c3 − 0.2

T

)

,

Bs(1, 1) =
1√
2

(U
V ,
Z
V

)

,

Ḃf (0, 0) = Ȧf (0, 0) = Ȧf (1, 0) = 0, (4.40)

Ḃf (1, 0) = Ḃf (1, 1) =
√

2

(M
T 2

,−MT 2

)

.

The approximate SIM is found from equation (4.5) which takes, at the
step (1, 0), the form:

2c3
3 − 5.3c2

3 + 2c2
3c1 − 2.5c3c1 + 3.66c3 + 0.24c1 − 0.32 = 0. (4.41)

Equation (4.41) provides three solutions and Fig. 4.8 reports only the
relevant root (only one root is positive and real, and respects the balance
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condition (1.11)). Moreover, the manifolds associated with the vectors
Bf (0, 0) and Bf (2, 1) are also shown. Referring to the latter manifold,
we want to stress that now equation (4.5) gives one physically acceptable
root among seven possible.

Here the initial approximation coincides with the QEM, so it can be useful
to compare MIG results with CSP ones on the basis of the Error (see Fig.
4.9). The derivatives (4.40) show that the CSP procedure can become
computationally intensive in few iterations even for a very simple example.
Finally it is worth to comment Fig. 4.9 (b): since every Af iteration does
not increase the accuracy of Bf vectors, the manifold, after the step (1, 1),
remains not refined.

4.5. Conclusion

In this chapter, the method of invariant grids is utilized for reducing the
kinetics of a simple two-dimensional system in order to obtain an one-
dimensional description. Different initial approximations have been calcu-
lated and refined. It has been shown that the rate of convergence depends
also, but not only, on the accuracy (distance from the invariant manifold)
of initial approximations. Moreover, the SQEM proves to be a conveni-
ent (for convergence) way to initialize the MIG method: it is particularly
accurate nearby the steady state. In general, we found that the QEM
construction is a very promising procedure to choose the initial manifold,
and its efficient construction, in a larger dimension, will be addressed in
chapter 5. As expected, the SEILDM approximation provides a manifold
very close to the SIM without facing the full Jacobian matrix (ILDM), but
considering its symmetrized part. It was shown that the Newton method
and the relaxation methods give, when an one-dimensional invariant grid is
searched, comparable results. Nevertheless, in a general case, the Newton
method is expected to be more efficient, whereas the relaxation methods
require a lesser computational load. The CSP algorithm is utilized too
and, although that method and MIG are based on completely different ap-
proaches, the comparison shows very similar results in terms of accuracy
of SIM description and convergence.

Here, we focused on the geometry of the model reduction, that is, construc-
tion of slow invariant manifolds (grids). Dynamic equations of the reduced
system using the grid approach will be studied in the next chapters.
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5. Quasi equilibrium grids

5.1. Introduction

The definition of a convex Lyapunov function G (whenever a complex
system supports such a function) proves to be helpful in model reduc-
tion [27, 28]. This is, in particular, the case of chemical reactions in a
closed system addressed below. Indeed, it was shown that through a G
function accurate approximations of the SIM can be found, for instance by
constructing the spectral quasi equilibrium manifold - SQEM - or the sym-
metric entropic intrinsic low dimensional manifold - SEILDM (see chapter
4), and refined by efficient MIG iterations.

Moreover, the notion of QEM is also useful in different fields. For instance,
it can be used for evaluating equilibrium populations in the entropic lat-
tice Boltzmann method [3, 37]. Construction of a QEM is addressed by
minimizing G under linear constraints, hence the Lagrange multipliers
method may be adopted. However, in the following the Lagrange mul-
tipliers method is not discussed, and the interested reader can find details
about it e.g. in the classical work of Rockafellar [61]. On the contrary, the
notion of quasi equilibrium grid (QEG) is introduced, as a discrete analog
of QEM, and a constructive algorithm is suggested.

The present chapter is organized as follows. In section 5.2, the QEM defin-
ition and its geometrical interpretation are reviewed, while in section 5.3
the one-dimensional quasi equilibrium grid algorithm is presented, and il-
lustrated by means of an example in section 5.4. The extension of that
algorithm to multi-dimensional grids is developed in section 5.5. Two
possible extension strategies are analyzed: the straightforward extension
(section 5.5.1) and, following the general idea given in [30], the flag exten-
sion (section 5.5.2). The notions of Guided-QEG and Symmetric Entropic
Guided-QEG are introduced in section 5.5.3. Further details about the
construction of a quasi equilibrium grid are given in section 5.6. An il-
lustrative example, in section 5.7, shows how those extension techniques
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work in practice. In order to find out how accurate is their SIM descrip-
tion, they are also compared on the basis of the invariance defect (section
5.7.3). Finally, results are summarized in section 5.10.

5.2. Quasi equilibrium manifold

Any iterative procedure, such as MIG, needs to be supplied with an initial
approximation, which plays an important role for both convergence and
efficiency. Therefore, the initial approximation must be carefully chosen,
and a reasonable way for initializing the MIG, is given by quasi equilibrium
manifolds (QEM) (see chapter 4). For the sake of clarity, in the following,
we discuss further the notion of QEM introduced in section 4.3.1.

5.2.1. QEM definition

All solution trajectories move orthogonal to the rows of matrix D, in order
to satisfy the set of atom balances (1.11). Let us consider q additional
linear constraints. Among all the states that fulfill the full set of constraints
(atom balances + extra constraint), we can choose those points which also
minimize the Lyapunov function G of the system we are dealing with.
Such points lie on a manifold that is called the quasi equilibrium manifold
(QEM).

Let the ODEs system (2.1) be stiff. In other words, we assume that the Jac-
obi matrix has eigenvalues with different orders of magnitude. In this case,
we expect that a solution trajectory in the phase space, after a short transi-
ent, reaches a low-dimensional surface (slow invariant manifold), since the
fast motions are exhausted and they restrain the solution on that surface.
If the slow invariant manifold exists, the QEM can be taken as a reason-
able approximation of it. In the case of a chemical system with n reactive
species, the degrees of freedom are (n−d) due to the atom balances (1.11).
If q < (n− d) is the dimension of the QEM, then the variables for its mac-
roscopic description are (ξ1, ..., ξq) so that: m1c

T = ξ1, ...,mqc
T = ξq.

From a mathematical standpoint, the solution of a variational problem:

min G
s.t. DcT = const, mic

T = ξi, ∀i = 1, ..., q,
(5.1)
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represents the QEM corresponding to the vector set {mi}. Here, we want
to stress that there is no general recipe for choosing the set {mi}. Never-
theless, in this thesis we work out some suggestions (see, e.g., the SQEG
below or the GQEG construction in section 5.5.3). Similarly, the dimen-
sion q is considered an input for the problem (5.1).

The geometrical interpretation of a QEM is illustrated in Fig. 5.1 for a
two dimensional phase space (cAi , cAj ). Let us consider the points where
G level curves (convex curves in Figures 5.1 (a)-(b)) are cut by the QE-
manifolds (bold curves): at those points the inclination of the tangent
space to the G-level curves (dashed lines) remains constant. Different
QEM can be obtained by choosing different vector sets {mi}.

In particular, as discussed in section 4.3.2, the spectral quasi equilibrium
manifold is constructed when {m1, ...,mq} are the q left eigenvectors of
the Jacobi matrix J(css) corresponding to the q eigenvalues with smallest
absolute value.
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Figure 5.1.: Quasi equilibrium manifold: the geometrical interpretation.
Two different QE-manifolds (bold lines in (a) and (b)) cor-
responding to two different sets of linear constraints in the
problem (5.1).
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Figure 5.2.: Quasi equilibrium grid: the basic idea. The state cj belongs
to a QEM, and we search for a new point, cj+1 = cj + δ̂cj ,
which belongs to the same QEM.

5.2.2. Quasi equilibrium manifold in practice

The exact solution to the minimization problem (5.1) can be found by the
method of Lagrange multipliers. However, it is also known that, when the
number of constraints and variables increases, such a method may become
computationally intensive (see, e.g., [53]).

In this chapter, a novel procedure to compute a discrete and approxim-
ate solution to (5.1), in the phase space is presented. To this end, an
algorithm (quasi equilibrium grid algorithm), based on the QEM geomet-
rical construction, is developed.

5.3. 1D quasi equilibrium grid construction

Let us consider one-dimensional quasi equilibrium manifolds, that is, the
set {mi} consists of one vector m. Let us assume that a state c0 belongs
to such a manifold. One may now look for a new node c1 which belongs
to the same manifold. In general, the point c1 can be obtained from c0

by shifting: c1 = c0 + δ̂c0. This idea is general and applicable whenever

62



5.3. 1D quasi equilibrium grid construction

a QEM node cj is known and a new one cj+1 must be found (see Fig.
5.2):

cj+1 = cj + δ̂cj . (5.2)

First of all, any node cj has to fulfill the conservation of elements (1.11).
Let {ρi} be a basis spanning the null space of matrix D. A convenient
way to take the conservation laws (1.11) automatically into account is to
express any shift δ̂cj as a linear combination of vectors ρi:

δ̂cj =
∑z

i=1
µiρi, (5.3)

where z = n − d is the dimension of the basis {ρi}. By referring to Fig.
5.2, let us now discuss further the tangent space Ty to the G level surface
at an arbitrary quasi equilibrium point cj+1. The space Ty geometrically
represents the linear constraints of the problem (5.1). Therefore, any point
c of Ty satisfies that constraint, but only cj+1 minimizes the G function.
The line –l, passing through both cj+1 and c, has the parametric form
c = ϕt̃+cj+1, where t̃ is a vector of Ty spanning –l, while ϕ is the parameter.
In general, the linear constraints of the problem (5.1) can be also written
as:

mcT = ϕmt̃
T

+ cj+1mT ⇒ mt̃
T

= 0, ∀t̃
dic
T = ϕdit̃

T
+ cj+1dTi ⇒ dit̃

T
= 0, ∀t̃

(5.4)

where m and di are the reduced variable vector (q = 1) and the generic
row of matrix D, respectively. In general, the vector t̃, that respects (5.4),
can be written as a linear combination of some vectors tk, where {tk}
denotes a basis in the null space of that matrix E, whose first row is given
by m and the rest by the rows of D:

E =

[

m

D

]

. (5.5)

Note that the dimension of {tk} is z−1. The quasi equilibrium requirement
simply becomes the orthogonality condition:

t̃∇G(cj+1)T = 0, ∀t̃ ∈ Ty (5.6)

which also implies:

tk∇G(cj+1)T = 0, ∀k = 1, ..., z − 1. (5.7)

The quasi equilibrium grid algorithm is based on the system (5.7) and
two further assumptions. First, we assume that the known node cj is
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5. Quasi equilibrium grids

close to the QEM, although it does not necessarily belong to it. Secondly,
the vector δ̂cj is small enough, so that the gradient ∇G(cj+1) can be
approximated as follows:

∇G(cj+1) ∼=∇G(cj) +H(cj)δ̂cj , (5.8)

where the matrix H(cj) is evaluated at the point cj . Upon substitution
of equations (5.8) and (5.3) in (5.7), we obtain:

∑z
i=1 tkH(cj)ρTi µi = −tk∇G(cj)T , ∀k = 1, ..., z − 1 . (5.9)

By using the entropic scalar product (2.4), equations (5.9) can be cast into
the form:

∑z
i=1 〈tk,ρi〉µi = −tk∇GT , ∀k = 1, ..., z − 1 . (5.10)

Both the matrixH and the gradient∇G are calculated at the known node
cj . Note that the right-hand side of (5.10) vanishes if the state cj is exact
solution of the problem (5.1). A collection of nodes, subsequently evaluated
solving (5.10), will be referred to as quasi equilibrium grid (QEG).

5.3.1. Closure using the spacing condition

Note, however, that the system (5.10) is not closed (z unknowns µi, but
z − 1 equations) because it lacks an additional information about the grid
spacing. In fact, a reasonable closure can be achieved by fixing the grid
spacing (e.g. in Euclidean sense),

∑z
i=1 〈tk,ρi〉µi = −tk∇GT , ∀j = 1, ..., z − 1

∥

∥

∥δ̂cj
∥

∥

∥ = ε,
(5.11)

where ε is a fixed small parameter, and
∥

∥

∥
δ̂cj
∥

∥

∥
denotes the Euclidean norm

of the vector δ̂cj . The smaller ε is chosen, the more accurate the expression
(5.8) is. As it will be shown below, for small ε accurate descriptions of
the quasi equilibrium manifold can be obtained. The additional condition
makes (5.11) a non-linear algebraic system, and a possible way to solve it
just follows. We may search for the general solution of the linear system
(5.10), and then choose the one which also fulfills the non-linear condition
in (5.11). Let the basis {ρi} be orthonormal (in Euclidean sense). That
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5.3. 1D quasi equilibrium grid construction

is not crucial, but it proves to be convenient in the following analysis.
Indeed, the non linear system (5.11) now is cast in the following form:

∑z
i=1 〈tk,ρi〉µi = −tk∇GT , ∀j = 1, ..., z − 1

∑z
i=1 µ

2
i = ε2.

(5.12)

A general solution of (5.10) can always be written as:






µ1

...
µz






= w







ν̃1

...
ν̃z






+







p̃1

...
p̃z






, (5.13)

where w is an arbitrary parameter, while ν̃ = [ν̃1, ..., ν̃z] and p̃ = [p̃1, ..., p̃z]
are the solution of the homogeneous problem and a special solution of
(5.10), respectively. Without any restriction, we assume ν̃ν̃T = 1. Once
ν and p are computed, the non-linear condition in (5.12) can be written,
in terms of w, as:

w2 + 2ν̃p̃Tw + p̃p̃T − ε2 = 0. (5.14)

If the solvability condition is satisfied,

(

ν̃p̃T
)2 −

(

p̃p̃T
)

+ ε2 > 0, (5.15)

the two real valued solutions of (5.14) (wI , wII), upon substitution into
(5.13), provide with two possible arrays [µ1, ..., µz]. Therefore, by using
(5.2) and (5.3), two new nodes, cj+1

I and cj+1
II (both close to the quasi

equilibrium manifold) can be evaluated from the previous node cj (see Fig.
5.3). A suitable criterion to choose between these two solutions depends
on the phase space zone where the grid needs to be constructed, and it
will be clarified in section 5.6. Usually, the steady state is expected to be
a good starting node (seed) for the QEG procedure: c0 = css.

Remark. The QEG-equations (5.10) can be generalized as follows:
∑z
i=1 〈tk,ρi〉µi = −η(tk∇GT ), ∀k = 1, ..., z − 1, (5.16)

where the parameter η is such that 0 ≤ η ≤ 1. When η = 1, (5.10) is
recovered. On the other hand, if the QEG-nodes are close to the QEM,
then the non-homogeneous terms can be neglected (they vanish on the
QEM). Therefore, a reasonable approximation of the system (5.10) is given
when η = 0. In the latter case, the solvability condition (5.15) is fulfilled.
If η = 1 and (5.15) does not hold, that parameter can be adjusted in such
a way that the solvability condition is satisfied. In the following, if not
otherwise stated, it is assumed η = 1.
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5. Quasi equilibrium grids

Figure 5.3.: Two solutions for the 1D QEG algorithm.

5.4. Example of 1D SQEG algorithm

In this section, an example will be considered in order to illustrate how
the above algorithm works for finding one dimensional SQE-grids. To-
ward this end, we consider the reaction mechanism (2.15) (obeying a two-
dimensional ODE system), compute the SQE-grid and compare it with the
corresponding SQE-manifold. In this case, a three component vector m
has to be chosen, and the QEM is constructed by solving the variational
problem (5.1):

min G
s.t. cA + cB + cC = 1, mcT = ξ.

(5.17)

More specifically, let J and xsl be the Jacobian matrix at the steady state
and its slowest left eigenvector, respectively

J(css) =





−30 −4.8 13.5
−24 −6.2 13.75
54 11 −27.25



 ,

xsl =
[

0.8807, −0.3905, 0.2681
]

.

(5.18)

Solution to the problem (5.17), with the choice m = xsl , delivers the one-
dimensional SQE-manifold for the case shown in Fig. 2.3 (a). Let us
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Figure 5.4.: (a) The bold curve is the SQE-manifold which was analytic-
ally evaluated by solving the (5.20). In that case the SQEM
represents a very good approximation of the invariant mani-
fold. (b) The SQE-manifold is compared with the SQE-grid,
ε2 = 10−3.

rewrite (5.17) in the more explicit form:

c0A = 0.3072 + 0.7867ξ − 0.5180φ(ξ)
c0B = 0.6928− 0.7867ξ − 0.4820φ(ξ)
c0C = φ(ξ)
∂G(φ,ξ)
∂φ

= 0, ∂2G(φ,ξ)
∂φ2 > 0,

(5.19)

where c0 = [c0A, c0B, c0C ] is the solution of (5.17), while φ denotes the
relation between c0C and the reduced variable ξ. Making use of the G
function (2.8), the problem (5.19) is equivalent to the equation

(

0.31 + 0.79ξ − 0.52φ

0.1

)−0.52(0.69− 0.79ξ − 0.48φ

0.5

)−0.48

(

φ

0.4

)

− 1 = 0. (5.20)

The solution of (5.20) and (5.19), gives the SQEM shown in Fig. 5.4(a).
We may now use the QEG-algorithm described above, in order to make a
comparison with the analytic solution just found. An orthonormal basis
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5. Quasi equilibrium grids

{ρi} in the null space of the matrix D =
[

1 1 1
]

has dimension z = 2
and can be chosen as follows:

ρ1 = [−0.5774, 0.7887,−0.2113], ρ2 = [−0.5774,−0.2113, 0.7887]. (5.21)

The matrix E has the form:

E =

[

0.8807 −0.3905 0.2680
1 1 1

]

, (5.22)

and a vector t spanning the null space ker(E) is:

t = [−0.4229,−0.3934, 0.8163].

The system (5.12), in this example, simply reads:

〈t,ρ1〉µ1 + 〈t,ρ2〉µ2 = −t∇GT
µ2

1 + µ2
2 = ε2.

(5.23)

After solving (5.23) at an arbitrary QEG-node cj , the shift vector δ̂cj =
µ1ρ1 + µ2ρ2 enables to evaluate the new QEG node cj+1 = cj + δ̂cj .
The QEG procedure, starting from the equilibrium point css = c0, was
performed twice, keeping uniform parameter ε2 = 10−3. The first time,
by choosing the solution in such a way that cj+1

B < cjB, the left branch
of the SQE-grid was obtained; then, by imposing cj+1

B > cjB, the right
branch was computed. The algorithm was terminated as soon as at least
one component of the new node cj+1 becomes negative. The result, shown
in Fig. 5.4(b), proves that the SQE-grid is in excellent agreement with the
analytical curve (SQEM).

Remark. Notice an “a priori” assumption that the SQEG can be uniquely
parameterized by the variable cB. Indeed, the choice between the two
possible solutions of the problem (5.23) is done by checking the positivity
of ∆cB = cj+1

B − cjB. Such an approach might not work if the chosen
parameter is not suitable for that purpose. For example, in the case of
Fig. 5.4 (b), the variable cC cannot be used because of a turning point.
The latter aspect will be discussed in section 5.6 in more detail.

5.4.1. Grid spacing choice

There is no need to stress the importance of the grid spacing parameter ε
for the QEG accuracy. In the case of section 5.4, the SQEG was computed
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Figure 5.5.: SQEG Left branch of the case in Fig. 5.4 (b). Different ap-
proximations compared with the analytical solution (SQEM).
Each grid is calculated by using a different parameter ε.

several times with different values of ε. The QEG algorithm is based on the

linear approximation (5.8). Therefore, the smaller is
∥

∥

∥δ̂cj
∥

∥

∥ = ε the more

accurate is the QEM description by means of the QEG. Nevertheless, the
smaller is ε the larger is the number of times that the system (5.11) must
be solved to have a grid of a fixed size. For this reason, we need to keep
ε as large as possible. We estimated (at least the order of magnitude) the
upper limit of spacing (εu) which gives a QEG “not far” from the relative
QEM. From our numerical experiments, a reasonable value for that was
εu ∼= 10−1. As Fig. 5.5 shows, the QEG is not far from the QEM even for
a quite coarse grid (ε > εu).

5.5. Generalization to multi dimensional grids

The QEG algorithm, which has been developed for one dimensional grids,
can be modified in order to construct multi dimensional grids. From all
reasonable extension strategies, two of them will be analyzed in the follow-
ing: a straightforward extension and a flag extension (the flag extension,
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5. Quasi equilibrium grids

for invariant grids, was introduced in Ref. [30]). In the first case, the
algorithm of section 5.3 and the equation system (5.12) are tuned for a
q-dimensional grid calculation.

Here, the implicit assumption is that the grid dimension q is fixed and
uniform everywhere in the phase space (like for the QEM construction
itself). However, the second and more flexible approach, suitable for spec-
tral quasi equilibrium grid construction, is suggested, too. In that case the
grid dimension can be varied at will.

5.5.1. The straightforward extension

According to the straightforward extension, if a node cj close to the q-
dimensional QEM is known, then a new node cj+1 can be added to the
QE-grid by shifting cj :

cj+1 = cj + δ̂cj , δ̂cj =
∑z

i=1
µiρi, (5.24)

where {ρi} is a basis in the null space of matrix D. The linear constraints
of the problem (5.1) define the tangent space Ty to the G level surfaces
in the new node cj+1. Let c be a generic point of Ty, the line –l passing
through cj+1 and c has the parametric form: c = ϕt̃ + cj+1, where t̃ is
the vector of Ty which spans –l and ϕ is the parameter. The generalized
form of the relations (5.4) is:

m1c
T = ϕm1t̃

T
+ cj+1mT1 ⇒m1t̃

T
= 0, ∀t̃ ∈ Ty

...

mqc
T = ϕmq t̃

T
+ cj+1mTq ⇒mq t̃

T
= 0, ∀t̃ ∈ Ty

dic
T = ϕdit̃

T
+ cj+1dTi ⇒ dit̃

T
= 0, ∀t̃ ∈ Ty,

(5.25)

which implies that the vector t̃ belongs to the null space of the matrix E
(ker(E)):

E =











m1

...
mq
D











. (5.26)

The dimension of the basis {tk} in ker(E) is z − q. Since the quasi equi-
librium condition requires that, among all the points c of Ty, cj+1 has the
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minimal value of G, the following orthogonality conditions hold:

tk∇G(cj+1)T = 0, ∀k = 1, ..., z − q. (5.27)

For small vector δ̂cj , the approximation (5.8) can be used, so that the
(5.27) become:

∑z

i=1
〈tk,ρi〉µi = −tk∇G(cj)T , ∀k = 1, ..., z − q. (5.28)

As shown by the system (5.28), the larger is the QEM dimension (q) the
smaller is the set of “mere” quasi equilibrium equations available, while
the number of unknowns remains constant (z). The closure of the rect-
angular system (5.28) requires q more equations and has only to do with
the geometric structure which we want to endow the grid with (e.g. grid
spacing, shift vector orientation in the phase-space, etc).

In general, the geometric structure of the grid under construction can be
chosen at will: therefore there is no unique geometric closure for that
system. However, one possible condition could be imposed, like in (5.11),

by fixing the Euclidean norm of shift vector:
∥

∥

∥δ̂cj
∥

∥

∥ = ε. Nevertheless,

(q−1) geometric constraints are still missing. In order to illustrate how the
geometric closure issue can be overcome, the case q = 2 will be considered
below. For this case, a possible closure, which can be easily generalized,
will be presented. When a two-dimensional QEG is to be constructed,
only one extra equation is needed to close the system:

∑z
i=1 〈tk,ρi〉µi = −tk∇GT , ∀k = 1, ..., z − 2

∥

∥

∥δ̂cj
∥

∥

∥ = ε.
(5.29)

Fig. 5.6 shows that all the possible solutions of (5.29) are located, “crown-
wise”, in a neighborhood of the QEM. A way to choose only two of them
can be achieved by introducing a new fixed vector m̃ and imposing a given
angle ϑ between m̃ and δ̂cj :

∑z

i=1

(

m̃ρTi
)

µi =
∥

∥

∥δ̂cj
∥

∥

∥ · ‖m̃‖ cosϑ. (5.30)

The choice ϑ = π/2 proves to be particularly convenient, as (5.30) be-
comes:

∑z

i=1

(

m̃ρTi
)

µi = 0. (5.31)

Eq. (5.31) enables to write a closed system:
∑z
i=1

〈

tk,ρ
T
i

〉

µi = −tk∇GT , ∀k = 1, ..., z − 2
∑z
i=1

(

m̃ρTi
)

µi = 0
∥

∥

∥δ̂cj
∥

∥

∥ = ε,
(5.32)
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Figure 5.6.: 2D quasi equilibrium manifold. Location of solutions of the
system (5.29) in the phase space.

where the extra information, through ε and m̃, concern the grid spacing
and the phase space zone of interest where the grid is constructed. In
general, the geometric closure of (5.28) can be achieved when (q − 1) in-
dependent vectors {m̃k} and the parameter ε are fixed.

Here, we present an approach which allows to get a rectangular structured
grid. The general form of (5.32) is:

∑z
i=1 〈tk,ρi〉µi = −tk∇GT , ∀k = 1, ..., z − q

∑z
i=1

(

m̃kρ
T
i

)

µi = 0, ∀k = 1, ..., q − 1
∥

∥

∥δ̂cj
∥

∥

∥ = ε.
(5.33)

The q-dimensional grid construction is split in q subsequent steps. Starting
from the steady state css, (5.33) is solved by choosing (q − 1) mk vectors
among the q available and imposing: m̃k = mk ∀k = 1, ..., q− 1. In this
way, a first set of QEG nodes is attained as soon as ε is fixed. Starting from
each of these points, the system (5.33), by using a different combination
of mk vectors, gives some more nodes. The procedure ends (q-th step)
when all the possible different combinations of (q − 1) vectors {mk} are
exhausted. In section 5.7, this method will be explained by means of an
illustrative example.
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5.5.2. The flag extension

A flag extension can be utilized when constructing a spectral quasi equilib-
rium grid. This procedure is based on the algorithm presented in section
5.3 and it naturally leads to a rectangular structured grid. Let us assume
that q is the grid dimension and the q SQE-vectors {m1, ...,mq} are fixed,
such that m1 is the slowest eigenvector (corresponding to the smallest
eigenvalue by absolute value), m2 the second slowest and so forth. The
grid construction is achieved in q subsequent steps. At each step one more
dimension is added to the grid. At the beginning, by using m = m1, the
algorithm in section 5.3 provides an one-dimensional (1D) quasi equilib-
rium grid. Starting from any node c∗ of the latter grid, a new 1D QEG
is constructed where m = m2. In this case, the second QEG represents a
trajectory on the 2D-manifold attracted to the slowest 1D-manifold in the
node c∗, once the fast dynamics is exhausted (see Fig. 5.7).

Notice that, G depends on the steady state css: G = G(c, css). Since c∗

can be considered as a “local equilibrium” for the fast motion, the second
1D grid is obtained by minimizing G = G(c, c∗). Upon completion of the
latter step, the grid can be extended in the third dimension by adding,
at each node c

′

of the new 2D grid, a 1D QEG where m = m3 and
G = G(c, c

′

). In this way, the procedure is performed up to a q-dimensional
grid. By a partial extension, it becomes now possible to construct grids
whose dimension is different in different phase space zones.

It is worth mentioning that, the straightforward and the flag extension
deliver two different objects: the first one just gives the quasi equilibrium
grid “brute force”, while the second one is its convenient “approximation”
which has some useful features as it will be illustrated in the sequel. First
of all, the flag grid does not demand any extra vector for the geometric
closure and the grid dimension can be easily varied in different phase-
space zones. Secondly, when a grid refinement procedure (e.g. MIG) is
adopted in order to construct invariant grids, the flag extension becomes a
useful tool for improving the accuracy. Indeed, let us assume that a multi
dimensional invariant grid is required in order to reduce a given model. A
possible strategy might be given by a “hybrid procedure” where the QEG
algorithm and the MIG method are alternatively used according to the
sequence:

• 1D quasi equilibrium grid construction (slowest grid);

• MIG refinements until the 1D invariant grid is obtained;
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Figure 5.7.: A 2D flag. Once the 1D quasi equilibrium grid is found, from
each node c∗, new 1D quasi equilibrium grids are added. The
second slowest 1D grid represents that trajectory collected by
the first 1D quasi equilibrium grid in the node c∗.

• flag extension from 1D invariant grid to 2D quasi equilibrium grid;

• MIG refinements until the 2D invariant grid is obtained;

• flag extension from 2D invariant grid to 3D quasi equilibrium grid;

• MIG refinements...

5.5.3. Beyond SQEG: GQEG and SEGQEG

The latter suggestion sheds light on one more option which, when im-
plemented along with the flag extension, enables to improve further the
accuracy of a spectral quasi equilibrium grid. Let us assume that the hy-
brid procedure of section 5.5.2 is employed and a k-dimensional invariant
grid (let c∗ be its generic node) has to be extended to a (k+1)-dimensional
grid. This grid approximates the (k + 1)-dimensional invariant grid bet-
ter than the SQEG does, if at each invariant grid node c∗ the vector m
is chosen as the (k + 1)-th slowest left eigenvector of the Jacobi matrix
J(c∗).
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According to [26], here a considerable simplification can be achieved by
replacing the full Jacobian J(c∗) with:

Jsym(c∗) =
1

2

(

J(c∗) +H−1JT (c∗)H
)

, (5.34)

where the matrixH is evaluated at the point c∗. The matrix Jsym is sym-
metric with respect to the entropic scalar product (2.4), and for this reason
the spectral decomposition will be much more viable. Those two new ap-
proximations will be named: Guided Quasi Equilibrium Grid (GQEG)
when the full Jacobian J(c∗) is used, while Symmetric Entropic Guided
Quasi Equilibrium Grid (SEGQEG) if Jsym replaces the full matrix.

In order to have an idea about the effort needed, for example in a SEGQEG
construction, let us consider a two dimensional grid. In this case, the
spectral decomposition of a symmetric operator is performed only over
the nodes of an one-dimensional grid. Moreover, also a criterion, for con-
structing multi dimensional grids, naturally applies: if at the node c∗ of
the k-dimensional invariant grid, the ratio |λk+1|/|λk| (between eigenval-
ues of J or Jsym, respectively) is not larger than a fixed threshold, the
(k + 1)-dimensional grid will not be extended at that point. In this way,
the grid dimension is generally not uniform in the phase space.

The various techniques suggested above are only some possible ones. The
flexibility of the method proposed enables to set up different procedures,
still based on the quasi equilibrium grid approach: the QEG system (5.28)
supplied with a geometrical closure (see, e.g., the construction of regular
Cartesian grids in section 5.8).

5.6. Grid construction

The construction of a QEG is entirely local. Without a loss of generality,
we can refer to the algebraic system (5.11), which indeed only depends
on the local gradient ∇G(cj) and second derivative matrix H(cj). For
this reason, in order to compute the unknown vector δ̂cj , no “a priori”
grid parameterization is requested. However, a criterion able to choose
between the two solutions of (5.11), without getting into troubles in the
case of turning points, is needed. We may overcome that problem with
the help of a proper parameterization, as suggested in section 5.4.

In general, a QEG has a natural parameterization which is given by the
variables ξi in (5.1). Let us refer to the one dimensional construction
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described in section 5.3. Here, taking the steady state css as seed of the
grid, the subsequent points can be chosen by imposing the positivity of the
inner product δ̂cmT . By extending the grid outwards from a zone of phase
space close to the steady point, one reaches regions where the solution
becomes unphysical (such as negative concentrations of some species). In
that case, the evaluated node is cut off while the procedure starts again
from css. Solutions δ̂cj with δ̂cmT < 0 are considered till non-negative
concentrations are found.

Let n be the dimension of the phase space. The one dimensional grid is
described as an ordered sequence of nodes. Those nodes can be collected
in n one dimensional arrays, where in each of them a different species is
stored. However, different criteria for choosing the solutions, not based
on the grid parametrization, may be also used. Let c1

I and c1
II be the

two solutions to (5.12) at c0, and assume that the second grid node is
c2 = c1

I . The third grid node can be chosen such that the Euclidean
distance

∥

∥c3 − c0
∥

∥ is maximum. Indeed, one of the two solutions evaluated
at c2 is located close to c0: they would overlap if the quasi equilibrium
grid nodes were exactly on the corresponding quasi equilibrium manifold.
In this way, at any grid point cj , by choosing the solution which has the
maximum distance

∥

∥cj+1 − cj−1
∥

∥, the first branch of the grid is computed.
Once the boundary is reached, the procedure is terminated. By means of
the same criterion, the second grid branch is constructed starting from c0

and choosing the subsequent node as c2 = c1
II .

This strategy can be applied also for multi dimensional grids, if the flag
extension is used. In fact, once the one dimensional grid is found, the
procedure can be applied as described above. Starting from an arbitrary
point of the latter grid, a two dimensional grid is built up. Here, the
nodes are stored in n two dimensional arrays where the previous arrays
are embedded as a single column. Similarly, the latter grid can be extended
in the third dimension and so on.

5.7. Two dimensional grid example

Let us consider a model for hydrogen oxidation reaction where six spe-
cies H2 (hydrogen), O2 (oxygen), H2O (water), H , O, OH (radicals) are
involved in six steps in a closed system under constant volume and tem-
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perature (from Ref. [28], p. 291):

1.H2 ⇋ 2H, k+
1 = 2,

2.O2 ⇋ 2O, k+
2 = 1,

3.H2O ⇋ H +OH, k+
3 = 1,

4.H2 +O ⇋ H + OH, k+
4 = 103,

5.O2 +H ⇋ O +OH, k+
5 = 103,

6.H2 +O ⇋ H2O, k+
6 = 102.

(5.35)

The atom conservation laws are:

2cH2 + 2cH2O + cH + cOH = bH = 2
2cO2 + cH2O + cO + cOH = bO = 1.

(5.36)

The steady state is fixed as follows

cssH2
= 0.27, cssO2

= 0.135, cssH2O
= 0.7,

cssH = 0.05, cssO = 0.02, cssOH = 0.01,
(5.37)

an the rest of the rate constants k−i are calculated using the detailed bal-
ance principle (1.5). The system under consideration is fictitious in the
sense that the subset of equations corresponds to the simplified picture of
this chemical process and the rate constants reflect only orders of mag-
nitude for relevant real wold systems. We assume that the Lyapunov
function G has the ideal gas form (2.8):

G =
∑6

i=1
ci

[

ln

(

ci
cssi

)

− 1

]

. (5.38)

Here, we are interested in the construction of a two dimensional (2D)
SQEG. Spectral decomposition of Jacobian matrix J(css) delivers:

xs1l = [−0.577,−0.568, 0.225, 0.0482, 0.0666,−0.536]
xs2l = [0.00682,−0.00595, 0.0221,−0.7,−0.713, 0.423] ,

(5.39)

where xs1l and xs2l are the slowest and the second slowest eigenvectors of
J , respectively.

5.7.1. The two dimensional straightforward extension

In order to construct a 2D SQEG for the latter reaction mechanism, the
straightforward extension was used as first strategy. Matrices D and E
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Figure 5.8.: The 2D SQEG constructed by using the straightforward exten-
sion with ε2 = 0.5 · 10−3: projection into the phase-subspace
(cH , cO, cOH).

take now the form:

D =

[

2 0 2 1 0 1
0 2 1 0 1 1

]

, (5.40)

E =









−0.577 −0.568 0.225 0.0482 −0.0666 −0.536
0.00682 −0.00595 0.0221 −0.7 −0.713 0.423

2 0 2 1 0 1
0 2 1 0 1 1









.

(5.41)

As suggested in the end of section 5.5.1, the procedure has been started
from the equilibrium point and it was split in two subsequent steps. At
the beginning, the system (5.32) was solved by imposing ε2 = 0.5 · 10−3

and m̃ = xs2l : in this way the grid nodes, denoted by circles in Fig.
5.8, were obtained. During the second step, (5.32) was solved by starting
from any circle: this time, the geometric constraints were chosen such that
ε2 = 0.5 ·10−3 and m̃ = xs1l . During this step, the transversal dots of Fig.
5.8, corresponding to each circle, were computed.

5.7.2. The two dimensional flag extension

Here we intend to apply the flag extension technique to the above example,
and thus we first construct the 1D spectral quasi equilibrium grid. Toward
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Figure 5.9.: 1D spectral quasi equilibrium grid with ε2 = 1·10−3 compared
to the 1D invariant grid obtained by MIG refinements.

this end, matrices D and E are computed as follows

D =

[

2 0 2 1 0 1
0 2 1 0 1 1

]

, (5.42)

E =





−0.577 −0.568 0.225 0.0482 0.0666 −0.536
2 0 2 1 0 1
0 2 1 0 1 1



 . (5.43)

Starting from the steady state css, the 1D grid is constructed by solving
the system (5.12) with ε2 = 1 · 10−3 (see Fig. 5.9), and the technique
described in section 5.5.2 was used to extend the latter grid into the second
dimension. In particular, now a new matrix E is to be considered:

E =





0.00682 −0.00595 0.0221 −0.7 −0.713 0.423
2 0 2 1 0 1
0 2 1 0 1 1



 ,

while the Lyapunov function G has the form:

G =
∑6

i=1
ci

[

ln

(

ci
c∗i

)

− 1

]

, (5.44)

where c∗ = (c∗1, ..., c
∗
6) is a generic node of the 1D grid, which is extended

into the second dimension (see Fig. 5.7). Figures 5.10(a)-(b) show two
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Figure 5.10.: The flag extension. (a) 2D SQEG (dots) extended from the
1D SQEG with ε2 = 1 · 10−3 (circles). (b) 2D SQEG (dots)
extended from the 1D invariant grid (circles). In the second
dimension ε2 = 0.5 · 10−3.
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Figure 5.11.: Case 1: k+
1 = 2, k+

2 = 1, k+
3 = 1, k+

4 = 103, k+
5 = 103,

k+
6 = 102, ε2 = 0.45 · 103. Two grids formed by 10 × 15

nodes. A 2D GQEG (dots) and a 2D invariant grid (circles)
are reported. The grids are partially extended below the
steady state (square).

different 2D SQE-grids: the first one is obtained by extending the 1D SQE-
grid, while in the second case the 1D invariant grid is adopted. In other
words, the latter result was attained by the “hybrid procedure” QEGA +
MIG suggested in the end of section 5.5.2. For both cases, in the second
dimension, the grid spacing was ε2 = 0.5 · 10−3.

5.7.3. The two dimensional GQEG and SEGQEG

Finally, the GQEG and SEGQEG approximations are computed for the
hydrogen oxidation reaction (5.35) (case 1). The grid spacing was kept
uniform, ε2 = 0.45 · 10−3. Each grid has 10× 15 nodes and it is compared
to both the SQEG (straightforward extension) of similar size (check Table
5.1) and the invariant grid. The invariant grid was obtained by refining
the approximations via MIG in the form of Newton iterations. All those
grids lie quite close to each other. However, a “more pathological” case
2 was also analyzed. In this case, the SQEG, far from the steady state,
presents a remarkable deviation from the invariant grid: now the rate
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5. Quasi equilibrium grids

constant set is taken as k+
1 = 20, k+

2 = 1, k+
3 = 1, k+

4 = 103, k+
5 = 103,

k+
6 = 102, while the steady state coordinates are still given by (5.37).

Now, the SQEG, GQEG and SEGQEG were constructed by choosing the
grid spacing and size as for the previous case 1. Note that all the grids
were partially extended only below the steady state in the phase space
zone, where they present the largest deviation from the invariant grid.
This time, those three approximations have a low invariance defect only
near the steady state. In order to estimate how far each grid is from the
invariant one, the following procedure is implemented. A 10 × 15 array,
collecting at any grid node an invariance defect measure, is constructed. As

suggested in [16], that local measure may be

√

(

∆T∆
)

/
(

fTf
)

, where

∆ and f are the invariance defect and the vector field, respectively. ∆ is
evaluated by using the thermodynamic projector (2.13). By averaging over
all the invariance defect measures, the mean invariance defect is computed:
results for both cases are condensed in Table 5.1. Note that the adopted
invariance defect measure is dimensionless, as it compares the invariance
defect with the vector field. Calculations prove that the GQEG is better
than the SQEG (straightforwardly extended); nevertheless the SEGQEG
construction, since it requires a much lower computational effort and still
has an error similar to the GQEG, is recommended when the SQEG is
considered not satisfactory (e.g. large mean defect).

5.8. Regular Cartesian grids

As discussed in the Appendix C, when using interpolation for analytical
continuation of the manifold from the grid, it may prove convenient to
perform the construction directly on a regular Cartesian grid in terms of
the grid parameters ξi. To this end, we consider the following special
closure of the quasi equilibrium equations (5.28), which can be regarded
as a sub-case of the straightforward extension:

∑z
i=1 〈tk,ρi〉 δi = −tk∇GT , k = 1, ..., z − q

∑z
i=1

(

m1ρ
T
i

)

δi = 0,
...
∑z
i=1

(

mjρ
T
i

)

δi = εj ,
...
∑z
i=1

(

mqρ
T
i

)

δi = 0.

(5.45)
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The new QEG point

cj+1 = cj +
∑z

i=1
δiρi,

computed by using the (5.45) lies on a regular Cartesian grid in the space
{

ξ1, ..., ξq
}

, with the fixed parameter εj defining the grid step along the
macroscopic variable ξj . The interested reader can find in the Appendix
E an application of the quasi-equilibrium algorithm in the form (5.45).

5.9. Discussion of the method

The presented methodology is implicitly based on the hypothesis of connec-
ted slow invariant manifolds, but this is not necessarily the case. Further
aspects of the applicability of quasi equilibrium approximations can be
found in Refs [16, 26, 28, 30]. Nevertheless, when that hypothesis is valid,
the rationale behind the fact that quasi equilibrium manifolds provide ap-
proximations for slow invariant manifolds, in the case of fast and slow
motion decomposition (i.e. gap in the eigenvalues of the Jacobi matrix)
and existence of a Lyapunov function G, is schematically illustrated in
Fig. 2.2. For such systems, a solution trajectory that approaches the slow
invariant manifold, during the initial fast transient, only moves (approx-
imately) in the fast subspace L. Since G is decreasing in the course of the
fast motions, points c∗ which minimize G on the affine space (c∗ +L) are
expected to be located close to the slow invariant manifold. However, when
the construction of the slow invariant manifold needs to be addressed, the
subspace L is not known "a priori" and it generally depends on the point c∗.
Hence, for constructing the quasi equilibrium approximation, a guess of L
is needed. Here, it is important to discuss some connections with the work
of other authors. It is known for thermodynamics that for some closed
reactive systems, the Lyapunov function is given by thermodynamic po-
tentials (e.g. Gibbs free energy if temperature and pressure are constant,
entropy if energy and density are constant, etc...).

Notice that the very first use of entropy maximization has to be referred
to the classical work of Gibbs [25] and later addressed to Jaynes [36].
More generally, the quasi equilibrium approach constitutes an attempt
in statistical mechanics to link microscopic models to the macroscopic
ones providing the latter with a closure. For example, in [29] and [35],
equations describing quasi equilibrium dynamics for polymer are presen-
ted. Referring to chemical kinetics, also the method of Rate Controlled
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Figure 5.12.: Case 2: k+
1 = 20, k+

2 = 1, k+
3 = 1, k+

4 = 103, k+
5 = 103,

k+
6 = 102, ε2 = 0.45 · 103. Two grids formed by 10 × 15

nodes. A 2D GQEG (dots) and a 2D invariant grid (circles)
are reported. The grids are partially extended below the
steady state (square).

Constrained Equilibrium (RCCE), introduced by Keck & Gillespie [39],
reviewed by Keck (1990) and further developed in the recent literature
[7, 34], can be related to the quasi equilibrium approximation. An inter-
esting geometric viewpoint of RCCE is given by Tang & Pope [65]. After
choosing a set of constraints, RCCE method makes use of the assumption
that chemical systems evolve according to a sequence of quasi equilibrium
states which are function of the instantaneous values of such constraints.
Those constraints are related to the unknown fast subspace L and need
to be chosen. In general, some variable constraints (total moles, active
valences, etc...), in addition to elemental fixed constraints (total number
of atom moles), are imposed for minimizing the thermodynamic potential
and evaluating the species constrained composition.

In order to evaluate a constrained equilibrium state, the Lagrange multipli-
ers problem can be iteratively solved via available routines (see e.g. STAN-
JAN [59]). Nevertheless, some differences between the two approaches
need to be stressed. The QEGA is not an iterative procedure. Provided
that the steady state (or any other point close to such a QE-manifold)
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Approximation 1.case 2.case
SQEG 0.318 0.645
GQEG 0.238 0.460
SEGQEG 0.303 0.491

Table 5.1.: Mean invariance defect (dimensionless): three approximations
of the invariant grid under comparison for the hydrogen oxid-
ation reaction.

is known, it aims at computing a set of nodes in the phase space (QEG)
approximating the quasi equilibrium manifold. Since the latter grid is
generally not invariant [65] (see also table 5.1), it has to be tabulated and
used only as first approximation in the MIG procedure described in sec-
tions 2.3.4 and 2.3.5. Moreover, the suggested construction uses a special
choice of the constraints, based on spectral decomposition of Jacobian at
few points, for constructing SQEG, GQEG and SEGQEG. As the above
examples show, such approximate grids are accurate only in a neighbor-
hood of the steady state. However, here we are not interested in the quasi
equilibrium dynamics per se. For that reason, once a grid is constructed
by the QEGA, it needs to be refined via MIG iterations. Only the fixed
point of the MIG method (invariant grid) is considered for integrating the
reduced system.

As stated at the beginning of this chapter, the classical approach to the
problem of minimization of convex functions subject to constraints is the
Lagrange multipliers method. When the number of species becomes large
enough, a non-linear system needs to be solved through Newton-Raphson
iterations for each chemical constrained equilibrium point. Alternatively,
the chemical composition of ideal gas mixtures may be evaluated, through
the more stable Gibbs function continuation method, by integrating a set
of ODEs [53]. However, here we suggest a grid-based approach to that
problem. In fact, the quasi equilibrium algorithm is a tool that aims at
extending automatically a grid around a given point in the phase space.
Although such a procedure is based on the geometry behind the Lagrange
multipliers method, as explained in sections 5.5.2 and 5.5.3 it may also
deliver approximations of the slow invariant manifold even more accurate
than a quasi equilibrium grid itself (see Table 5.1). Indeed, a multi dimen-
sional GQEG (or SEGQEG) is not only based on the minimization of a
thermodynamic potential, but it also takes into account information from
the Jacobi matrix evaluated at a few points. Therefore, a GQEG is not a
“pure” quasi equilibrium approximation any longer. In that case, the flag
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extension allows both the construction of objects of varying dimension and
implementation of hybrid procedure: QEGA+MIG.

On the other hand, in such a flexible grid-based approach, in order to
compute an uniform grid the number of points scales as ε−q. Where q
is the grid dimension, while ε is the small grid parameter. In general,
ε is not kept constant. For instance, during a hierarchical construction
(flag extension), it is convenient to use a coarser grid for describing the
lowest-dimensional manifolds.

In our calculations, the criterion used to end the grid was based on non-
negative concentrations. As soon as the evaluated grid point leaves the
admissible phase space, it is cut and the procedure terminated (see also
section 5.6). That may seem inefficient, but it is worth to point out that
the construction of the quasi equilibrium grid is done only once, and then
tabulated for a later use in MIG procedure.

5.10. Conclusions

In this chapter, the problem of grid-based approximation of quasi equilib-
rium manifolds is addressed. To this end, the notion of quasi equilibrium
grid (QEG) is introduced, and an algorithm for constructing QE-grids is
worked out (QEGA). The QEGA is a completely numerical procedure, and
it has been demonstrated that it provides with accurate enough approx-
imations of slow invariant manifolds (SIM), which reveal thus particularly
suitable for initializing the MIG procedure.

Moreover, it has been illustrated that some hybrid procedures, where both
methods QEGA and MIG are alternatively used, enable to obtain even
more accurate approximations. In particular, It was proved that two
of such procedures deliver enhanced approximations of SIM: the Guided
Quasi Equilibrium Grid and the Symmetric Entropic Guided Quasi Equi-
librium Grid.

Here, it is worth stressing the major advantage of the proposed method.
It is a numerical algorithm which only deals with sets of nodes in the
concentration space, and it is based on a fully local construction. Namely,
the computation of a new node cj+1, which has to be added to the grid,
only depends on the previous neighbor cj : those aspects make the QEG
construction suitable for numerical applications and parallel realizations.
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5.10. Conclusions

Finally, it is not excluded that the QEGA is applicable not only for model
reduction, but in different fields, too. Indeed, it was mentioned that
the QEM notion already is exploited for some applications in the lattice
Boltzmann method simulations (see also the Appendix E). More gener-
ally, the QEGA is a numerical tool which can be used to find a grid-based
approximation for the locus of minima of a convex function under some
linear constraints.
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6. Invariant grids for combustion

6.1. Introduction

Constructing slow invariant manifolds enables to establish a simplified de-
scription of complex phenomena, such as combustion, by extracting only
the slow dynamics and neglecting the fast one. As a result, a detailed
large set of equations can be reduced to a much smaller and less stiff sys-
tem without a significant loss of accuracy.

In this chapter, the method of invariant grids (MIG) is utilized to study a
combustion problem (see also [17]). The quasi equilibrium grid algorithm
is adopted to obtain a first approximation of SIM, which is afterwards
refined via MIG iterations. The data delivered by this procedure is stored
in tables and used to integrate a less stiff reduced system. Results obtained
with the reduced system are compared with the detailed one, and excellent
agreement is found for the dynamics of all species, including the radicals,
and of the temperature.

6.2. Thermodynamic Lyapunov function

In the following, we deal with a reactive closed system under constant
volume V (hence constant mixture density ρ̄) and mixture-averaged in-
ternal energy Ū , so that the kinetic system (1.7) describes the evolution of
such a chemical system towards a unique steady state. Furthermore, we
assume that there exists a strictly convex function only dependent on the
state vector, that decreases monotonically in time under the dynamics of
the system (1.7). Such a function G̃ is a global Lyapunov function of the
system, and it reaches the global minimum at the steady state.

In a closed system under constant internal energy Ū and density ρ̄, the
value of specific mixture-averaged entropy s̄ (per unit mass) must increase
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monotonically starting from any initial condition. Therefore, the function
G̃ = −s̄

G̃ =

−
n
∑

i=1

[

si (T )−R ln (Xi)−R ln
(

p
pref

)]

Xi

W̄
, (6.1)

is a Lyapunov function with respect to (1.7), where W̄ is the mean mo-
lecular weight, si and Xi are the entropy and the mole fraction of species i,
respectively, R is the universal gas constant while p and pref are the mix-
ture total pressure and a given reference pressure, respectively. Specific
entropy si, according to [40], is assumed to have the following dependence
on the temperature T

si (T ) = R
(

ai1 ln T + ai2T +
ai3
2
T 2 +

ai4
3
T 3 +

ai5
4
T 4 + ai7

)

. (6.2)

An another Lyapunov function can be constructed as follows:

G = G̃+
d
∑

k=1

(

–λk

n
∑

i=1

µkici

)

+–λ
n
∑

i=1

Wici, (6.3)

where d is the number of chemical elements involved in the reaction, µki
represents the number of atoms of the k-th chemical element in species i
and Wi is the molecular weight of species i. The Lagrange multipliers –λk
and –λ are now chosen by imposing ∇G|Ū = 0 at the steady state, where
the function G is differentiated with respect to the molar concentrations
ci under fixed Ū . Because of the conservation of atoms and density, the
time derivative of (6.3) is non-positive:

dG

dt
=
dG̃

dt
≤ 0,

dNk
dt

= 0,
dρ̄

dt
= 0,

where the conserved atom mole numbers Nk and the density ρ̄ read as
follows:

Nk =
∑n

i=1
µkici, ρ̄ =

∑n

i=1
Wici. (6.4)

Notice that, the entropy function G̃ (6.1) is still a thermodynamic Lya-
punov function with respect to the temporal dynamics of an homogeneous
reactor under fixed pressure p and mixture-averaged enthalpy h̄. However,
in the latter case, the G function is constructed as follows:

G = G̃+
d
∑

k=1

(

–λk

n
∑

i=1

µik
Wi

Yi

)

, (6.5)
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where the Lagrange multipliers –λk are chosen in such a way that ∇G|p,h̄ =
0 at the steady state, with the gradient of G computed under fixed p and
h̄. This time, the conserved atom mole numbers Nk can be expressed as

Nk =
n
∑

i=1

µik
Wi

Yi, k = 1, . . . , d, (6.6)

where Yi denotes the mass fraction of species i. More details are given in
the Appendix A.

6.3. Reduction of a detailed hydrogen
mechanism

In the following, a H2-air system reacting according to the nine-species,
21-step detailed mechanism of Li et al. [44] (reported in the Appendix D) is
studied. An adiabatic constant volume reactor with H2-air mixture in stoi-
chiometric proportions is considered, where the density and the mixture-
averaged specific energy are chosen as ρ̄ = 4.58 kg/m3 and Ū = 1.28
MJ/kg, respectively (corresponding to the temperature T = 1540 K of the
unburned mixture). The one- and two-dimensional slow invariant mani-
folds are described by constructing the pertinent invariant grids, which
are utilized to integrate the reduced system. Here, the concentration of
species k is expressed in terms of the specific mole numbers: φk = ck/ρ̄.

6.3.1. 1D and 2D thermodynamic projector

In this section, we specifically discuss the construction of thermodynamic
projector for 1D and 2D grids, in the nine-dimensional concentration space.
Let a generic 1D grid G be given as a collection of states in the concentra-
tion space. Assuming that a parameter ξ is uniquely associated with each
grid point, the tangent vector û = (dc1/dξ, ...,dc9/dξ), at any internal grid
node cj , can be approximated by central finite differences

dci
dξ
∼= cj+1

i − cj−1
i

2∆ξ
,

with ∆ξ denoting the grid spacing of the parameter ξ, whereas for bound-
ary nodes a first order finite difference (backward or forward) can be used.
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The thermodynamic projector is a 9× 9 matrix, whose generic component
is:

P (i, j) =
1

∇GûT
(∇Gjûi) . (6.7)

For a 2D grid, two parameters ξ1 and ξ2 are associated with each point,
so that two tangent vectors u1 and u2 can be evaluated at any grid node
cj,k as follows

u1i =
∂ci
∂ξ1
∼= cj+1,k

i − cj−1,k
i

2∆ξ1
, u2i =

∂ci
∂ξ2
∼= cj,k+1

i − cj,k−1
i

2∆ξ2
.

In order to construct the 2D thermodynamic projector, it is convenient to
introduce the 10× 11 block matrix

[

0 0 ∇G
uT1 uT2 −I

]

, (6.8)

with I denoting the identity matrix. Let us assume that the matrix (6.8)
is of full rank, and û2 is formed by the first nine components of a vector
spanning the null space of (6.8). According to the notations introduced in
section 2.3.2, let Ty indicate the tangent hyperplane spanned by u1 and
u2. The intersection T0y = Ty ∩ ker(∇G) is one dimensional and û2 is
a basis of T0y, that is, the 2D thermodynamic projector matrix takes the
form:

P (i, j) =
1

∇GûT1
(∇Gjû1i) +

1

û2Hû
T
2

(

HûT2

)

j
û2i, (6.9)

where the vector û1 is parallel to the hyperplane Ty, such that û1Hû
T
2 = 0.

If (6.8) is not of full rank, we take û2 = u2 and û1 parallel to Ty with
û1Hû

T
2 = 0.

6.3.2. Invariant grids by Newton method

For the case under study, a 1D QE-grid was constructed as first approxim-
ation of the one dimensional slow invariant manifold, where the vector m1

appearing in (5.1) was taken as the left eigenvector of the Jacobian J cor-
responding to the eigenvalue with the smallest absolute value at the steady
state. Namely, the 1D spectral quasi equilibrium grid was computed.

The initial grid, as well as any subsequent grid, is parametrized by ξ =
∑9
i=1m1ici. With the reference to the detailed system (1.7), the 1D SQEG

was refined via the Newton method with incomplete linearization (2.19),
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SQEG (bold line) was constructed via QEGA and refined via
MIG to obtain the 1D invariant grid (squares).
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6. Invariant grids for combustion

till the dimensionless ratio between the Euclidean norm of the defect of
invariance and the vector field ‖∆‖/‖f‖ became smaller than 0.001 at
every grid node. The results are shown in Fig. 6.1. Here, it is worth
mentioning that the SQEG and the invariant grid are in a good agreement
in the neighborhood of the steady state. Moreover, the SQEG also proves
to be a good approximation with respect to the major species in the full
concentration space (as can be seen by its projection in the φH2 -φH2O

subspace, Fig. 6.1).

A 2D SQEG was also constructed, implementing the straightforward ex-
tension of section 5.5.1, where the two vectors m1 and m2 were chosen
as the two left eigenvectors of the Jacobian matrix corresponding to the
two smallest eigenvalues (in absolute value) evaluated at the equilibrium
point. The two reduced variables associated with the grid nodes were
ξ1 =

∑9
i=1m1ici and ξ2 =

∑9
i=1m2ici. The 2D SQEG was again refined

using (2.19) until the threshold value 0.001 for the ratio ‖∆‖/‖f‖ was
reached. If the defect of invariance at a refined node kept increasing after
five iterations, the new node was discarded. The 2D SQEG accurately
describes the invariant grid only near the equilibrium point, and thirty
Newton iterations were required during the refinement process.

Figure 6.2 shows both the initial SQEG grid (solid lines) and its refinement
after three iterations. Finally, the projection of the final 2D invariant grid
onto the φH -φHO2 -φH2O2 subspace is shown in Fig. 6.3.

6.3.3. Reduced system

Once the invariant grid is obtained, it can be stored in tables and used for
the time integration of the reduced system. Indeed, let us assume that the
1D invariant grid Ginv is constructed and the vector m is chosen in such a
way that the parameter ξ =

∑9
i=1mici is uniquely associated with every

point of Ginv. The original system (1.7) reduces to a single equation:

dξ

dt
= mPf (ξ) . (6.10)

When a 2D reduced description is adopted, two vectors are introduced
(m1, m2) so that the new variables are ξ1 =

∑9
i=1m1ici, ξ

2 =
∑9
i=1m2ici

and the reduced system reads:

dξ1
/

dt = m1Pf
(

ξ1, ξ2
)

,
dξ2
/

dt = m2Pf
(

ξ1, ξ2
)

.
(6.11)
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Figure 6.3.: The 2D invariant grid (thin lines) computed by refining the 2D
SQEG. The 1D invariant grid (squares) and sample solution
trajectories (bold lines) are reported.

Notice that, for the dependence of the right-hand side of the above system
on the reduced variables is not explicitly known, a proper look-up table
is needed during time integration of (6.10) or (6.11). In other words, a
continuation procedure of the approximate invariant manifold from the
discrete grid has to be implemented. In the case under study, the reduced
variables of the 2D invariant grid were chosen according to the SQEG
parameterization, and the continuation of the invariant manifold from a
generic 4-node cell of the invariant grid Ginv was obtained by linear inter-
polation.

Since the chosen parameterization of Ginv leads to a non-regular Cartesian
grid in the parameter space, the 4-node cell was mapped to a standard
square where a bi-variate linear interpolation was used to reconstruct the
point on the SIM. The system (6.11) was solved by an explicit 4-th order
Runge-Kutta scheme with the time step δt = 10−8 s. Results were com-
pared with the solution of the detailed system (1.7), obtained with the
same ODE solver. However, in the latter case the time step needed was
one order of magnitude smaller due to the stiffness of the original system.
The comparison, shown in Fig. 6.4, indicates both that (6.11) is less stiff
than (1.7) and that a linear interpolation on the 2D invariant grid in Fig.
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6. Invariant grids for combustion

6.3 delivers an excellent approximation of the corresponding slow invari-
ant manifold. The reduction in stiffness can be also observed in Fig. 6.5,
where the six non-trivial eigenvalues of the Jacobian along the solution
trajectory are reported: since the inverse of the eigenvalues provides an
estimate of the timescales of the chemical process, in our case the fastest
dynamics presents a characteristic time of the order of 10−9 s.

Results in Fig. 6.4 were compared on the basis of the relative deviation of
the reduced solution from the detailed one averaged over the integration
interval. The maximum error was found to be around 2% for the evolution
of φH2O2 , while for the remaining species the mean relative deviation was
below 1%.

6.3.4. Summary of MIG

In this section, we summarize and further illustrate all the steps involved
in the application of the presented methodology. Implementation of the
MIG proceeds following four steps: construction of the initial grid; grid
refinement; parameterization and tabulation; integration of the reduced
system.

As illustrated in chapter 5, the initial grid is constructed by using the
QEG-algorithm (QEGA), which provides a q-dimensional array for each
species involved in the detailed mechanism, where q denotes the dimension
of the manifold of the reduced description. For the case considered in this
chapter, the 2D initial grid (SQEG) is stored in nine 2D-arraysX1, . . . ,X9

collecting the different components at each grid point. In other words, a
given node c of a 2D grid is identified by a pair of indexes (j, k) such that
c = (X1(i, j), . . .X9(i, j)).

During the second step, those arrays are iteratively updated by solving
the system (2.19) at each grid node, where the Jacobian matrix J is com-
puted as shown in the Appendix B, and the projector P takes the form
(6.9) with the tangent vectors u1 and u2 approximated via finite differ-
ences. For instance, in the case of second order finite differences, the i-th
components of u1 and u2 read (Xi(j + 1, k)−Xi(j − 1, k))

/

2∆ξ1 and
(Xi(j, k + 1)−Xi(j, k − 1))

/

2∆ξ2, respectively. The grid refinement is
terminated when the Euclidean norm of the defect of invariance, com-
pared to the norm of the vector field, at every node is less than a given
threshold. For the sake of clarity, we report the general algorithm below:

1. Start from full system (1.7) of dimension n
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2. Find steady state and the two slowest left eigenvectors of J at steady
state

3. Construct initial grid (SQEG) according to algorithm of chapter 5

4. Compute {u1,u2}, ∇G, H, J , f and vectors {bi} at each node
(section (2.3.4))

5. Construct thermodynamic projector from (6.9)

6. Correct each node c solving (2.19) for δi: c
corr = c+δc, δc =

∑

δibi

7. Compare norm of invariance defect vs vector field: ‖∆‖/‖f‖
8. if ‖∆‖/‖f‖ is larger than a threshold then go to (4).

The 2D invariant grid is stored in the updated arrays, and it can be para-
meterized by introducing two additional 2D-arrays ξ1, ξ2 such that:

ξ1 =
∑9

i=1
m1iXi, ξ2 =

∑9

i=1
m2iXi, (6.12)

where the two vectors m1 and m2 define a parameterization of the in-
variant grid. Generally, the pre-computed look up tables do not lay on a
regular Cartesian grid. In other words, the four points

A ≡
[

ξ1 (j, k) , ξ2 (j, k)
]

, B ≡
[

ξ1 (j + 1, k + 1) , ξ2 (j + 1, k + 1)
]

,
C ≡

[

ξ1 (j, k + 1) , ξ2 (j, k + 1)
]

, D ≡
[

ξ1 (j + 1, k) , ξ2 (j + 1, k)
]

,
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Figure 6.6.: YOH coordinate: refinement of a quasi equilibrium grid via
relaxation of the film equation.

are the corners of a trapezium in the plane of the reduced variables ξi.
Points of the SIM corresponding to a pair of parameters (ξ1, ξ2) inside
the latter trapezium can be reconstructed by a coordinate transformation
which maps the trapezium into a square centered at the origin whose edge
length is 2. Assume that (ξ̄1, ξ̄2) is the transformed pair of parameters,
bi-variate interpolation is straightforward by computing for each corner
the weight:

ιi =
(

1± ξ̄1
) (

1± ξ̄2
)/

4, i = A,B,C,D.

Any tabulated quantity Q associated with the parameter pair (ξ1, ξ2) is
reconstructed as follows:

Q
(

ξ1, ξ2
)

= ιAQA + ιBQB + ιCQC + ιDQD. (6.13)

Notice that the right-hand side of the reduced system (6.11) is also pre-
computed and stored in separate arrays. Therefore, during the last MIG
step, the system (6.11) can be integrated with the help of the interpolation
scheme (6.13).

Finally, it is worth pointing out the computational effort needed for the
construction of the invariant grid. For the case under study, the initial 2D
SQEG contains 1650 nodes. It was generated in 6 seconds and refined in
about 10 minutes on a single processor 3 GHz using a Matlab code.
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6. Invariant grids for combustion

6.4. Relaxation methods

In section 6.3, making use of the Newton method presented in section 2.3.4,
we construct a reduced description of an isolated homogeneous reactor.
Below, we want to discuss further the construction of invariant grids via
relaxation of the film equation (2.5), when starting from an initial non-
invariant grid.

In other words, here we only focus on an alternative approach to the
geometry of the model reduction (construction of the invariant grid by
refinement), while the dynamics of the reduced system can be still treated
as illustrated above in section 6.3.3.

In particular, we consider adiabatic hydrogen-air reacting mixtures, under
fixed pressure p = 1bar and mixture averaged enthalpy h̄ = 1[MJ/kg], at
stoichiometric proportion and described by the detailed mechanism of the
Appendix D.

To this end, a two-dimensional quasi equilibrium grid, corresponding to
the vector pair (m1,m2):

m1 =
(

1
WH2

, 1
WN2

, 1
WH

, 1
WO

, 1
WOH

, 1
WO2

, 1
WH2O

, 1
WHO2

, 1
WH2O2

)

,

m2 =
(

0, 0, 0, 1
WO

, 1
WOH

, 0, 1
WH2O

, 0, 0
)

,
(6.14)

is chosen, and constructed on a regular Cartesian grid following the pro-
cedure of section 5.8, where the generic phase-space state ψ is expressed in
terms of mass fractions Yi. Details about the manifold parameterization
given by (6.14) are discussed in section 7.4.1.

In Fig. 6.6, we show the relaxation of the film equation (2.5), starting
from a two-dimensional quasi equilibrium grid (QEG), where (2.5) is solved
using an explicit Runge-Kutta 4-th order scheme (RK4) with the time step
δt = 1 × 10−8[s]. More explicitly, at a given time step the vector field f
is approximated by the RK4 slope, and every grid node is shifted by the
amount (f − Pf )δt, where P is explicitly computed at the current time
step.

6.4.1. Relaxation Redistribution method

The rationale behind the relaxation methods can be understood keeping in
mind the picture reported in Fig. 6.7. Let an initial grid G0 be given as an
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approximation of the slow invariant manifold. If this grid is not invariant,
an arbitrary node of G0 relaxes to the slow invariant manifold under the
dynamics of the vector field of motion f (e.g. right-hand side of the kinetic
equations (1.9)). Since we assume that the detailed system (1.9) naturally
evolves towards a slow invariant manifold, a short time relaxation, from
all nodes taken as initial conditions of (1.9), makes the entire grid move to
a new configuration, which is expected to lie closer to the slow invariant
manifold. In other words, the invariance defect is expected to decay in
time at any grid node.

This procedure can be iterated in order to construct better approximations
of the slow manifold. However, due to the presence of the slow dynamics,
the grid constantly undergoes a contraction which, as time passes by, leads
all nodes closer and closer to the steady state (see the open circles in Fig.
6.7).

On the other hand, defining a projector matrix P , at a node of G0, enables
us to split the motion vector f into a slow part Pf (along the grid) and
its fast complement f − Pf (transversal to the grid). Hence, relaxation
of the initial grid G0, under the transversal movement f − Pf , prevents
the nodes from collapsing on the steady state. Namely, a node refinement
follows the black arrows in Fig. 6.7. Moreover, The slow invariant manifold
is a fixed point of such a relaxation, which can be terminated as soon as
the right-hand side of the film equation (2.5) becomes sufficiently small.

In the present work, we introduce an alternative relaxation method for grid
refinements which can be also implemented as described in the following.
For illustration purposes, we refer to the one-dimensional initial grid G0,
schematically drawn in Fig. 6.8. Let G0 be chosen regular in terms of the
parameter ξ. Moreover, we assume that G0, along with any further refined
grid, can be expressed as a unique mapping of the parameter ξ, F (ξ), and
there exists the invariant manifold of slow motions.

Let a numerical scheme (Euler, Runge-Kutta, etc.) be chosen for solving
the system of kinetic equations, and let all grid nodes relax towards the
slow invariant manifold (SIM) under the detailed dynamics f during one
time step. As pointed out above, the fast component of f brings a grid
node closer to the SIM while, at the same time, the slow component causes
a contraction towards the steady state. As a result, the grid becomes dense
in a neighborhood of the steady state and coarse far from it, when keeping
relaxing. Nevertheless, the slow motion can be neutralized by a node
redistribution after the grid relaxation. In other words, as illustrated in
Fig. 6.8, the relaxed states are redistributed on a regular grid in terms
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of the parameter ξ via linear interpolation, which is preferred in order to
fulfill automatically the linear atom constraints (1.11). Finally, if there is
contraction at the grid boundary, a linear extrapolation can be performed
whenever the extrapolated node belongs to the admissible phase-space
(positive concentrations).

Notice that all intermediate grids are, by construction, regular in terms of
ξ and, in the case of an invariant grid, the overall effect due to relaxation
and redistribution is null. Therefore, a measure of the invariance defect
is now given by the overall motion of a node (relaxation + redistribution)
compared to the relaxation. An invariant grid represents the stable fixed
solution of the described procedure, whose name is relaxation redistribution
method (RRM).

It is worthy stressing that RRM does not make explicit use of a projector
P on the tangent space of G0. On the contrary, since the role of P is
now played by the redistribution sub-step after the relaxation, P can be
considered implicit. Namely, unlike formulas (2.23) and (2.25), the choice
of the time step for RRM is not restricted by the Courant instability
discussed in section 2.3.6.

For illustration purposes, in Fig. 6.9 we consider the refinement of a fine
one-dimensional grid (170 nodes), in the case of a homogeneous hydrogen-
air mixture, under fixed pressure p = 1bar and enthalpy h = 2.8[kJ/kg].
Here, every grid is parametrized in terms of the water mass fraction
ξ = YH2O. Starting from the one-dimensional linear manifold, connect-
ing the unburned mixture state and the steady state (mixing line), RRM
is implemented in combination with an explicit Runge-Kutta 4-th order
solver (RK4), where the time step is chosen: δt = 8 × 10−8[s]. On the
other hand, due to Courant instability, when refining the same grid by
relaxation of the film equation and RK4, the time step must be decreased
down to δt = 5× 10−8[s].

The two-dimensional quasi equilibrium grid, constructed under the con-
ditions of section 6.4, is now refined using the relaxation redistribution
method in combination with the RK4 scheme and δt = 1 × 10−8[s] (see
Fig. 6.10). On the basis of these preliminary results, we can argue that the
RRM is consistent with other methods based on the explicit integration of
the film equation.

Moreover, a different setup is also considered in Fig. 6.11. Here we still
use an explicit RK4 scheme with δt = 1 × 10−8[s] during the relaxation
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step and, as shown by the sample trajectories in 6.11(c), the RRM does
construct the slow invariant manifold with remarkable accuracy.
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Figure 6.10.: YOH coordinate: refinement of a two-dimensional quasi equi-
librium grid via the relaxation redistribution method.

6.5. Conclusions

In this chapter, the method of invariant grids is applied for the first time
to reduce a detailed hydrogen mechanism in non-isothermal conditions.
The two dimensional reduced model was then compared to the detailed
one in an adiabatic constant volume reactor with H2-air in stoichiometric
proportions.

The spectral quasi equilibrium grid (SQEG) [15] proves suitable for provid-
ing the iterative procedure with an initial collection of points (initial grid).
The one- and two-dimensional SQEG grids describe quite well the dynam-
ics of the major species, but they are not able to capture the correct
evolution of some of the radicals. Therefore, several MIG iterations are
needed in order to construct accurate 1D and 2D discrete approximation
of the slow invariant manifold (SIM), providing the reduced description
of the original nine-dimensional system. A bi-variate linear interpolation
was used to reconstruct the SIM from the invariant grid during the time
integration of the reduced system. As indicated by the reduction in the
number of time steps needed to integrate the reduced system by an order
of magnitude, the stiffness is significantly reduced and the two-dimensional
model proves to be an excellent approximation of the detailed dynamics.
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7. Coupling within the lattice
Boltzmann method

7.1. Introduction

In the present chapter, we intend to investigate on the potential of using
reduced kinetics within the lattice Boltzmann framework: to this end,
we consider a reduced description (2 degrees of freedom) of a detailed
mechanism for reactive mixtures of hydrogen-air, obtained by the method
of invariant grids.

The chapter is organized as follows. In section 7.2, we briefly outline the
adopted reduction technique. The detailed lattice Boltzmann scheme for
simulating reactive flows and the suggested coupling with reduced chem-
istry are presented in section 7.3. The validation studies are presented in
section 7.4 and 7.5, where we consider the propagation of one-dimensional
flames in premixed mixtures of hydrogen-air, and two-dimensional laminar
premix counterflow flames. Finally, conclusions are drawn in section 7.6.

7.2. Model reduction technique

In our approach, we first seek the reduced description of a batch reactor
under fixed pressure p and mixture-averaged enthalpy h̄. The construction
of the reduced model follows two steps:

1. construction of a quasi equilibrium grid using the algorithm described
in chapter 5,

2. refinement of a quasi equilibrium grid using the method of invariant
grids (see chapters 4 and 6).
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7. Coupling within the lattice Boltzmann method

The slow dynamics of (1.9) takes place along the invariant grid and obeys
the reduced q-dimensional system (q is the dimension of the invariant
grid),

dξi

dt
= miPf , i = 1, . . . , q. (7.1)

Once the invariant grid is obtained, it can be stored in tables for a later use
in the flow solver. The grid parameterization is performed by attaching,
to every grid state, the q quantities ξj , evaluated according to (5.1). The
coordinates at each grid point, the corresponding temperature, the right-
hand side of (7.1) and all components of the projected vector field Pf
are stored in q-dimensional arrays and can be accessed through the grid
parameters ξj .

Remark: Along invariant grids, thermodynamic projector performs fast-
slow motion decomposition of the vector field f . In other words, the fast
component of f belongs to the null space of the matrix P discussed in sec-
tion 6.3.1. For this reason, the projector in (7.1) must be thermodynamic,
whereas for the refinement procedure we may use a different projector
matrix.

7.3. Lattice Boltzmann method for reactive
flows

We consider here the simplest lattice Boltzmann formulation suitable for
simulations of combustion. To this end, following the suggestion of Yamamoto
et al [69], reactive flows can be simulated with the lattice Boltzmann (LB)
method as reported in the next section 7.3.1.

Note, however, that more elaborate and complete LB models for mixtures
[4, 5] and compressible flows [55] shall be taken into account in the near
future, too.

7.3.1. Original model

In the following, we consider the 1D 3-bit lattice (Fig. 3.1). However, the
application of the illustrated methodologies to a larger lattice is straight-
forward. We assume that the flow field is not affected by the chemical
reaction, transport coefficients are constant and Fick’s law applies to the
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diffusion. Therefore, the background flow is treated as one-component me-
dium whose pressure populations evolution is discussed in chapter 3, and
obey the equations (3.1). Let T0 be a reference temperature, the evolution
equations for temperature and concentration of species i are written as

T̃α (x+ eα, t+ δt)− T̃α (x, t) = − 1
τT

[

T̃α (x, t)− T̃ eqα
(

T̃ ,u
)]

+ wαQT ,

Yiα (x+ eα, t+ δt)− Yiα (x, t) = − 1
τYi

[Yiα (x, t)− Y eqiα (Yi,u)] + wαQYi ,

(7.2)
where

T̃ = T /T0 =
∑

α

Tα, Yi =
∑

α

Yiα, (7.3)

and the equilibrium populations T̃ eqα , Y eqiα are expressed as in (3.4), after
replacing p with T̃ and Yi respectively. Let t0 be a factor for converting

physical time into LB time units: (t)LB = (t)phys

/

t0, the source terms

take the explicit form

QT =
1

T0

(

n
∑

i=1

ω̇iWi

ρ̄C̄p
hi

)

t0δt, QYi =
ω̇iWi
ρ̄

t0δt, (7.4)

where C̄p is the mean specific heat of the mixture per unit mass at constant
pressure. The thermal diffusivity κ and diffusion coefficient Di of species
i are related to the relaxation parameters as follows

κ =
2τT − 1

6
δt, Di =

2τYi − 1

6
δt. (7.5)

7.3.2. Discussion of the model

In the above sections, we briefly review the lattice Boltzmann model for
reactive flows originally presented in [69], where more details can be found.
However, it is worth reporting here the basic assumptions of the model:

• The chemical reaction does not affect the flow field in an incompress-
ible model.

• The transport properties are constant.

• The diffusion follows the Fick’s law.

• Viscous energy dissipation and radiative heat loss are neglected.
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7. Coupling within the lattice Boltzmann method

It is worth noticing that, the LB equation (3.1) for pressure density func-
tions pα recovers, in the low-Mach number regime, the incompressible
Navier-Stokes equations, which can be written as follows (in the absence
of body forces):

∂juj = 0
∂tui + uj∂jui = − 1

ρ̄
∂ip+ ∂j (ν∂jui) .

(7.6)

Here, ∂t and ∂j denote partial derivatives with respect to time and the
jth spacial direction respectively, while Einstein summation convention is
adopted for j. Therefore, pressure and density only have small fluctuations
around their reference values, and compressibility effects are not taken into
account in the adopted model. The above assumptions are used for the sake
of simplicity, and the methodology suggested in this chapter can be still
used, in combination with more recent LB models where compressibility
is included as well (see, e.g., [13, 14]).

A detailed discussion on fundamental aspects of the lattice Boltzmann
equations (3.1) and (7.2), derivation of the equilibrium populations (3.4),
relations between transport coefficients and relaxation parameters (e.g.
(7.5)) can be found in [11, 64]. Moreover, the lattice Boltzmann equations
(7.2) recover the following partial differential equations (PDE) [69]:

∂th̄+ uj∂j h̄ = ∂j
(

κ∂j h̄
)

+
n
∑

i=1

ω̇iWi
ρ̄

hi, (7.7)

and
ρ̄ (∂tYi + uj∂jYi) = ∂j (ρ̄Di∂jYi) + ω̇iWi, (7.8)

which account for the conservation of energy and a generic species i, re-
spectively.

7.3.3. Modified algorithm

The slow manifold, constructed by the procedure of section 7.2, is invari-
ant under the dynamics of the system (1.9), which only accounts for the
chemical source terms. Since, at each lattice point of the domain, the LB
equations also contain advection and diffusion terms, the computed grid
is not invariant with respect to the LB dynamics (see Fig. 7.1). On the
other hand, the time scales associated with chemical reactions are typically
faster than the time scales of the flow. In this case, we can still use the
chemical slow invariant manifold for speeding up computations. To this
end, we suggest to modify the LB algorithm of section 7.3.1 as follows:
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7.3. Lattice Boltzmann method for reactive flows

Figure 7.1.: Starting from an initial state I∗, the LB dynamics runs out of
the chemical slow manifold.

• COLLISION

h̃∗α (x, t) = h̃α (x, t)− 1
τT

[

h̃α (x, t)− h̃eqα (h,u)
]

,

Ỹiα (x, t) = Yiα (x, t)− 1
τYi

[Yiα (x, t)− Y eqiα (Y,u)] ,
(7.9)

• STREAMING + REACTION

h̃α (x+ eα, t+ δt) = h̃∗α (x, t) + wαQh,

Ỹ ∗iα (x+ eα, t+ δt) = Ỹiα (x, t) + wαQYi ,
(7.10)

• POPULATION CORRECTION

Yiα (x, t) = Y ∗iα (x, t) + ψiα. (7.11)

Here, we have reformulated the temperature evolution equations in terms
of dimensionless enthalpy: h̃ = h/h0, with h0 a reference enthalpy. Now,
the equilibrium populations and the heat source term are given by

h̃eqα = wαh̃
[

1 + 3
(

eαu
T
)

+ 9
2

(

eαu
T
)2 − 3

2u
2
]

,

Qh = 1
h0

(

n
∑

i=1

ω̇iWi
ρ̄
hi

)

t0δt.
(7.12)

The correction step (7.11) can be understood by referring to Fig. 7.1.
The LB dynamics brings the initial state I∗ (located on the chemical slow
manifold) to the point E∗ (slightly off-manifold). Nevertheless, assuming
that such a manifold is still attractive for the overall dynamics, E∗ has to
quickly relax to the point M∗. This relaxation occurs along the local fast
direction, towards a manifold computed under the fixed mixture enthalpy
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7. Coupling within the lattice Boltzmann method

Figure 7.2.: Schematic representation of the 1D setup.

and element fractions (6.6) of state E∗. Let (M∗ − E∗)(i) be the i-th
element of vector (M∗ − E∗), the correction terms are evaluated by the
conditions

∑

α

ψiα = (M∗ − E∗) (i) ,
∑

α

eαψiα = 0,
∑

α

e2
αψiα = 0,

(7.13)

meaning that the zero-th order moment of Yiα collapses from E∗ to M∗,
while none of other moments are affected. The conditions (7.13) are writ-
ten for the 1D lattice of Fig. 3.1, but the same idea can be easily applied
to a larger lattice, too.

The described procedure intends to get rid of the fast motions which re-
quire explicit solvers, like the LB method, to choose a small time step. Fi-
nally, notice that the source terms in (7.10) are now obtained from tables
via interpolation.

7.4. Example: Plane flame propagation

In the following, we consider a stoichiometric hydrogen-air mixture enter-
ing an adiabatic channel (constant cross section) under room conditions
(T = 300K, p = 1bar) at fixed velocity. A heat source is placed at the
outlet in order to ignite the mixture (see Fig. 7.2). The background
flow, from equation (3.1), keeps both pressure and velocity field uniform
in space and time. A flame front is formed and propagates upstream since
the laminar flame speed is larger than the flow velocity. For simplicity,
we use the assumption of equal diffusivity D for all species and Lewis
number Le = κ/D = 1. In this case, the mixture enthalpy h̄ and the
element fractions (6.6) remain constant throughout the domain, and the
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7.4. Example: Plane flame propagation

reduced dynamics takes place along the invariant grid constructed under
fixed pressure, mixture-averaged enthalpy at stoichiometric proportions.
Notice however that, the latter assumption is not restricting and a gen-
eralization is obtained by extending the invariant grid with enthalpy and
element fractions as additional degrees of freedom. On the other hand, in
premixed systems, those quantities are conserved up to small fluctuations
and, for such applications, the above approximation is often sufficient. Fi-
nally, in combustion problems with low-Mach number, the pressure p can
be considered constant for most cases.

7.4.1. 2D reduced description

In our study, the detailed mechanism of Li et al [44] (9 species, 21 ele-
mentary reactions) for hydrogen combustion is considered, and we search
for a reduced description with only two degrees of freedom. To this end,
let us construct the 2D quasi equilibrium grid for a stoichiometric H2-air
mixture under fixed pressure p = 1bar and enthalpy h̄ = 2.8kJ/kg, cor-
responding to the temperature T0 = 300K of a stoichiometric unburned
mixture H2 + 0.5O2 + 1.88N2. The vector set {mj} in (5.1) is used to re-
parameterize the original variables Yi in terms of new ones ξj , which are
expected to follow a slow dynamics. Many suggestions for defining slow
lumped variables in chemical kinetics are known in the literature, and for
our purposes we use

ξ1 =
9
∑

i=1

Yi
Wi

, ξ2 =
YO
WO

+
YOH
WOH

+
YH2O

WH2O

, (7.14)

expressing the total number of moles (slow dissociation/recombination re-
actions) and free oxygen (slow reactions where the O−O bond is broken),
respectively (see, e.g., [65]). It is important to stress that, though the
choice of {mj} affects the accuracy of the quasi equilibrium grid in de-
scribing the slow manifold, the latter grid is anyway refined and the final
result does not depend on the initial guess (see chapter 4). First of all,
starting from the steady state, equations (5.45) are solved moving along ξ1

with ε1 = 1.8× 10−4. Second, the grid is extended along ξ2 with ε2 = ε1

and the construction ends when the concentration point, corresponding to
the unburned mixture, is reached. The 2D quasi equilibrium grid, shown
in Fig. 7.3, is relaxed to the invariant grid using equation (2.23), where the
projector is thermodynamic and constructed according to (6.9). We have
chosen the parameter δt = 1 × 10−8, and the convergence ratio between
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Figure 7.3.: Six coordinates of the 2D quasi equilibrium grid for stoi-
chiometric H2-air mixture, under p = 1bar and h̄ = 2.8kJ/kg.
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7.4. Example: Plane flame propagation

the invariance defect and the vector field was set ‖∆‖/‖f‖ ≤ 0.01 at every
grid node. Whenever the latter ratio keeps increasing while refining, the
corresponding grid node is discarded. The 2D refined grid is shown in
Fig. 7.4, and it is compared to the initial quasi equilibrium grid in Fig.
7.5. Notice that, in the low temperature region (T < 800K), the invariant
grid is not convergent, meaning that a 2D description is not enough and
the dimension of the slow invariant manifold is larger than two. The grid
coordinates, the thermodynamic projection of the vector field f and the
two parameters ξ1, ξ2 are redistributed on a regular Cartesian grid, stored
in two dimensional arrays and each grid node is identified by an index pair
(i, j). Any tabulated quantity Q, associated with a generic parameter pair
(

ξ1, ξ2
)

, is reconstructed by linear bi-variate interpolation:

Q = ιAQA + ιBQB + ιCQC + ιDQD, (7.15)

where A, B, C, D are the grid nodes corresponding to (i, j), (i + 1, j),
(i, j+1), (i+1, j+1), respectively, while ιA, ιB , ιC , ιD are the interpolation
weights

ιA = (1− π1) (1− π2) , ιB = π1 (1− π2) ,
ιC = (1− π1)π2, ιD = π1π2,

(7.16)

with π1 =
(

ξ1 − ξ1
A

)/(

ξ1
B − ξ1

A

)

and π2 =
(

ξ2 − ξ2
A

)/(

ξ2
C − ξ2

A

)

. More
details on multi-variate interpolation can be found in the Appendix C.

7.4.2. Setup and comparisons

In the simulation, the length of the adiabatic channel is Lc = 5[mm],
the inlet velocity uin = 1.2[m/s] and the species diffusivity D = 5 ×
10−5m2/s. All quantities given in physical units of time [s] and length [m]
are converted into LB units dividing by the factors

t0 =

(

Lc
uin

)

phys
(

Lc
uin

)

LB

, L0 =
(Lc)phys
(Lc)LB

, (7.17)

respectively. Let δx be the space step, the time step

δtLB =

(

δx

e

)

LB

, δtphys = t0δtLB, (7.18)

is set by defining the ratio (Lc/uin)LB, and e = 1 is the magnitude of
the non-zero lattice velocities of Fig. 3.1. The initial profiles are flat,
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Figure 7.4.: Six coordinates of the refined 2D invariant grid for stoi-
chiometric H2-air mixture, under p = 1bar and h̄ = 2.8kJ/kg.
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corresponding to the unburned mixture with T = 300K, everywhere except
in a neighborhood of the outlet, where the temperature peaks up to T =
1400K, in order to let the mixture ignite. At the inlet, the initial conditions
are imposed while, at the outlet, the fully developed boundary conditions
are used for every field. Because of the stiffness of the chemical source
term, a stable computation, carried out by using the model in section 7.3.1,
requires δtphys ≤ 6×10−8[s]. Notice that, due to unity Lewis number, the
enthalpy is uniform in space and the temperature is given by solving the
uppermost equation in (1.9).

Identical setup can be also simulated using the modified algorithm of sec-
tion 7.3.3, where the reduced description is provided either by the 2D
quasi equilibrium grid or by the refined invariant grid. The latter option
is chosen, results are shown in Fig. 7.6 and compared to the solution of
the original detailed reaction model. The invariant grid does not extend in
the low temperature zone: here, the source terms are evaluated as in the
original model and the correction step (7.11) is not performed. For sim-
plicity, based on the assumption that the variables (7.14) are slow in the
whole concentration space, the point M∗ of Fig. 7.1 is the grid state which
corresponds to the pair

(

ξ1, ξ2
)

computed at E∗. The agreement between
the two models is excellent and, using the modified algorithm, computa-
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Figure 7.6.: Fields along the channel at a given time: detailed model (con-
tinuous line) and reduced model (circles).

tions are stable with the time step δtphys ≤ 5× 10−7[s]. Moreover, in the
latter case the extra effort, due to an additional step (7.11), is counter-
balanced by savings during the computation of the chemical source terms:
indeed, those quantities demand the evaluation of exponential functions
(see (1.2) and (1.3)), whereas for the reduced model a fast look up table is
adopted. As a result, in our simulations, the modified sequence of section
7.3.3, with interpolated source terms QYi , is about 30% faster than the
detailed reaction algorithm, where QYi are explicitly computed. Overall,
the suggested methodology exhibits a speedup of ten times.

7.4.3. Dimension reduction

Let all species have equal diffusivity D, a projection of species evolution
equations in (7.2) onto the invariant grid, according to the slow variables
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(7.14), gives

h̃α (x+ eα, t+ δt)− h̃α (x, t) = − 1
τT

[

h̃α (x, t)− h̃eqα (h,u)
]

+ wαQh,

ξjα (x+ eα, t+ δt)− ξjα (x, t) = − 1
τξ

[

ξjα(x, t)− ξjeqα
(

ξj ,u
)]

+ wαQξj .

(7.19)
Here, the equilibrium populations for the reduced variables ξj read

ξjeqα = wαξ
j

[

1 + 3
(

eαu
T
)

+
9

2

(

eαu
T
)2 − 3

2
u2

]

, (7.20)

where D = δt(2τξ − 1)/6, Qξj =
∑

i

mj (i)QYi , ξ
j =

9
∑

i=1

mj (i)Yi =

3
∑

α=1
ξjα. Now, the setup of section 7.4.2 can be simulated by solving for

only the two lumped variables ξj using (7.19) and tabulated source terms
Qξj , while the flow dynamics still follows (3.1). The result is shown in Fig.
7.7, and all relevant fields Yi

(

ξ1, ξ2
)

, T
(

ξ1, ξ2
)

can be reconstructed by
interpolation on the invariant grid in a post-processing. Here, in the low
temperature region, a 1D induction manifold is used, instead of detailed
chemistry. The induction manifold is obtained by a fit from the detailed
solution and it is parametrized by ξ1. This time, due to the slow dynamics
of ξj , computations are stable with δt ≤ 1× 10−6: yet, as reported in Fig.
7.8, the detailed solution is reproduced with excellent accuracy.

It is worth stressing that a remarkable saving, in terms of memory, is
now achieved, too. Indeed, for the presented 1D problem, the number of
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Figure 7.8.: Detailed solution (continuous lines) vs reduced solution
(circles) reconstructed by parameters of Fig. 7.7.

120



7.5. Example: Premix counterflow flames

0 1 2 3 4 5 6

x 10
−4

4.2

4.4

4.6

4.8

5

time [s]

F
la

m
e 

fr
on

t [
m

m
]

 

 

Slope=1.064 m/s

Figure 7.9.: Flame front position vs time.

density functions, stored at each lattice node, is one fourth. Whenever the
hypothesis of equal diffusivity can be applied, such an approach reveals
to be extremely convenient, especially in the case of larger population
sets needed for 2D and 3D reactive flows. Finally, in Fig. 7.9 the flame
position is shown as function of time. The flame is defined as the point
with the highest heat release Qh at a given time. The linear dependence
indicates that the flame front moves at constant speed given by: SL = slope
+ uin ∼= 2.26m/s. The value of the burning velocity SL is in perfect
accordance with the detailed model prediction (up to 2%) and in a good
agreement with experimental data (see, e.g., [43]).

7.5. Example: Premix counterflow flames

In this section, we consider the so-called counterflow laminar flame as two
dimensional benchmark of the suggested methodology. A well premixed
stoichiometric H2-air mixture is uniformly ejected from two parallel sta-
tionary flat nozzles, located at y = ±Ly. When properly ignited, the fuel
reacts generating two twin flames in this counterflow, while the burned
gas exits the domain along the x-direction. As illustrated in the sketch
of Fig. 7.10, under the assumption of symmetrical flow with respect to
the stagnation lines x = 0 and y = 0, the computational domain can be
restricted to the region where x ≥ 0 and y ≥ 0.
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Figure 7.10.: Layout of the counterflow laminar flame.

In the present configuration, the half-length of the gap between the two
nozzles is Ly = 2[mm], the computational domain is rectangular with
aspect-ratio Lx/Ly = 1.67, and symmetry conditions at the stagnation
lines are used. At the inlet, we impose a constant velocity uin = −2.4[m/s],
room temperature Tin = 300[K], pressure p = p0 = 1[bar] and species
concentrations corresponding to the unburned mixture. At the outlet,
the pressure is constant p = p0, and we utilize fully developed boundary
conditions as discussed below.

7.5.1. Flow field

In our simulation, we adopt a 200(Nx) × 120(Ny) grid, and a constant
kinematic viscosity: ν = 1.6 × 10−5[m2/2]. At the inlet, the equilibrium
populations, corresponding to the pressure p = p0 = 1[bar] and velocities
ux = 0, uy = uin, are maintained. In order to implement symmetry
condition, we apply the mirror bounce-back scheme to the missing pressure
density functions along the stagnation line x = 0:

px = pmx, pxy = pmxy, pxmy = pmxmy, (7.21)
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while along the line y = 0,

py = pmy, pxy = pxmy, pmxy = pmxmy. (7.22)

At the outlet, the fully developed boundary conditions are imposed by re-
placing all pressure populations with the corresponding equilibrium pop-
ulations evaluated with p = p0, and velocities at the neighbor node along
x:

pα (Nx) = peqα (p0, ux (Nx − 1) , uy (Nx − 1)) . (7.23)

Finally, the wall of the nozzle at the end of the upper limit of the domain
is simulated using five nodes, where the standard bounce-back condition
is imposed:

pmy = py, pxmy = pmxy, pmxmy = pxy. (7.24)

It has been proved that the lattice Boltzmann method is able to reproduce
the results of conventional methods (finite differences) in the case of coun-
terflow with high accuracy [69]. Figure 7.11 shows the streamlines of the
flow field when the steady solution is reached, while in Fig. 7.12 we report
the normalized velocities (with respect to uin) along the stagnation lines.

7.5.2. Temperature and concentration fields

In the following, we simulate the temperature and concentration fields
using both the full model and a reduced one (two degrees of freedom).
For the sake of simplicity, here we assume equal diffusion coefficients
Di = D = 5 × 10−5[m2/s] for all species, and unity Lewis number:
Le = D/κ = 1. In this case, the two dimensional invariant grid of Fig.
7.4 can be adopted as reduced description of the detailed model. Accord-
ing to the procedure of section 7.4.3, here we apply the lattice Boltzmann
equation only to the invariant manifold parameters ξ1,2 (7.14), and all the
relevant fields are reconstructed in a post-processing via bi-linear interpol-
ation on the grid tables. Similarly to the pressure populations, the mirror
bounce-back scheme is used as boundary condition for the missing density
functions, Yi,α, ξiα, along the stagnation lines. At the inlet, the equilib-
rium populations corresponding to the unburned mixture are constantly
imposed, while at the outlet we make use of the following extrapolation:

Yiα (Nx) = Yiα (Nx − 1) , ξiα (Nx) = ξiα (Nx − 1) , (7.25)
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Figure 7.11.: Streamlines of the background flow field.

for the detailed and reduced model, respectively. The nozzle wall is sup-
posed to be adiabatic and the usual bounce-back condition is adopted.
Because of unity Lewis number, the mixture-averaged enthalpy h̄ remains
constant throughout the entire domain, thus it is dependent on the species
concentrations according to the uppermost equation in (1.9).

In both models, the mixture, initially under room temperature T0 =
300[K], is ignited by placing a hot spot at the origin of the reference
system. A comparison between the detailed and reduced fields, along the
stagnation line x = 0, is shown in Fig. 7.13 at the same time instant
t = 1.05[ms], and an excellent agreement is demonstrated.

Moreover, in Figures 7.14, 7.15, 7.16, 7.17, 7.18, 7.19, we report a sequence
of snapshots where concentration and temperature fields are shown in the
whole computational domain. On the basis of the present study, we can
argue that the reduced model is indeed able to match the detailed solution
with high accuracy. However, similarly to the one-dimensional example
in section 7.4.3, the time step δt needed for stably solving the lattice
Boltzmann equations can be increased by one order of magnitude in the
reduced model.

Remark-Notice that, in the case of low-Mach number combustion and fixed
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7.5. Example: Premix counterflow flames
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Figure 7.12.: Distribution of non-dimensional velocities along the sym-
metry axis.
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7. Coupling within the lattice Boltzmann method

pressure, the above assumptions (on the Lewis number Le) can be gradu-
ally relaxed, so that three cases of different complexity are obtained.

1. Equal diffusivities with Le = 1. Even though this might lead to an
inaccurate approximation for hydrogen systems (e.g. quite different
diffusivities should be used for light species such as H2 and H), here
it is considered for validation purposes. Moreover, such a condition
is of interest for simulating turbulent flames [45].

2. Equal diffusivities with Le 6= 1. In this case, the element compos-
ition is conserved but the mixture-averaged enthalpy h̄ changes in
the domain. Now, the conservation equation for enthalpy has to be
solved along with the species equations (see (7.19)), and the reduced
system is fully described by three variables (q + 1 variables in the
general case of a q-dimensional invariant grid): ξ1, ξ2 and h̄. Hence,
the construction of chapter 6 has to be performed for a discrete set
of enthalpies.

3. General case. In general, also the element composition varies in the
domain due to differential diffusion effects. Thus, equations for the
lumped variables ξj , mixture enthalpy h̄ and the element mole num-
bers Nk (6.6) need to be solved, whereas a generic tabulated quantity
is function of additional variables: Q = Q

(

ξ1, ξ2, h̄, NH , NO
)

. The
evolutionary equation for the element mole number Nk is obtained
combining (1.11) and (7.8):

ρ̄ (∂tNk + uj∂jNk) = ∂j

(

ρ̄∂j

(

n
∑

i=1

DiµikYi
Wi

))

, (7.26)

where

Nk =
n
∑

i=1

µikYi
Wi

.

For mass is conserved, the contribution due to the source terms ω̇i
vanishes in (7.26). Formula (7.26) can be recast as follows:

ρ̄ (∂tNk + uj∂jNk) = ∂j
(

ρ̄D̄k∂jNk
)

+ ∂j
(

ρ̄Nk∂jD̄k
)

, (7.27)

where the quantity

D̄k =

(

n
∑

i=1

DiµikYi
Wi

)/

Nk,

126



7.6. Conclusions

0 1 2
0

0.01

0.02

0.03
Y

H
2

0 1 2
0

1

2

x 10
−3

Y
H

0 1 2
0

2

4

6

8
x 10

−3

Y
O

0 1 2
0

0.005

0.01

0.015

Y
O

H

0 1 2
0

0.1

0.2

Y
O

2

0 1 2
0

0.1

0.2

Y
H

2O
0 1 2

0

2

4

6
x 10

−4

y [mm]

Y
H

O
2

0 1 2
0

1

2
x 10

−5

y [mm]

Y
H

2O
2

0 1 2
0

1000

2000

y [mm]
T

 [K
]

Figure 7.13.: Comparison between detailed (line) and reduced (circles)
concentration and temperature profiles along the stagnation
line x = 0 at the fixed time instant t = 1.05[ms].

can be also tabulated as a function of grid parameters. Notice that,
equation (7.27) presents the same form as the species equations (7.8)
with diffusivity D̄k and source term ∂j

(

ρ̄Nk∂jD̄k
)

. Therefore, the
latter partial differential equation can be still solved using a lattice
Boltzmann type equation with the relaxation parameter τ = τ

(

D̄k
)

of the form (7.5). Nevertheless, this time the source term in (7.27)
is non-local and it needs to be evaluated, e.g., with finite differences.

7.6. Conclusions

In this chapter, we suggest a methodology for using accurate reduced chem-
ical kinetics in combination with a lattice Boltzmann solver for simulating
reactive flows. It has been shown that the MIG is suitable for providing
the reduced description of chemistry, and this approach enables to cope
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Figure 7.14.: Detailed model using the D2Q9: evolution of the temperat-
ure field.
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a 2-dimensional invariant grid: evolution of the temperature
field.
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Figure 7.16.: Detailed model using the D2Q9: evolution of OH mass
fraction.

130



7.6. Conclusions

y 
[m

m
] Time=0.0000 [ms]

 

 

0 1 2 3
0

1

2

y 
[m

m
] Time=0.2101 [ms]

0 1 2 3
0

1

2

y 
[m

m
]

x [mm]

Time=0.4202 [ms]

0 1 2 3
0

1

2

y 
[m

m
] Time=0.6303 [ms]

0 1 2 3
0

1

2

y 
[m

m
] Time=0.8403 [ms]

0 1 2 3
0

1

2
y 

[m
m

]

x [mm]

Time=1.0504 [ms]

0 1 2 3
0

1

2

0 0.002 0.004 0.006 0.008 0.01

Figure 7.17.: Reduced model using the D2Q9 lattice in combination with a
2-dimensional invariant grid: evolution of OH mass fraction.
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Figure 7.18.: Detailed model using the D2Q9: evolution of O mass
fraction.
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Figure 7.19.: Reduced model using the D2Q9 lattice in combination with
a 2-dimensional invariant grid: evolution of O mass fraction.
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7. Coupling within the lattice Boltzmann method

with stiffness when solving the LB species equations due to the possibility
of choosing a lager time step δt. This is particularly desirable in the case
of explicit solvers, and it results in a remarkable speedup.

Moreover, we show that the number of fields involved in the computation
can be drastically reduced, and this aspect is of paramount importance
because it effectively addresses the issue of large memory demand. In-
deed, while simulating reactive flows with detailed chemistry by the lat-
tice Boltzmann method, the number of fields (density functions) stored
in memory is remarkably large compared to conventional methods by a
factor ranging from tens to hundreds in the case of 2- and 3-dimensional
problems. Therefore, for instance, detailed LB simulations of 2- and 3-
dimensional hydrocarbon flames (with hundreds of chemical species) are
currently not affordable. In this respect, the present study intends to be a
first step toward the efficient, yet accurate, solution to this problem. Ap-
plications with hydrocarbon fuels (e.g. methane) and more sophisticated
LB models, capable to take into account compressibility effects, shall be
considered in the near future.
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The better the thoughts are
expressed - the more the nail
has been hit on the head.

L. Wittgenstein (1889 - 1951)

8. Conclusions and outlook

In this thesis, the problem of reducing the description of a detailed reaction
mechanism is addressed. To this end, a novel automated methodology is
elaborated and validated for combustion applications. The suggested tech-
nique follows a consistent approach of constructing accurate approxima-
tions of invariant manifolds for the system of kinetic equations. It turns
out that the procedure of model reduction can be split in two separated
processes: first the approximate slow invariant manifold (SIM) of a dy-
namical system is constructed, second the reduced equations of the slow
motion along such a manifold and the fast motion towards it are studied.

The core of the construction of SIM (method of invariant grid, MIG for
short) is based on two refinement procedures, associated with an algorithm
for generating an initial rough and cheap approximation of the slow invari-
ant manifold. In this respect, a SIM can be considered as the stable fixed
point of Newton-like iterations aiming at solving the invariance condition,
linearized and treated as an equation. Moreover, it is shown that the re-
laxation of the film equation represents an alternative and effective way
of refining non-invariant manifolds, with an embarrassingly simple imple-
mentation. A novel relaxation method, which is not restricted by the
Courant instability due to an implicit construction of the projector, is also
presented and validated in the case of a detailed hydrogen mechanism.

Based on the notion of quasi equilibrium manifold (QEM), a new algorithm
for a fast generation of initial SIM approximations is here suggested and
validated. It turns out that thermodynamics is useful for at least two as-
pects of model reduction. First of all, it helps in defining a QEM regarded
as the locus of minima of the thermodynamic Lyapunov function (entropy,
free energy, free enthalpy, depending on the context) of the kinetic sys-
tem. Second, once the refinement procedure is terminated and the slow
sub-space has been found, defining the thermodynamic projector on the
invariant manifold enables us to reconstruct “a posteriori” also the fast
subspace, spanned by the null space of the latter projector. As a result, a
less stiff dynamical system of equations, governing the slow motion on the
manifold, can be written and solved.
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8. Conclusions and outlook

Finally, it is shown that the method of invariant grid represents a valu-
able tool when simulating reactive flows using the lattice Boltzmann (LB)
method. Validations are presented in the case of one dimensional freely
propagating flame, and two dimensional laminar counter-flow flames. To
the best of my knowledge, these are the first applications of a reduced re-
action mechanism within the lattice Boltzmann framework. For the sake
of simplicity, here the simple LB model of Yamamoto et al. for reactive
flows has been employed, where reactions do not affect the flow field.

On one hand, this does not represent a limitation “per se”, and the presen-
ted methodology can be utilized in combination with more sophisticated
models without any restrictions. On the other, the outcome of coupling
the LB method with MIG reduced mechanisms is very promising, and it
is surely a motivation for further investigations. Indeed, a continuation of
this work can be achieved when simulating the flow field using fully com-
pressible models, establishing so the missing link between the flow field
and reactions. In fact, accurate and consistent models for compressible
flow simulations on standard LB lattices have been proposed very recently
(see, e.g., [54]), and their implementation within the context of the sug-
gested methodology is of utmost interest for combustion simulations. In
addition, recent studies (see, e.g., [18]) have introduced novel LB schemes
for turbulent flow simulations, which prove to be competitive to traditional
computational tools.

This certainly paves the way for the development of reliable and effi-
cient software for predicting turbulent reactive flows, based on the LB
method and reduced reaction mechanisms, in realistic engineering applic-
ations where e.g. hydrocarbon fuels are involved.
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9. Nomenclature

Notation

Symbol Explanation

xi chemical species i
n total number of chemical species, number of degrees

of freedom
d number of chemical elements
r number of reaction steps
νs, ν

′
s, ν
′′
s stoichiometric vectors of step s

Ωs,Ω±s reaction rates of step s
k±s reaction rate constants of step s
Ni number of moles of species (element) i
V volume of a chemical reactor
ci molar concentration of species i
As, βs, Eas pre-exponetial factor, temperature exponent and ac-

tivation energy of step s
R universal gas constant
ω̇i rate of change of species i
Kc,s equilibrium reaction rate constant of step s
Yi mass fraction of species i
c,ψ states of the phase-space
T temperature

continued on next page
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9. Nomenclature

Symbol Explanation
(cont.) (cont.)

f vector of motions in the phase-space
ċ time derivative of c
Ui inner energy of species i
Ū mixture-averaged inner energy
hi enthalpy of species i
h̄ mixture-averaged enthalpy
aji, j=1,...,7 tabulated constants of species i
p mixture pressure
Wi molecular weight of species i
ρ̄ mixture density
D element conservation matrix
µik number of atoms of element k in species i
Sabsi,s absolute sensitivity of ci on the rate constant k+

s

Sreli,s relative sensitivity of ci on the rate constant k+
s

J Jacobian matrix
J ′,J ′′ symmetric and non symmetric parts of J
ceqi , c

ss
i molar concentration of species i at steady state

Ω arbitrary manifold
Ωslow slow invariant manifold
D domain of Rn

Ty tangent space of Ω, slow subspace
Ey, L complement to Ty in Rn, fast subspace
P projector onto Ty
im(P ) image of P
ker(P ) null space of P
∆ defect of invariance
ξi ith parameter
W domain in the parameter space

continued on next page

138



Symbol Explanation
(cont.) (cont.)

q dimension of the parameter space
F :W → D immersion
‖η‖ Euclidean norm of an arbitrary vector η
〈η1,η2〉 entropic product between η1 and η2

G, G̃ thermodynamic Lyapunov function
∇G gradient of G
H second derivative matrix of G
I identity matrix
G discrete subset of D (grid)
F |G restriction of F on G
û1, ..., ûq vector basis of thermodynamic projector
Ginv invariant grid
G0 initial grid
DG(η) linear functional acting on an arbitrary vector η
as,f , x

s,f
r,l slow and fast eigenvectors of J

δc shift vector
S intersection between the null space of P and the null

space of D
ĥ dimension of S
b1, ..., bĥ vector basis of S
δ1, ..., δĥ unknowns in the Newton method
δt time step
–h damping parameter for Newton method
DMQN lattice boltzmann model where M = 1, 2, 3 and N :

number of discrete velocities
pα pressure distribution function, pressure populations
fα density distribution function
p0, pref reference pressure

continued on next page
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9. Nomenclature

Symbol Explanation
(cont.) (cont.)

ρ0 reference density
eα particle velocity in the lattice Boltzmann equations
peqα equilibrium pressure populations
feqα equilibrium density populations
u fluid velocity
wα equilibrium population weight
τF relaxation parameter
ν kinematic viscosity
H H-function
a
s,f
i , bs,fi CSP vectors
As,f ,B

s,f , τ CSP matrices
δij Kronecker delta
m1, ...,mq parameterization vectors
λi eigenvalue of J
Q ILDM transition matrix
Jsym symmetrized Jacobian matrix
Q̃f spectral projector
δH Hausdorff distance
E QEG constraint matrix
ε small parameter
ρi vector in the null space of D
ti vector in the null space of E
s̄ mixture-averaged entropy
si entropy of species i
Xi mole fraction of species i
φ equivalence ratio
φi specific mole number of species i
Q tabulated quantity

continued on next page
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Symbol Explanation
(cont.) (cont.)

ιi weight for interpolation
T0 reference temperature
T̃ dimensionless temperature
T̃α temperature distribution function
T̃ eqα equilibrium population for temperature
Yiα mass fraction distribution function
Y eqiα equilibrium population for mass fraction of species i
QT , QYi source terms in the lattice Boltzmann equation
Qh, Qξi source terms in the lattice Boltzmann equation
C̄p mean specific heat of a gas mixture
κ thermal diffusivity
Di diffusion coefficient of species i
t0 time conversion factor
()LB lattice Boltzmann units
()phys physical units
h0 reference enthalpy
h̃ dimensionless enthalpy
h̃α enthalpy distribution function
h̃eqα equilibrium population for enthalpy
h̃∗α, Y

∗
iα intermediate populations

ψiα correction term
Le Lewis number
πi weighting function
Lc, Lx, Ly channel dimensions
uin inlet velocity
Tin inlet temperature
δx space step
ξjα distribution function of a grid parameter

continued on next page
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9. Nomenclature

Symbol Explanation
(cont.) (cont.)

ξjeqα equilibrium population for a grid parameter
SL burning velocity
Cpi specific heat of species i under constant pressure
Cvi specific heat of species i under constant volume
–λ, –λk Lagrange multipliers
SIM slow invariant manifold
QSSA quasi steady state assumption
ILDM intrinsic low dimensional manifold
CSP computational singular perturbation
MIG method of invariant grids
CFD computational fluid dynamics
LB lattice Boltzmann
N-S Navier-Stokes
QEM quasi equilibrium manifold
QEG quasi equilibrium grid
QEGA quasi equilibrium grid algorithm
SQEM spectral quasi equilibrium manifold
SQEG spectral quasi equilibrium grid
SEILDM symmetric entropic intrinsic low dimensional mani-

fold
ODE ordinary differential equation
GQEG guided quasi equilibrium grid
SEGQEG symmetric entropic guided quasi equilibrium grid
RCCE rate controlled constrained equilibrium
RK4 Runge-Kutta 4-th order
RRM relaxation redistribution method
H2 hydrogen
O2 oxygen

continued on next page
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Symbol Explanation
(cont.) (cont.)

N2 nitrogen
H2O water
H hydrogen radical
O oxygen radical
OH hydroxyl radical
HO2 hydroperoxyl radical
H2O2 hydrogen peroxide
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A. Lyapunov function and its
derivatives

Here, we assume that the reaction kinetic equations (1.4), together with a
proper closure, describe the temporal evolution of a closed reactive system
towards a unique steady state. In particular, three classical conditions are
considered in this study:

1. isochoric isothermal system;

2. isobaric isenthalpic system;

3. isolated system.

Due to the second law of thermodynamics, for all those cases there exists
a strictly convex function, only dependent on the state, that decreases
monotonically in time under the dynamics dictated by the kinetic equa-
tions. Such a function is a global Lyapunov function with respect to the
system of kinetic equations, and it reaches its global minimum at the
steady state. In particular, under isochoric and isothermal conditions, a
Lyapunov function is related to the mixture Helmholtz free energy

G =
n
∑

i=1

ci

[

ln

(

ci
cssi

)

− 1

]

, (A.1)

expressed in terms of molar concentrations ci, where css = (css1 , ..., c
ss
n ) is

the steady state. In this case, the first and second derivatives of G take a
particularly simple form:

∇G (i) =
∂G

∂ci

∣

∣

∣

∣

V,T

= ln

(

ci
cssi

)

, H(i, j) =
∂2G

∂ci∂cj

∣

∣

∣

∣

V,T

= δij
1

ci
, (A.2)

with δij denoting the kronecker delta.

For both isobaric isenthalpic mixtures and isolated systems, the Lyapunov
function is related to the specific mixture-averaged entropy (in mass units)
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A. Lyapunov function and its derivatives

as follows:

G = − 1

W̄

n
∑

i=1

[

si (T )−R ln (Xi)−R ln

(

p

pref

)]

Xi+

d
∑

k=1

(

–λk

n
∑

i=1

µik
Wi

Yi

)

,

(A.3)

where the evaluation of the Lagrange multipliers –λk is discussed below,
while the mixture mean molecular weight W̄ and the mole fraction Xk can
be expressed in terms of the mass fractions as

W̄ =
1

n
∑

j=1

Yj/Wj

, Xk =
Yk

Wk
n
∑

j=1

Yj/Wj

. (A.4)

The specific entropy sj of species j depends on temperature as follows

sj (T ) = R
(

a1j ln T + a2jT +
a3j

2
T 2 +

a4j

3
T 3 +

a5j

4
T 4 + a7j

)

, (A.5)

and pref represents a reference pressure, which generally is assumed to be
1bar. This time, the computation of the gradient ∇G and the Hessian
matrix H is not straightforward any longer, since (A.3) explicitly depends
on the temperature, which is in turn implicit function of h̄ or Ū through
the non-linear relations in (1.8) and (1.10).

During our study, three approaches have been implemented and tested.
The first approach is named finite differencing, and it approximates the
exact first derivative (e.g. for isobaric isenthalpic systems) making use of
the following ratio:

∂G

∂ci

∣

∣

∣

∣

p,h̄

∼= G (T ′, . . . , ci + ε, . . .)−G (T, . . . , ci, . . .)

ε
, (A.6)

with the temperature T ′ evaluated by solving (e.g. iteratively by Newton-
Raphson method) the following equation:

h̄ (T ′, . . . , ci + ε, . . .) = h̄ (T, . . . , ci, . . .) . (A.7)

In general, first derivatives are evaluated using either forward (such as
(A.6)) or backward approximations, while central schemes are preferred
for second derivatives. Moreover, in order to improve the accuracy, the
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positive small parameter ε must be chosen of the order of the square root
of machine precision. More details can be found in [8].

According to the second approach, it is possible to differentiate (in prin-
ciple up to any order) the subroutine itself which evaluates the function
(A.3): generally, such a technique is referred to as automatic differenti-
ation (AD). In our case with fixed h̄ and p, the AD was applied to the
main subroutine implementing (A.3), where the temperature is given by a
secondary subroutine implementing a Newton-Raphson method for solv-
ing the enthalpy conservation equation in (1.10). The AD systematically
applies the chain rule to the full sequence of elementary assignments in
the code, and it provides with exact values of the derivatives, which are
thus not affected by any round-off errors (unlike the finite differencing).
However, by using INTLAB [62] for Matlab, we have found that the AD is
slower than the finite differencing by an order of magnitude. Finally, it is
possible to find the exact form of the derivatives of G, and in the following
we first illustrate this approach for an isobaric isenthalpic reactor.

The mixture-averaged specific enthalpy for an ideal mixture is

h̄ (T, Yi) =
n
∑

i=1

hi (T )Yi. (A.8)

The total differential dh̄ takes the form:

dh̄ (T, Yi) =
∂h̄

∂T

∣

∣

∣

∣

Yi

dT +
∂h̄

∂Y1

∣

∣

∣

∣

T,Yi6=1

dY1 + · · ·+ ∂h̄

∂Yn

∣

∣

∣

∣

T,Yi6=n

dYn. (A.9)

Setting dh̄ = 0 (isenthalpic system), and recording the definition of mixture-
averaged specific heat under constant pressure C̄p and specific enthalpies
hi, the exact differential of temperature is written as:

dT = − 1

C̄p (T, Y1, ..., Yn)

n
∑

i=1

hi (T )dYi. (A.10)

In other words, the partial derivatives of temperature under constant pres-
sure and mixture-averaged specific enthalpy read:

∂T

∂Yi

∣

∣

∣

∣

p,h̄

= − hi (T )

C̄p (T, Y1, ..., Yn)
= − hi (T )

n
∑

j=1

Cpj (T )Yj

, (A.11)
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A. Lyapunov function and its derivatives

where the fit for the specific heat Cpj of species j takes the form [40]

Cpj (T ) = R
(

a1j + a2jT + a3jT
2 + a4jT

3 + a5jT
4
)

. (A.12)

The derivative of (A.11), with respect to Yj , reads

∂2T

∂Yi∂Yj

∣

∣

∣

∣

p,h̄

=
hi (T )Cpj (T )

C̄2
p (T, Y1, ..., Yn)

− hi (T )hj (T )

C̄3
p (T, Y1, ..., Yn)

n
∑

k=1

Yk
∂Cpk
∂T

(T ).

(A.13)
By making use of the relations (A.4) and the chain rule, it is now possible
to write explicitly the components of the gradient ∇G,

∂G

∂Yi

∣

∣

∣

∣

p,h̄

= − si
Wi
− ∂T

∂Yi

∣

∣

∣

∣

p,h̄

n
∑

k=1

Yk
Wk

∂sk
∂T

+
R
Wi

ln

(

YiW̄

Wi

)

+

R
Wi

ln

(

p

pref

)

+
d
∑

k=1

–λk
µik
Wi

,

(A.14)

and of the Hessian matrix H ,

∂2G

∂Yi∂Yj

∣

∣

∣

∣

p,h̄

=
−1

Wi

∂si
∂T

∂T

∂Yj

∣

∣

∣

∣

p,h̄

− 1

Wj

∂sj
∂T

∂T

∂Yi

∣

∣

∣

∣

p,h̄

−

∂2T

∂Yi∂Yj

∣

∣

∣

∣

p,h̄

n
∑

k=1

Yk
Wk

∂sk
∂T
−

∂T

∂Yi

∣

∣

∣

∣

p,h̄

∂T

∂Yj

∣

∣

∣

∣

p,h̄

n
∑

k=1

Yk
Wk

∂2sk
∂T 2

+
R
Wi

(

δij
Yi
− W̄

Wj

)

.

(A.15)

Let us assume that the steady state of the system has been computed (e.g.
using STANJAN [59]). Let ∂G∗/∂Yi be the first derivative of G, at the
steady state, evaluated by setting –λk = 0, k = 1, ..., d, in (A.14). Imposing
the following zero-gradient condition at the steady state (point of global
minimum):







µ11

W1
. . . µ1d

Wd
...

. . .
...

µn1

W1
. . . µnd

Wd













–λ1

...
–λd






= −







∂G∗

∂Y1

...
∂G∗

∂Yn






, (A.16)

and applying the first Gauss transformation to the rectangular algebraic
system (A.16), the condition for the Lagrange multipliers –λk is explicitly
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written:







µ11

W1
. . . µ1d

Wd
...

. . .
...

µn1

W1
. . . µnd

Wd







T 





µ11

W1
. . . µ1d

Wd
...

. . .
...

µn1

W1
. . . µnd

Wd













–λ1

...
–λd






=

−







µ11

W1
. . . µ1d

Wd
...

. . .
...

µn1

W1
. . . µnd

Wd







T 





∂G∗

∂Y1

...
∂G∗

∂Yn






.

The case of an isolated system (Ū , V = const) can be analyzed in a similar
manner. Indeed, the only changes concern the partial derivatives (A.11)
and (A.13),

∂T

∂Yi

∣

∣

∣

∣

V,Ū

= − Ui (T )

C̄v (T, Y1, ..., Yn)
= − Ui (T )

n
∑

j=1

Cvj (T )Yj

,

∂2T

∂Yi∂Yj

∣

∣

∣

∣

V,Ū

=
ei (T )Cvj (T )

C̄2
v (T, Y1, ..., Yn)

− Ui (T )Uj (T )

C̄3
v (T, Y1, ..., Yn)

n
∑

k=1

Yk
∂Cvk
∂T

(T ),

where C̄v is the mixture-averaged specific heat under constant volume, and
Cvj(T ), for any species j, is given by the Meyer relation:

Cvj = Cpj −R.

Moreover, now the mixture density ρ̄ is constant while the pressure

p = ρ̄RT
n
∑

i=1

Yi
Wi

changes in time, and this needs to be taken into account in formulas (A.14)
and (A.15).

Note however that, in chapter 6 the isolated chemical system is described
in terms of molar concentrations ci, and in this case it proves more conve-
nient to deal with the Lyapunov function (6.3). Indeed now the mixture
density (conserved quantity) can be expressed as a linear combination of
molar concentration, ρ̄ =

∑n
i=1 Wici, and already taken into account for

constructing the Lyapunov function. Thus, all derivatives are computed
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A. Lyapunov function and its derivatives

under fixed Ū , and their explicit expressions are derived below. The con-
servation of the mixture-averaged internal energy can be written

C̄vdT +
1

ρ̄

∑n

k=1
WkUk (T )dck = 0,

so that the first and second partial derivatives of temperature with respect
to molar concentrations take the form:

∂T

∂ci

∣

∣

∣

∣

Ū

= −WiUi (T )

ρ̄C̄v
, (A.17)

∂2T

∂cj∂ci

∣

∣

∣

∣

Ū

= −
Wi

(

C̄v
dUi
dT

∂T
∂cj

∣

∣

∣

Ū
− Ui ∂C̄v∂cj

∣

∣

∣

Ū

)

ρC̄2
v

, (A.18)

where

C̄v =
1

ρ̄

∑n

k=1
WkCvk (T ) ck,

∂C̄v
∂cj

∣

∣

∣

∣

Ū

=
1

ρ̄

[

∂T

∂cj

∣

∣

∣

∣

Ū

(

∑n

k=1
Wk

dCvk
dT

ck

)

+WjCvj (T )

]

.

By definition, mole fractions and molar concentrations are related by

mix =
∑n

j=1
cj, Xk =

ck
mix

,

so that the following condition holds:

∂Xk
∂ci

=
δkimix− ck

mix2
.

The gradient of the G function (6.3) has the following components:

∂G

∂ci

∣

∣

∣

∣

Ū

= −1

ρ̄

[

∂T

∂ci

∣

∣

∣

∣

Ū

(

∑n

k=1

dsk
dT

ck

)

+ si

]

+
R
ρ̄

ln

(

ci
∑n
k=1 ck

)

+

R
ρ̄

[

ln

(

p

pref

)

+

∑n
k=1 ck
p

∂p

∂ci

∣

∣

∣

∣

Ū

]

+
∑d

k=1
–λkµik + –λWi,

(A.19)

where

p = RT
∑n

k=1
ck,

∂p

∂ci

∣

∣

∣

∣

Ū

= R ∂T

∂ci

∣

∣

∣

∣

Ū

∑n

k=1
ck +RT,
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while the Hessian matrix of G is computed as follows:

∂2G

∂cj∂ci

∣

∣

∣

∣

Ū

= −1

ρ̄

∂2T

∂cj∂ci

∣

∣

∣

∣

Ū

(

∑n

k=1

dsk
dT

ck

)

−

1

ρ̄

∂T

∂ci

∣

∣

∣

∣

Ū

∂T

∂cj

∣

∣

∣

∣

Ū

(

∑n

k=1

d2sk
dT 2

ck

)

−

1

ρ̄

∂T

∂ci

∣

∣

∣

∣

Ū

dsj
dT
− 1

ρ̄

∂T

∂cj

∣

∣

∣

∣

Ū

dsi
dT

+
R
ρ̄

∑n
k=1 ck
ci

∂Xi
∂cj

+

R
ρ̄

[

1

p

(

∂p

∂cj

∣

∣

∣

∣

Ū

+
∂p

∂ci

∣

∣

∣

∣

Ū

)

−
∑n
k=1 ck
p2

∂p

∂cj

∣

∣

∣

∣

Ū

∂p

∂ci

∣

∣

∣

∣

Ū

+
1

RT
∂2p

∂cj∂ci

∣

∣

∣

∣

Ū

]

,

and the second derivative matrix of pressure reads

∂2p

∂cj∂ci

∣

∣

∣

∣

Ū

= R
(

∂2T

∂cj∂ci

∣

∣

∣

∣

Ū

∑n

k=1
ck +

∂T

∂ci

∣

∣

∣

∣

Ū

+
∂T

∂cj

∣

∣

∣

∣

Ū

)

.

The Lagrange multipliers –λk and –λ in (A.19) are derived in a similar way
as illustrated for the previous case, by imposing zero gradient at the steady
state.
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B. Jacobian matrix

Let ψ be an arbitrary point of the phase-space. The linearization of the
vector field of motion f about ψ is written:

f (ψ + δψ) ∼= f (ψ) + J (ψ) δψ, (B.1)

where the Jacobian matrix J = [∂fi/∂Yj ] can be related to the Hessian
matrix H =

[

∂2G
/

∂Yi∂Yj
]

of the Lyapunov function G, and it acts on an
arbitrary vector η as follows:

JηT =
r
∑

s=1

νs
[

Ω+
s

(

αsHη
T
)

− Ω−s
(

βsHη
T
)]

. (B.2)

The matrix J in (B.2) can be decomposed as shown below:

J = J ′ + J ′′, (B.3)

where the two matrices J ′ and J ′′ act as follows:

J ′ηT = −1

2

r
∑

s=1

[

Ω+
s + Ω−s

]

νs
(

νsHη
T
)

, (B.4)

J ′′ηT =
1

2

r
∑

s=1

[

Ω+
s − Ω−s

]

νs
(

(αs + βs)Hη
T
)

. (B.5)

The Jacobian decomposition (B.3) splits J in two parts. The first one J ′

is symmetric in the following sense

η1J
′HηT2 = η2J

′HηT1 , ∀η1,η2, (B.6)

while the second one J ′′ vanishes at the steady state, due to the principle
of detail balance: Ω+

s = Ω−s . In other words, at the steady state of the
system, we have

J = J ′. (B.7)
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B. Jacobian matrix

The symmetric part J ′ is relevant to the MIG method, and it takes the
following explicit form:

n
∑

j=1

J ′ (i, j)η (j) = −
r
∑

s=1

Ω+
s + Ω−s

2
νs (i)

n
∑

j=1

(

HνTs
)

(j)η (j) ,

n
∑

j=1

J ′ (i, j)η (j) = −
r
∑

s=1

n
∑

j=1

Ω+
s + Ω−s

2
νs (i)

(

HνTs
)

(j)η (j) ,

n
∑

j=1

J ′ (i, j)η (j) = −
n
∑

j=1

r
∑

s=1

Ω+
s + Ω−s

2
νs (i)

(

HνTs
)

(j) η (j) ,

J ′ (i, j) = −
r
∑

s=1

Ω+
s + Ω−s

2
νs (i)

(

HνTs
)

(j) . (B.8)

Similarly, the non symmetric part of the Jacobian matrix J ′′ can be written
as follows:

J ′′ (i, j) =
r
∑

s=1

Ω+
s − Ω−s

2
νs (i)

[

H (αs + βs)
T
]

(j) . (B.9)

Remark. Notice that, any function obtained by multiplying G by an ar-
bitrary factor is still a thermodynamic Lyapunov function of the kinetic
equations. Therefore, the matrices J , J ′ and J ′′ can be analytically de-
termined, up to an unknown multiplicative constant, using (B.3), (B.8),
(B.9) and the explicit expressions for H described in the Appendix A.
Nevertheless, if needed, the unknown multiplicative constant can be re-
covered by computing the Jacobian J via automatic differentiation only
at the steady state, and imposing the condition (B.7).
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C. Multi-variate linear
interpolation

Let us consider a q-dimensional invariant grid in a n-dimensional phase-
space. Let Y (ξ1, ..., ξq) be a scalar quantity defined at a generic grid node.
Multi-dimensional interpolation of the function Y , for an arbitrary number
of variables q, is generally a non trivial task. Nevertheless, if the variables
ξi lie on a regular Cartesian grid, the multi-variate linear interpolation
may be a convenient option. To this end, the interpolating process is split
in three steps:

• locating the grid hyper-cube which bounds the interpolant point;

• evaluation of the weighting functions;

• interpolation.

The pertinent hyper-cube can be identified by the coordinates
(

ξ∗1 , ..., ξ
∗
q

)

of one of its corners. Once a reference point
(

ξref1 , ..., ξrefq

)

has been fixed

on the grid, the localizing coordinated are expressed as function of

ξ∗i = ξ∗i

(

ξi − ξrefi
∆ξi

)

, (C.1)

where ∆ξi is the constant stepping along the ith variable, and (ξ1, ..., ξq) is
the interpolant point. Notice that (C.1) can be significantly fast compared
to the case of non-uniform grids, where a proper searching algorithm is
needed. In two dimensions, the interpolation problem is illustrated in
Fig. C.1, where the interpolant point (ξ1, ξ2) and its bounding rectangle
are reported. In this case, let us define a weighting function π, for each
coordinate, as follows

π1 =
ξ1 − ξ1,0

ξ1,1 − ξ1,0
, π2 =

ξ2 − ξ2,0

ξ2,1 − ξ2,0
. (C.2)
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C. Multi-variate linear interpolation

Figure C.1.: Bivariate linear interpolation on a regular Cartesian grid.
From [23]
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The interpolated scalar Y can be expressed in terms of the function values
at the grid points by the relation:

Y = Y (0) (1− π1) (1− π2) + Y (1)π1 (1− π2) +

Y (2) (1− π1)π2 + Y (3)π1π2.
(C.3)

The general procedure for interpolating functions with q variables is de-

scribed below. Let
(

l
(i)
1 , . . . , l

(i)
q

)

identify the points of the bounding

hyper-cube, where l(i)j is a binary number (0, 1), for each coordinate j =
1, ..., q and each cube corner i = 0, ..., 2q − 1. The location of the corner

i, in the variable space, is
(

ξ
1,l

(i)
1

, . . . , ξ
q,l

(i)
q

)

. The numbering scheme is

designed such that the corner number i corresponds to the base 10 rep-
resentation of the base 2 number: l(i)q l

(i)
q−1 . . . l

(i)
1 . Therefore the labels are

related to the point number by

l
(i)
j = int

(

i

2j−1

)

mod 2, (C.4)

where “int” and “mod” implement the integer and the modulo operator,
respectively. The weighting function πj for the jth coordinate takes the
form

πj =
ξj − ξj,0
ξj,1 − ξj,0

, (C.5)

while the the interpolated value is

Y =
2q−1
∑

i=0



Y (i)

q
∏

j=1

(

l
(i)
j πj +

(

1− l(i)j
)

(1− πj)
)



. (C.6)
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D. Detailed mechanism for
hydrogen and air

Reaction As ns Es
1. H2 +O2 ⇋ O +OH 3.55× 1015 -0.41 16.6
2. O +H2 ⇋ H +OH 5.08× 104 2.67 6.29
3. H2 +OH ⇋ H2O +H 2.16× 108 1.51 3.43
4. O +H2O ⇋ OH +OH 2.97× 106 2.02 13.4
5. H2 +M ⇋ H +H +M 4.58× 1019 -1.40 104.38
6. O +O +M ⇋ O2 +M 6.16× 1015 -0.50 0.00
7. O +H +M ⇋ OH +M 4.71× 1018 -1.0 0.00
8. H +OH +M ⇋ H2O +M 3.8× 1022 -2.00 0.00
9. H +O2(+M) ⇋ HO2(+M)a kO 6.37× 1020 -1.72 0.52
10.HO2 + H ⇋ H2 +O2 1.66× 1013 0.00 0.82
11.HO2 + H ⇋ OH +OH 7.08× 1013 0.00 0.30
12.HO2 + O ⇋ O2 +OH 3.25× 1013 0.00 0.00
13.HO2 + OH ⇋ H2O +O2 2.89× 1013 0.00 -0.50
14.HO2 + HO2 ⇋ H2O2 +O2 4.20× 1014 0.00 11.98
15.HO2 + HO2 ⇋ H2O2 +O2 1.30× 1011 0.00 -1.63
16.H2O2(+M) ⇋ 2OH(+M)b kO 1.20× 1017 0.00 45.5

k∞ 2.95× 1014 0.00 48.4
17.H2O2 +H ⇋ H2O +OH 2.41× 1013 0.00 3.97
18.H2O2 +H ⇋ HO2 +H2 4.82× 1013 0.00 7.95
19.H2O2 +O ⇋ OH +HO2 9.55× 106 2.00 3.97
20.H2O2 +OH ⇋ HO2 +H2O 1.00× 1012 0.00 0.00
21.H2O2 +OH ⇋ HO2 +H2O 5.8× 1014 0.00 9.56

Table D.1.: Detailed H2-air reaction mechanism. Units are cm3, mol, sec,
Kcal, K, and ks(T ) = AsT

nsexp(−Es/RT ). aTroe parameter
is: Fc = 0.8. Efficiency factors are: εH2O = 10.0, εH2 = 1.0
and εO2 = −0.22. bTroe parameter is: Fc = 0.5. Efficiency
factors are: εH2O = 11.0, εH2 = 1.5.
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D. Detailed mechanism for hydrogen and air
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E. Equilibrium populations for
lattice Boltzmann

Figure E.1.: Entropic equilibrium population feqxy for the standard lattice
Boltzmann stencil D2Q9, with εk = 1× 10−2.

For illustration purposes, here we use the quasi equilibrium grid algorithm
in the form (5.45), for constructing approximate equilibrium populations
feqα of the entropic lattice Boltzmann method (see section 3.3). By refer-
ring to the 2D stencil D2Q9 in Fig. 3.2, the solution to the minimization
problem of the H-function under fixed density ρ̄, momentum ρ̄u, and en-
ergy 2ρ̄T + ρ̄u2

min H =
∑9
α=1 fα ln (fα/wα),

s.t.
∑9
α=1 fα = ρ̄,

∑9
α=1 eαfα = ρ̄u,

∑9
α=1 e

2
αfα = 2ρ̄T + ρ̄u2,

(E.1)
is given by a four-dimensional manifold in a nine-dimensional phase space.
Two dimensional slices of the quasi equilibrium grid corresponding to min-
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E. Equilibrium populations for lattice Boltzmann

Figure E.2.: Entropic equilibrium population feqy for the standard lattice
Boltzmann stencil D2Q9, with εk = 1× 10−2.

imization problem (E.1) are shown in Fig. E.1 and E.2 for the populations
feqxy and feqy , respectively. Notice that, this time the four reduced descrip-
tion variables ξj are represented by density, momentum and energy, while
the seed f0

α is chosen such that: f0
α = wα.
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