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Abstract

The main topic of this thesis is a theoretical investigation of the photovoltaic properties

of semiconductor quantum well structures embedded in the intrinsic region of nanoscale

p-i-n junctions. For that purpose, a microscopic theory of the dominant processes in such

devices is formulated, based on the nonequilibrium Green’s function formalism, and is

implemented for numerical simulation.

Apart from the appealing generality and the novelty of the theoretical approach in the

field of photovoltaics, the relevance of the research is given by the increasing importance

of its main area of application, which is that of the quantum well solar cell as a high

efficiency concept for solar energy conversion.

Quantum well solar cells are characterized by peculiarities that make it hard to asses their

optoelectronic properties with conventional theories of transport and optical interband

transitions in semiconductors: They are dominated by the quantum effects arising from the

confined states in the quantum wells, and their operating point is far from equilibrium. A

proper description of the relevant processes and the device characteristics, this combination

and the unavoidable presence of carrier relaxation via scattering with phonons thus requires

the use of a quantum kinetic transport theory, together with a microscopic theory of the

electronic structure.

Such a theory is provided by the framework of the nonequilibrium Green’s function for-

malism, also called Keldysh method, in combination with an empirical tight-binding basis.

In this theory, physical characteristics such as density and current in systems driven out

of equilibrium by the application of electrical or optical bias are determined by means

of non-equilibrium quantum statistical mechanics. The central problem is the solution of

Dyson’s equations of motion for the steady state nonequilibrium Green’s function. These

Green’s functions are nonequilibrium statistical ensemble averages of single-particle oper-

ators and contain all the required information about the system. Interactions among the

constituents of the system are naturally included in terms of corresponding self-energies.

For weak interactions, the latter can be obtained using standard many-body perturbation
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ii Abstract

theory methods, such as Wick expansions, Feynman-diagrams or functional derivative

techniques.

To describe the fundamental processes in quantum well solar cells, which are photogener-

ation, transport, relaxation, radiative and non-radiative recombination, the Hamiltonians

for the interactions of electrons and holes with photons, phonons and among each other are

formulated and used to derive the corresponding self-energies. The coupling of the open

quantum system to the environment represented by the emitter and collector contacts is

achieved via the reduction of the semi-infinite contact regions into additional boundary

self-energy terms.

The application of the theory to nanoscale p-i-n junctions, with plain bulk, single quantum

wells or coupled double quantum wells in the intrinsic region, sheds new light on the

effects of ultra-small dimensions, one-dimensional confinement and scattering on interband

absorption and perpendicular transport in quantum well structures, like the joint density

of states for radiative transitions between both quantized and continuum states and the

availability and occupation of carrier escape channels as a function of the photon energy.

Strong indications are found that the device performance can be enhanced using specific

geometrical configurations of asymmetrically coupled quantum well structures.



Zusammenfassung

Hauptthema der vorliegenden Arbeit ist eine theoretische Untersuchung der photovoltai-

schen Eigenschaften von Halbleiter-Quantentopfstrukturen eingebettet in die intrinsische

Zone eines p-i-n-Kontakts. Zu diesem Zweck wird ein mikroskopisches Modell, basierend

auf dem Nichtgleichgewichts-Green’s-Funktionen Formalismus, erstellt und zur numerischen

Simulation implementiert.

Nebst der Allgemeinheit und formalen Eleganz des theoretischen Ansatzes sowie seiner

Neuartigkeit auf dem Gebiet der Photovoltaik beruht die Relevanz dieser Forschung auf der

wachsenden Bedeutung ihres Hauptanwendungsgebietes, der Verwendung von Halbleiter-

Quantenstrukturen in innovativen Hocheffizienz-Solarzellen.

Auf Quantentopfstrukturen basierende Solarzellen sind charakterisiert durch Eigenheiten,

die den Zugang zu ihren optoelektronischen Eigenschaften mittels konventioneller Theo-

rien für Transport und optische Übergänge in Halbleitern erschweren, wenn nicht gar

verunmöglichen: Sie werden einerseits beherrscht durch die Quanteneffekte hervorgerufen

von lokalisierten Zuständen in den Quantentöpfen, und andererseits befindet sich ihr

Arbeitspunkt weit vom Gleichgewicht enfernt. Aufgrund dieser Kombination und der

unerlässlichen Berücksichtigung von Ladungsträger-Relaxation durch Streuung an Gitter-

schwingungen verlangt eine geeignete Beschreibung der relevanten Prozesse und der resul-

tierenden Bauteil-Charakteristik nach einer quanten-kinetischen Transporttheorie, zusam-

men mit einer mikroskopischen Theorie der elektronischen Bandstruktur.

Eine Theorie der gesuchten Art findet sich im Nichtgleichgewichts Green’s-Funktionen For-

malismus - auch Keldysh-Methode genannt - unter Verwendung einer Tight-Binding Ba-

sis. In dieser Theorie werden physikalische Grössen wie Ladungsträgerdichten und -ströme

in Systemen, die durch Anlegen einer elektrischen Spannung oder durch optische Anre-

gung aus dem Gleichgewicht gebracht werden, mittels Methoden der Nichtgleichgewichts-

quanten-statistischen Mechanik ermittelt. Das zentrale Problem ist das Lösen der Dyson-

Gleichungen welche die Bewegungsgleichungen der Green’schen Funktionen für den sta-

tionären Nichtgleichgewichtszustand darstellen. Die Green’schen Funktionen sind dabei

iii



iv Zusammenfassung

Nichtgleichgewichts-statistische Erwartungswerte für Einteilchen Operatoren und enthal-

ten die gesamte benötigte Information über das System. Wechselwirkungen zwischen den

Konstituenten des Systems werden auf eine natürliche Weise durch entsprechende Selbsten-

ergien berücksichtigt. Für schwache Wechselwirkungen können diese unter Verwendung

üblicher Methoden der Vielteilchen-Störungsrechnung bestimmt werden.

Um die grundlegenden Prozesse in Quantentopf-Solarzellen zu beschreiben, nämlich die

Erzeugung von Elektron-Loch Paaren durch Photonabsorption, Ladungsseparation und

-transport zu den Kontakten, die Relaxation durch Streuprozesse sowie strahlende und

nichtstrahlende Rekombination, werden die Terme des Hamiltonian für die Wechselwirkung

von Elektronen und Löchern mit Photonen, Phononen und unter sich bestimmt und

zur Herleitung der entsprechenden Selbstenergien verwendet. Die zur Beschreibung von

Transportphnomenen notwendige Kopplung des offenen quantenmechanischen Systems an

die Umgebung (in Form der Kontakte) wird durch zusätzliche Rand-Selbstenergieterme

berücksichtigt.

Die Anwendung der Theorie auf p-i-n Dioden mit Ausdehnungen unterhalb des µm-

Bereichs, für homogene Strukturen, einzelne Quantentöpfe sowie gekoppelte Doppeltopf-

Systeme in der intrinsischen Zone, zeigt die Effekte äusserst kleiner Dimensionen, Quan-

tisierung und Streuung an Gitterschwingungen auf die Interband-Absorption und den

Transport normal zur Schichtrichtung, wie etwa die kombinierte Zustandsdichte für opti-

sche Übergänge zwischen quantisierten sowie kontinuierlichen Zuständen oder die Verfügbar-

keit und Besetzung von Transport-Kanälen zur rascheren Entleerung tiefliegender Subbänder

als Funktion der Photonenergie. Dabei finden sich Anzeichen für die Möglichkeit einer

Verbesserung der photovoltaischen Leistung unter Verwendung spezifischer geometrischer

Konfigurationen asymmetrisch gekoppelter Quantentopfstrukturen.
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Chapter 1

Motivation and Outline

1.1 Introduction

Already at the end of the 20th century, the search for sustainable energy sources revealed

itself as one of the major challenges that mankind will have to face in the near future.

Both fossil and nuclear fuels are of limited abundance and their use poses a threat to

humanity either through the effects on the climate or the inherent destructive potential.

In the long run it is thus mandatory to rely on alternative, clean power sources such as

hydroelectric, wind and solar energy.

Solar energy, as compared to other energy sources like fossil or nuclear has the advantage

that it is abundant, providing a constant global energy current of 1.7×1014 kW, which

is more than enough to cover the actual (2002) global energy consumption of 1.24×1010

kW [1]. However, as neither the illumination nor the consumption are equally distributed,

the actual solar energy conversion efficiency that is required to cover the energy need in

a country like Switzerland or Germany is considerably higher than the ratio of the above

values.

Although the basic principles of solar energy conversion have been known for half a cen-

tury by now, its use has been strongly limited by the high cost per extracted amount

of power ($/W), due to limited efficiency and expensive production processes inherent in

the bulk single-junction crystalline silicon technology that had become the standard in

photovoltaics, comprising over 90% of the installed power. These shortcomings motivated

the definition of two complementary strategies: low cost production on one hand and

high efficiency concepts on the other hand. The resulting two road maps of photovoltaic

research led to the development of the so called second and third generations [2] of solar

cells, respectively.

1



2 Chapter 1. Motivation and Outline

In the low cost sector, or the second generation, much progress was achieved by the de-

velopment of thin film, dye sensitized and even organic solar cells. However, due to low

efficiency, most of these technologies are rather suited as power supply for small electronic

devices than for large scale, grid-connected electricity production. For the latter, high

efficiency concepts such as multi-junction cells with additional concentration of the sun-

light could soon reach competitive consumer prices in countries with favourable insolation

conditions, such as Spain and Italy.

To increase the efficiency of a solar cell, detailed knowledge is required of where exactly

energy is wasted in the conversion process. The major source of energy loss is found in the

poor utilization of the solar spectrum by devices with a single band gap: even if the gap

energy is near the optimum with respect to the spectrum, there will be a whole energy

range below the band gap where photons are not absorbed, and an energy range above the

band gap where the excess energy is lost via thermalization. After these generation losses,

carriers are still subject to radiative and non-radiative recombination, which decrease the

device efficiency further. While non-radiative recombination via trap states in the band

gap is a matter of material quality, the losses due to the Auger effect are intrinsic and

represent an open problem.

Much work was dedicated to improve the utilization of the solar spectrum by extension of

the range of absorption, either by stacking materials with different band gaps, as in multi-

junction cells or in quantum well solar cells, or by the use of fluorescent concentrators

with specific absorption and emission in adjustable spectral ranges. Absorption in thin

structures is enhanced by the use of back mirrors or distributed Bragg reflectors, which

also solves the problem of radiative losses in terms of reabsorption. More challenging is the

issue of carrier thermalization: to utilize the hot carriers, cooling by optical phonons has

to be suppressed, which can in principle be achieved via phonon dispersion engineering;

moreover, carriers have to be extracted in a very narrow energy range, requiring energy

selective contacts, as could be provided by the discrete spectrum of quantum dots. A

different approach to high efficiency solar energy conversion aims not at the losses, but the

generation efficiency: in the multiple-exciton generation or carrier multiplication concept,

an internal quantum efficiency IQE > 1 is achieved, i.e. more than one electron-hole pair

is created per incoming photon.

All the above high-efficiency concepts have in common that they rely on quantum effects

in low dimensional semiconductor nanostructures. To theoretically asses the photovoltaic

properties of such nanostructures, the use of modern solid state theory is indicated, similar

to the situation in the fields of solid state laser and quantum transport theory, which are

both well developed and can now provide the required theoretical concepts and tools. This
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sets the wider frame for this thesis: it is a first step towards a comprehensive microscopic

theory of the photovoltaic processes in structures that are governed by quantum effects

due to their dimensionality and spatial extension, and can therefore not be described by

the conventional models used in macroscopic bulk photovoltaics.

In this thesis, the novel theoretical approach, based on the non-equilibrium (or Keldysh)

Green’s function formalism, is developed on the example of the quantum well solar cell,

which by itself is of considerable interest, both from a technological point of view, since

it represents a type of high efficiency concept that can be realized, and within a wide

range of fundamental research, where it has been the subject of numerous experimental

and theoretical investigations.

1.2 Outline

This thesis is organized as follows: in a first part, the basic principles of quantum well

photovoltaics are introduced, together with an overview of existing experimental and the-

oretical work and the principal open questions in this area of research. The discussion is

then focused on the requirements that a comprehensive microscopic theory should meet

in order to accurately describe the systems under consideration, and the conclusions are

used to motivate our choice of theoretical framework.

In a second part, the theoretical framework is introduced and set up, from the concept of

non-equilibrium Green’s functions to the corresponding formulation of quantum transport

and the application to device-modelling, including the system partitioning, self-energy

representation of interactions, coupling to extended contacts, basis functions and the self-

consistent solution procedure.

The third part presents and discusses the application of the approach to the quantum

well solar cell system. After identification of the required ingredients, i.e. the domi-

nant interactions, these are discussed separately: the coupling of carriers to photons and

phonons, responsible for absorption, photogeneration, radiative recombination and relax-

ation, respectively, is studied in detail, whereas non-radiative recombination is touched

only briefly.

In the last part, the results of the numerical implementation for a number of specific

bulk and quantum well structures are presented in order to illustrate the kind of infor-

mation and insight provided by this approach. Besides an evaluation of the characteristic

macroscopic and spectral quantities like, e.g. local density of states, carrier and current

densities, electrostatic potential and internal field as well as entire IV-characteristics for
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bulk and single-quantum well devices, the impact of geometry on absorption and transport

in coupled quantum well structures is investigated.



Chapter 2

Quantum well solar cells

Abstract In this chapter, the basic principles and features of quantum well solar cells

(QWSC) are reviewed. After a very short introduction to the basics of semiconductor p(-

i)-n junction based solar cells, the use of quantum wells to enhance conversion efficiency

is motivated, and an overview over the achievements of QWSC research is given. From

the open questions identified in the present status of QWSC research, the requirements

for a novel and predictive QWSC theory are formulated, and a promising candidate is

proposed.

2.1 Principles of photovoltaic energy conversion

The high demand for clean electricity has in last years led to a great diversity of solar energy

conversion concepts. Although very different in appearance and use of materials, they are

all based on the same principal mechanisms, which are: 1. electron-hole pair (exciton)

generation via absorption of photons, and 2. charge separation at carrier selective contacts

in order to generate a photovoltage that provides power by driving current through a load.

To deal with all the specialities in the realization of these processes within the different

concepts is beyond the scope of this thesis. We will therefore focus on the mechanisms in

conventional crystalline semiconductor solar cells based on bipolar junctions, which form

the basis of more advanced devices including quantum wells.

5
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2.1.1 Crystalline bulk p(-i)-n junction based solar cells

Fundamental processes

In this prototype of bulk semiconductor solar energy conversion device, shown in Fig.

2.1 electron-hole pairs (or, more precisely, excitons) are created by the promotion of an

electron from the valence band to the conduction band via the absorption of a photon.

Only photons with energy exceeding the band gap value are absorbed. Quickly (∼ fs)

after being generated, the carriers relax to the corresponding band edge due to scattering

among themselves and with lattice vibrations, the phonons. This thermalization process

stops once the carriers have reached the band edge, since there are no lower energy states

into which to relax, unless there is a channel for interband transitions, i.e. electron-

hole recombination. There are indeed two main categories of such processes, in which

the electron-hole pair is annihilated, which however are much slower than thermalization

(∼ µs): radiative recombination, i.e. via the emission of photons, which is nothing else

than the inverse process of photogeneration, and nonradiative recombination, via trap

states in the bandgap (SRH: Shockley-Read-Hall [3, 4]) or the Auger process [5], where

the energy freed by the annihilation of an electron-hole pair is used to promote an electron

in the conduction band (or a hole in the valence band) to an excited state. Charge

separation and carrier selective contacts are obtained by the use of diodes, i.e. p-n or p-i-n

junctions, where in the latter, to increase the width of the depleted layer, an intrinsic

region is inserted between the highly doped emitter and base, respectively. The built-in

field originating in the asymmetric doping leads to a net photocurrent Iγ due to the drift

of photogenerated carriers.

Current-voltage characteristics

From the electric circuit point of view, a solar cell is equivalent to a current generator

in parallel with an asymmetric, non-linear resistive element (diode) [6]. At zero voltage,

the cell under illumination produces what is called the short circuit current Isc (zero load

resistance), with the corresponding current density Jsc = Isc/A, where A is the cell area.

The short circuit current depends on the spectrum of the incident light via the spectral

photon flux density φs and the external quantum efficiency EQE(E) of the cell,

Jsc = q

∫
φs(E)EQE(E)dE, (2.1)

where q is the electron charge, φs(E) the number of photons in the energy range [E,E +

dE] incident per unit area and unit time, and EQE(E) the probability that an incident
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Figure 2.1: Generation, transport and recombination processes in bulk p-n solar cell: a)

The energy hν of an incident photon is used to promote an electron from the valence band

(represented by the band edge Ev) to the conduction band (with band edge Ec), thus cre-

ating an exciton, which quickly dissociates in an electron-hole pair; b) The photogenerated

carriers quickly thermalize to the band edges by giving up the excess energy hν − Eg to

phonons (heat), and are swept out to the contacs by the built-in field E of the junction; c)

Before the carriers reach the contacts, they may recombine, either non-radiatively via trap

states in the band gap (SRH) or the Auger process, where the electron-hole pair energy

is used to highly excite a second electron in the conduction band (or a second hole in the

valence band), or radiatively, via the emission of photons with energy hν ≈ Eg.

photon of energy E will deliver one electron to the external circuit. The external quantum

efficiency depends upon the absorption coefficient, the efficiency of charge separation and

the efficiency of charge collection, and is also called the spectral response (SR) of the cell.

The latter two efficiencies are sometimes combined into an internal quantum efficiency

IQE, which quantifies probability that a photogenerated electron (hole) will be delivered

to the circuit.

In order to do work, the solar cell needs to operate at finite voltage V , since the power

density of the cell is given by the product P = J ·V . At non-vanishing load resistance, the

potential difference that develops between the terminals of the cell generates a current in

the opposite direction of the photocurrent, reducing the total current. This reverse current

is similar to the current which is generated in the case where the terminal voltage is not

due to external illumination but to external (forward) bias, and it is therefore referred

to as dark current Id. In solar cells, this current also contains a contribution due to

recombination which increases with voltage, and in the limit of strong external biasing,

the device can even start acting as a light emitting diode [7]. The dark current density is

often approximated by the non-ideal diode current, which as a function of terminal voltage
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is given by

Jd(V ) = J0

(
eqV/mkBT − 1

)
, (2.2)

where J0 denotes the reverse saturation current, and m is the ideality factor lying typically

between 1 (ideal diode) and 2 (effects of non-radiative recombination). In the superposition

approximation, the net, or total current of a solar cell is obtained as the sum of the two

currents, with the density

J(V ) = Jsc − Jd(V ). (2.3)

Since dark current has the opposite sign of photocurrent1, there is a voltage where the

currents compensate each other, which is called the open circuit voltage Voc, since it cor-

responds to the voltage that is developed when the terminals are isolated (infinite load

resistance). In the ideal diode model, this voltage is given by

Voc =
kBT

q
ln

(
Jsc
J0

+ 1

)
. (2.4)

More realistic estimations of Voc e.g. taking into account the intrinsic Auger effect [8, 9],

are of the form

Voc ≈
3kBT

2q
ln

(
Jsc
J0

)
. (2.5)

The variation of total current with terminal voltage as given by Eq. 2.3 provides the

current-voltage or IV -characteristics, which corresponds to a fingerprint of the solar cell

and allows a direct evaluation of the cell quality. It is shown qualitatively in Fig. 2.2 for

the case of dark current given by Eq. 2.2.

The most important among the properties of a solar cell is the total energy conversion ef-

ficiency given by the ratio of electrical output power density P to the incoming irradiation

power density P γ. The highest efficiency is reached at the maximum power point (MPP)

given by the set (Jm, Vm) that defines the rectangle inscribed to the IV -curve with the

largest area. The ratio between the area of this rectangle and that of the one circumscribed

to the IV -curve, i.e. the rectangle defined by (Jsc, Voc), is quantified by the fill-factor

FF ≡ JmVm
JscVoc

< 1. (2.6)

A reduced fill-factor is an indicator of loss processes. Maximum efficiency is thus given by

η =
JscVocFF

P γ
. (2.7)

1In photovoltaics, the sign convention for current and voltage is such that the photocurrent is positive.
This relocates the IV-curve with positive output power in the first quadrant of the IV-plane, as shown in
Fig. 2.2.
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Figure 2.2: Typical current-voltage characteristics (IV-curve) of a bulk p-i-n diode, with

the short circuit current Jsc, the open circuit voltage Voc and the maximum power point

MPP defined by the corresponding current Jm and voltage Vm.

The upper efficiency limit of such a solar cell is given by the Shockley-Queisser detailed

balance limit [10], which is around 31% for a single band gap and unconcentrated sun-

light. One of the main reasons why this value is so low is the fact that only the small

part of the solar spectrum in the close vicinity of the energy of the band gap is fully uti-

lized: lower energy photons are not absorbed, and higher energy photons lose their excess

energy to phonons. Fig. 2.3 shows the the global air mass 1.5 solar spectrum2 and its

utilization by a crystalline silicon solar cell. Unfortunately, a lower band gap leads to a

lower Voc, which might outweigh the gain in Jsc due to the extended absorption range. To

conceive a device that would allow higher conversion efficiencies through the possibility of

separate optimization of the factors determining current and voltage was one of the main

motivations behind the development of the quantum well solar cell [11].

2The air mass value describes the light attenuation due to the passage through the atmosphere at a
specific solar zenith angle, 48.19°s in the case of AM 1.5.
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Figure 2.3: Solar global air mass 1.5 spectrum and utilization by a crystalline silicon solar

cell. The terrestrial solar spectrum is highly structured due to many infrared absorption

bands. From [12].

2.2 Quantum well solar cells

2.2.1 Basic principles, structure and processes

Quantum well solar cells were originally proposed as an alternative to multi-junction de-

vices, with the advantage of absent current matching and lossy interconnection problems.

In this device, to make better use of the solar spectrum, the absorption range is extended

to longer wavelengths by the insertion of quantum wells made of low band-gap material

(e.g. GaAs) in the intrinsic region of a p-i-n diode made of a higher band gap material

(e.g. AlxGa1−xAs with x > 0).

A typical QWSC is shown schematically in Fig. 2.4. Valence band electrons are excited

by incoming photons across the band gap, creating electron-hole pairs both in the quasi-

continuum and in the discrete confined states of the quantum wells. From there, the

photogenerated carriers escape via tunneling or thermionic emission and are swept out

by the electric field determined by the built-in and the applied bias. On their way to

the contacts, carriers relax towards lower energy states due to scattering, e.g. with polar

optical phonons, and some are lost due to radiative and nonradiative recombination (SRH
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and Auger).

Since these processes have a direct impact on the photovoltaic performance of the structure,

many of them have been investigated in great detail. In the next section we will thus

summarize the corresponding results obtained by different research groups.
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Figure 2.4: Characterizing structure and processes of a p-i-n QWSC. Under operating

conditions, the terminal voltage Vbias corresponds to the separation of the chemical poten-

tials µL and µR of the left and the right contacts, respectively.

2.2.2 Material systems and experimental realizations

Since efficient absorption in the thin quantum well region is crucial, direct gap semicon-

ductor are preferred over indirect ones. For that reason, most optoelectronic devices are

made of binary III-V direct band gap semiconductors like GaAs, GaN, InAs or InP, and

their ternary and quaternary alloys, e.g. AlxGa1−xAs or InxGa1−xAsyP1−y. Quantum well

stuctures are obtained as heterostructures from alloys of differing band gaps. The band

offsets, which determine the depth of the wells or height of the barriers, respectively, are
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controlled by the alloy fraction. The quantum wells used in QWSC are of type I, i.e.

the offset has the same sign for all the bands, and the direct band gap favours optical

transitions.

The first QWSCs were based on GaAs-AlxGa1−xAs heterostructures, due to the vast

amount of experimental and theoretical characterization data for this material owing to

its widespread use in other optoelectronic device applications, such as lasers and optical

modulators. As shown in Fig. 2.5, these compounds offer the advantage of perfect lattice-

matching, however, the low quality of the GaAs-AlxGa1−xAs interfaces turned out to be a

performance-limiting factor, and the available range of band gaps is not well matched to

the solar spectrum, since the optimum band gap value is exceeded already in GaAs. Better

matching could be achieved by replacing the Aluminum with Indium, but at the price of

introducing strain due to the lattice-mismatch, which limits the number of quantum well

layers that can be grown without dislocations [13]. The problem of strain can be avoided

using strain-balanced heterostructures [14, 15, 16, 17, 18]: in these materials, the tensile

strain in a material grown on a substrate of larger lattice constant is compensated for by

the compressive strain in a material of lattice constant exceeding that of the substrate, as

in the example of the QWSC with GaAsP barriers and InGaAs wells grown on a GaAs

substrate that was developed by the Imperial College group. These strain-balanced QWSC

were also proposed as a replacement for GaAs in GaAsP/GaAs tandem cells, since they

allow for perfect current matching at a suitable effective band gap.

Figure 2.5: Band gap vs. lattice constants of some binary III-V compounds. From [14].
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Figure 2.6: Typical device configuration of a practical QWSC. Taken from [19].

QWSC, like other thin film multilayer devices, are usually manufactured using epitaxial

growth techniques such as metallorganic vapor phase epitaxy (MOVPE) or molecular

beam epitaxy (MBE). MOVPE consists in passing reactant chemicals at atmospheric

pressure in vapour form over a heated substrate. The precursor gases dissociate at the

surface of the substrate, depositing atoms at the rate of about one monolayer per second.

The high deposition rate makes MOVPE an attractive candidate for large scale solar cell

production. However, compositional control does not reach the precision of e.g. MBE, and

there is the problem of high unintentional background doping, which can be detrimental

to solar cell performance. In MBE, collimated beams of molecules are directed onto at a

heated substrate situated in an ultra high vacuum growth chamber. The molecular beams

are generated in heated crucibles, which contain the precursors in solid or liquid form.

Evaporation produces the molecular beam. The molecules dissociate at the surface of the

substrate, depositing the metal atoms. Compositional control is achieved by changing

the temperature of the solid sources. Very sharp compositional changes of the order of

a monolayer are possible simply by placing a shutter in front of any given source. The

sample is generally rotated during growth to ensure uniform growth across the wafer. MBE

grown samples are very well characterizable and of higher purity, but also substantially
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more expensive than those made by MOVPE.

Before the epitaxial structures are of any use as solar cells, they need corresponding

processing. In the case of QWSC, usual processing steps include photolitography and

etching of the sample to obtain circular mesa photodiodes, followed by the addition of

anti-reflection coating, front surface ring contacts and a back surface mirror. A typical

device configuration is shown in Fig. 2.6 [19].

The last step before research based on the grown devices can start is the characterization

of the latter. This includes measuring the dark-IV profile and the quantum efficiency.

Background doping and field dependencies in the QE can be probed qualitatively using

monochromatic-IV measurements and fill-factors are determined via IV measurements

under illumination. MQW width and composition are obtained from low temperature

photocurrent, while X-ray diffraction together with transmission electron microscopy pro-

vides a means for determining the barrier thickness. To asses the crystalline and structural

quality of the MQW regions, electron beam induced current microscopy is used [14].

2.2.3 Optical and electronic properties

MQW p-i-n diodes have been studied extensively in the reverse bias regime for optoelec-

tronic applications [20, 21, 22]. Solar cells however, to deliver power, need to be operated

in the forward bias - reverse current regime, hence under conditions that had barely been

considered before [23].

There are two main categories of properties that need to be quantified in order to char-

acterize a quantum well solar cell: the optical and the transport properties. As in any

solar cell, the optical properties can be modified via light-management techniques reducing

reflection and reemission and enhancing the light-incoupling via anti-reflection coatings,

backreflectors and light-trapping textures [24], allowing for an efficient photon recycling

[25, 26]; however, these measures do not take advantage of the specific spatial and elec-

tronic structure of QWSC, and will therefore not be considered further here.

Absorption in quantum wells

The one optical property that is strongly modified in QWSC due to the presence of quan-

tum wells is the absorption and the luminescent emission of light within the cell. This fact

is also exploited in other optoelectronic devices such as interband QW-lasers, superlattice

p-i-n photodetectors and optical modulators [27, 20]. Compared to continuum absorption

in bulk, absorption in quantum wells reflects the lower dimensionality of the density of
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states participating in the optical transitions, which is reduced due to one-dimensional

confinement; in the case of type I quantum wells3 it also shows stronger excitonic contri-

butions due to larger overlap of electron and hole wave function as a consequence of spatial

localization [28], and the absorption edge is shifted towards larger photon energies, the

size of the shift depending on the geometry (width and depth) of the well. The built-in

field of the p-i-n diode, which is required to lie above a critical value for efficient carrier ex-

traction , affects the absorption via the quantum confined Stark effect (QCSE), decreasing

the electron-hole overlap (Fig. 2.7) and redshifting the confinement levels [29, 30, 31].

Carrier escape from quantum wells

Efficient carrier escape from the quantum wells is one of the main premises for high

photovoltaic performance, since for a contribution to photocurrent, the carrier sweep-out

rate must exceed the recombination rate in the well. Two principle escape mechanisms

have been identified: thermal emission over and tunneling through the confining barrier,

where the latter can be assisted thermally or by scattering with phonons [20] or ionized

impurities [32]. Both mechanisms depend on material properties and design parameters

like width and depth/height of the wells/barriers as well as on external factors like electric

field and temperature. In the case of thermionic emission, the escape rate increases with

lower barrier and higher temperature [33], where the field dependence enters via the barrier

height. Tunneling escape is determined via the quantum-mechanical transmission through

the finite height barrier and increases for decreasing barrier thickness, as a consequence of

weaker confinement that leads to broader levels corresponding to a shorter lifetime, and

growing fields enabling Fowler-Nordheim tunneling [20].

To study carrier escape mechanisms in QWSC, combined temperature and bias dependent

photoluminescence and photocurrent studies on p-i-n diodes with single quantum well

(SQW) [34, 35, 36, 37, 31], double quantum well (DQW) [38] and multi-quantum well

(MQW) or superlattice (SL) [39, 40, 41, 29, 42, 43] structures were performed. At very

high fields corresponding to reverse bias condition, carrier escape is maximum, since the

effective barrier is both narrow and low. At low fields corresponding to forward bias, i.e.

for the situation that is relevant for photovoltaic operation, three temperature regimes

with specific prevailing carrier escape channels have been established:

1. At very low T, tunneling dominates, since on one hand, there is no significant thermal

population of higher levels near the top of the well that would allow thermal emission,

and on the other hand the coherence length is increased;

3Unless otherwise stated, the quantum wells that are discussed are of type I.
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2. At intermediate T , tunneling becomes thermally assisted, via phonons or ionized

impurity scattering;

3. At high (room) temperature, escape is practically purely thermal and leads to an

internal quantum efficiency close to unity except for very deep wells [34, 44].

In SQW, tunneling escape is suppressed due to the single large triangular barrier (see, e.g.,

Fig. 2.7), whereas in DQW and SL, tunneling between adjacent wells is possible and can

lead to resonant enhancement of the photocurrent response in properly adjusted barrier-

well geometries [11, 45, 38, 41]. In the case of SL with deep wells, resonant tunneling can

even become the only efficient escape channel. Resonant tunneling can be either sequential,

which requires a sequence of appropriately tuned wells to align the subband levels [11, 45],

or involve energy relaxation via inelastic scattering, in which case a non-sequential resonant

tunneling process is possible in a regular superlattice [41]. The latter approach has the

advantage that tunneling transport is not limited to a few wells and does thus not require

the combination of several such periods to obtain sufficient absorption, which would lead

to losses due to carrier recapture in subsequent periods. The high efficiency of thermal

escape at elevated temperature leads to a favourable temperature dependence of the overall

efficiency of the QWSC, which, together with the tunability of the effective band gap via

the well width, makes it a suitable candidate for thermophotovoltaic applications, where

broadband blackbody radiation is converted into low energy narrowband radiation via a

selective emitter [46, 47].

In a steady state situation, in order to conserve current, the carrier species specific escape

rates Ri = ρi/τi, where ρi is the carrier density in the quantum well and τi the escape

lifetime, have to be identical for electrons (i = e) and holes (i = h). The escape lifetimes

strongly depend on band offset and effective masses and differ thus considerably for elec-

trons, light and heavy holes. This leads to an imbalance in the densities of electron and

holes, i.e. to an effective charge build-up in the quantum well region that screens the field

and hence affects the carrier sweep-out, inhibiting the escape of the faster carrier while

enhancing that of the slower carrier [31]. Since both radiative and nonradiative recombi-

nation depend on the availability of electron-hole pairs, these processes are controlled by

the smaller of the species densities, which in turn corresponds to the carrier species with

the fastest escape. In the GaAs-AlxGa1−xAs system with x < 0.4, escape is dominated by

light holes, which have both low confinement and low effective mass. It was found that

the sequence of the subsequently escaping carriers strongly affects the output voltage due

to enhanced screening in the case where heavy holes escape prior to electrons [43]. In the

InP-InGaAsP with high enough Indium content, the valence band offset exceeds that of

the conduction band and escape becomes dominated by electrons [39].
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Figure 2.7: (Left) Lowest quasi-bound states in a SQW p-i-n diode; the oscillating wave

function tail leaking out of the well illustrates the effect of open boundaries. (Right) The

effect of the field on the overlap of the electron (el) and hole (hl) wave function (normalized

to unity) of the lowest quasibound state in the QW region (quantum confined Stark effect).

In the case of MQW and SL, carriers that have escaped can be recaptured by subsequent

quantum wells. This process is highly desired in light emitting devices, but not in solar

cells, since captured carriers are more likely to recombine. Carrier capture rates depend on

the available scattering mechanisms (mostly optical phonons), the energy of the unbound

carriers and the density of states near the top of the quantum wells, which are related

to the structure parameters of barriers and wells [48, 49, 50, 51]. The capture times are

usually much smaller than the escape times.

Recombination in quantum wells

In quantum wells at room temperature, both radiative and nonradiative recombination

is important [52, 34]. As compared to bulk solar cells, recombination is enhanced due to

spatial localization of the carriers [53]. The radiative lifetime increases with temperature as

a consequence of the spread in exciton linewidth [54, 55] and decreases with field owing to

the shrinking electron-hole overlap, i.e. larger spatial separation of the exciton constituents

[56, 53, 57, 58].

Nonradiative recombination in practical QWSC is primarily of the Shockley-Read-Hall

type due to appearance of trap states at non-perfect interfaces. It depends on both elec-

tron and hole densities and is strongest where they are equal, which in a symmetrically

doped p-i-n structure is the case in the center of the intrinsic region, and it can thus be
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advantageous to locate the QWs at the edge of this region [59]. Although Auger recom-

bination is an intrinsic loss process, it is estimated to be of minor importance in practical

QWSC based on direct gap materials, except for high carrier densities at large forward

bias. However, it is the only non-radiative recombination mechanism that needs to be con-

sidered in calculations aiming at the ultimate efficiency limit of QWSC. Generally, Auger

recombination is more important for low band gap materials and under high injection

conditions as prevailing in concentrator systems. The use of SB-QWSC allows to reduce

Auger recombination due to lower effective valence band mass, which leads via the smaller

asymmetry between electron and hole mass to lower injection at a given separation of the

quasi-Fermi levels as compared to unstrained bulk material of the same band gap [46, 60].

Efficient carrier escape reduces both radiative and nonradiatve recombination by lowering

the carrier population and the degree of localization [61]. In the case of resonant tunneling

escape, a reduction of radiative recombination at the resonance due to enhanced carrier

escape was observed [40, 41].

Spectral response

The optical and transport properties discussed above are reflected in the spectral, or pho-

tocurrent, response (SR) or the related external quantum efficiency, as defined in Eq. (2.1),

which represents one of the main footprints of a QWSC that is experimentally accessible.

As compared to bulk, the contribution to the photocurrent from the intrinsic region in-

cludes a long wave-length component from the quantum well absorption, displaying the

characteristic step-like shape and pronounced excitonic peaks right below the subband

edges. Carrier capture appears in the SR as a small decrease in the current at wavelengths

corresponding to energies above the well, i.e. to barrier contributions. Fig. 2.8 (left)

shows a typical SR measurement.

2.2.4 Current-voltage characteristics

The most important, but also most complex characteristics, are provided by the current-

voltage relation of a QWSC device, since both current and output voltage are affected by

the presence of quantum wells.

Dark current

As in bulk solar cells, dark current contains components from radiative and nonradiative

recombination as well as from the diode current driven by terminal voltage. Since the
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Figure 2.8: Left: spectral response of a typical QWSC, exhibiting the gain in photocurrent

due to the extended absorption range, and the change in the dimensionality of the joint

density of states in the spectral region of confined states; Right: measured QWSC dark

currents, which are consistently below the linear interpolation of the bulk control indicating

the expected value for the corresponding effective absorption edge. From [14].

radiative dark-current level depends on the intrinsic carrier concentration of the material,

dark currents of the QWSC samples were expected to lie below those of the control sam-

ples formed from the well material, but above the ones of the barrier control, which was

confirmed experimentally [62]. The same argument explains the higher dark currents in

wide wells as compared to narrow ones, since weaker confinement leads to a lower effective

band gap. However, it was found that QW devices have a dark current more than an

order of magnitude lower than the corresponding control samples, i.e., the dark currents

are significantly better than would be expected for homogeneous cells with the same ef-

fective band gap. This was explained with a suppressed radiative recombination due to

efficient carrier escape, as discussed above. It means that there is indeed an increase in

dark current by insertion of QW, but not to the extent as to be expected from the lower

band gap, as shown in Fig. 2.8 (right). Radiative dark currents can be further reduced

via photon-recycling mediated by distributed Bragg-reflectors (DBR).

Dark currents in practical QWSC under unconcentrated illumination have ideality factors

near 2, which indicates that, as expected for these materials, the forward dark bias is

dominated by nonradiative (SRH) recombination in the QW. In high quality SB-QWSC

and at high currents corresponding to concentrator conditions (high bias), there is a tran-
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Figure 2.9: Dark current-voltage characteristics of a QWSC: for elevated currents (large

bias) corresponding to high concentration, the ideality factor changes from 2 (non-radiative,

SRH) to 1 (radiative, ideal diode current). From [64].

sition to ideality factor 1, expressing the fact that recombination starts to be dominated

by the increase in radiative transitions that accompanies increased population of the QW

subbands [63, 64, 65]. The bias dependent ideality factor observed in strained GaAs-

InGaAs could be related to the bias dependent carrier trapping efficiency, which affects

the recombination current.

Photocurrent

The increase of photocurrent by the use of quantum wells is the most obvious advantage of

QWSC over bulk devices and was confirmed by many experiments [23]. It was also shown

experimentally that increasing the number of wells increases the photocurrent linearly

whereas dark current increases only sublinearly, and not linearly with the number of wells,

due to increased recombination in wells and larger i-region (lower field) [66, 67]. This

means that higher efficiencies should be possible with larger number of wells , which was

found to be valid up to 50 wells [68]. At higher well numbers, even for the photocurrent

growing faster than the dark current, increasing the well number requires longer intrinsic

region which means lowering the field and therefore the collection efficiency, which finally

results in a reduced overall efficiency.
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Output voltage

Next to the short circuit current, which was shown to be enhanced in QWSC as explained

above, a possible efficiency enhancement critically depends on the value of open circuit

voltage, which was expected to decrease due to higher dark current from increased re-

combination in the wells. Soon after the demonstration of photocurrent gain, the group

at Imperial College was able to show that practical QWSC can indeed have an improved

voltage performance compared to conventional single bandgap cells with the same effective

absorption bandedge [69]. For lattice matched materials, Voc is related to design param-

eters like well width and alloy fraction, the latter determining the barrier height. For

strained GaAs-InGaAs QWSC, the voltage performance depends on barrier width, since

the latter determines strain relaxation and defect formation. In general, the voltage en-

hancement is larger than what would be expected from the shift in the absorption edge due

to the effect of confinement in the wells. The voltage gain over the well material control cell

is higher in SQW than in MQW because of the absence of carrier recapture. On the other

hand, the decrease in Voc with respect to the barrier material control is smaller than what

is to be expected from lower effective band gap due to associated higher recombination,

corresponding to the observed dark current behavior [62]. In shallow wells, the voltage

decrease is relatively small due to the exponential dependence of radiative recombination

on well depth. [70].

2.2.5 Efficiency

As stated above, the efficiency of semiconductor solar cells depends on the effective band

gap for absorption, i.e. the energy difference between the highest states in the valence

band and the lowest states in the conduction band. In QWSC, the depth and width of the

quantum wells can be adjusted such that the effective band gap variation determined by

the confinement levels covers the high efficiency region of the solar spectrum. Furthermore,

as Barnham and Duggan suggested in their original proposal of the QWSC, an efficiency

enhancement over bulk cells should be possible if photocurrent and dark current could be

optimized independently, which they assumed could be the case in QWSC if dark current,

or recombination, which determines Voc, was primarily controlled by the barrier band gap,

and the photocurrent by the effective band gap in the well region [11]. And indeed, the gain

in additional photocurrent was demonstrated in several material systems to outweigh the

drop in terminal voltage resulting from the increased dark current due to recombination

of carriers trapped in the quantum wells, resulting in a higher overall conversion efficiency

as compared to a bulk p-n control cell made of the barrier material [23], even though
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the original hopes concerning the magnitude of the voltage drop turned out to be too

optimistic. In the meantime, due to progress in material science and device growth, a 50-

well SB-QWSC with efficiency exceeding that of the GaAs well material control has been

realized [62]. Due to these experimental findings it is now generally accepted that quantum

wells can indeed enhance the efficiency of a solar cell in real, practical systems. However,

the question whether the ideal quantum well solar cell can in principle achieve a higher

efficiency than the ideal single junction bulk cell is still widely debated [71]. Soon after

the first proposal of the concept, a detailed balance analysis was put against it that ruled

out such a global efficiency enhancement in the radiative limit [72, 73, 74], predicting

that the conversion efficiency of the quantum-well device would not exceed that of the

base-line bulk device. However, the argument was based on the assumption of thermal

quasi-equilibrium throughout the entire device, corresponding to constant quasi-Fermi

level (QFL) separation given by the applied bias. The following debate led to a series of

both experimental and theoretical investigations of QFL-separation (QFLS) in QWSC. On

the experimental side, information about bias and temperature dependent QFL-splitting

was obtained by fitting calibrated electroluminescence (EL) results for SQW and DQW in

the dark to a generalized detailed balance luminescence spectrum depending on the QFL-

separation [75, 61, 76, 77, 19, 78]. This procedure revealed both a variation from barrier

to well and a significant reduction of the QFL-splitting in the well as compared to the

applied bias, i.e. lower dark current was observed than predicted by constant QFLS, and

also different QFLS in the two wells of asymmetric DQW (ADQW) systems. The effect was

even more pronounced in dark current governed by nonradiative recombination, and it was

attributed to suppressed recombination due to efficient escape of photogenerated carriers

from the quantum wells, increasing the photocurrent at the expense of dark current and

thus enhancing Voc. In the ADQW system, the QFLS seemed to be sensitive to the coupling

of the wells at low temperatures, i.e. in the tunneling regime. On the theoretical side, it was

shown that efficiency enhancement could indeed be obtained from a QFL-variation [79].

Further theoretical work based on detailled balance with non-uniform QFL suggested that

efficiency in multi-QFL systems could be drastically increased if photon-assisted escape

were an effective mechanism [80, 81], which seems not to be the case for quantum well

system due to the very low intra-subband absorption for the in-plane polarization that

is dominant in QWSC. But again, by thermodynamical arguments it was reasoned that,

given that the dominant escape mechanism is thermal and phonon-assisted, lower QFLS

in the quantum well would lead to a flow of carriers into the well, eventually cancelling

the QFLS-gradient [82]. Contrary to predictions based on the same arguments, the QFL-

separation remained suppressed in PL experiments under illuminated conditions, which

indicates that quasi-equilibrium thermodynamical models might not be able to properly
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describe the non-equilibrium steady state carrier escape [83, 84]. Recent experiments

suggest that the reduction in QFL-separation and the observed supression of radiative

recombination could be a hot carrier effect related to incomplete thermalization of the

carriers in the quantum wells [63, 85, 86, 87]. Indeed, a lower quasi-Fermi level separation

in the wells can be a stationary solution of the transport equations if the temperature of

the confined carriers is higher than that of the lattice, so that a thermoelectric force causes

a net flow of carriers out of the well [84].

2.2.6 Fundamental open questions

Although QWSC have been demonstrated to enhance efficiency in practical devices, it is

still not clear where exactly the decrease in dark current originates. Concerning the theory

of QWSC, two principal questions were raised by Anderson [71], namely

1. under what conditions are continuum thermodynamic models using quasi-Fermi dis-

tributions valid for the description of nonequilibrium nanostructures like QWSC

under illumination and bias, and

2. to what extent do detailed-balance limits represent realistic target efficiencies in the

case of multiband cells ?

To answer these questions, theories where the assumptions underlying the above models

are relaxed should be devised and applied to QWSC to obtain a more realistic estimate of

an upper bound to efficiency. This applies especially to the distribution of carriers in the

quantum wells, which could correspond to higher temperatures or even be non-thermal,

i.e. more comprehensive pictures should include both hot carrier and non-equilibrium

effects.

Geometry effects

Another experimental evidence that requires further (theoretical) analysis is the impact

of geometry on the photovoltaic performance of coupled quantum well structures: the fact

that the insertion of quantum wells affects not only the absorption, but also the transport

properties of the device has never been addressed thoroughly; the question therefore arises

ifthe photovoltaic device performance cannot be optimized by making use of such design

degrees of freedom like geometry and band-offsets, which can be controlled by suitable

choice of alloys and alloy-fractions. The idea of a geometry related efficiency enhancement
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Figure 2.10: The two quantum well structures of different layer geometry investigated by

Fox et al. [88]. The layer dimensions are given in Å.

via design optimization is supported by findings of several carrier escape studies on MQW

and SL [88], and on ADQW [38, 37].

In the most striking example, Fox and coworkers compare temperature dependent current-

voltage characteristics of two different MQW-geometries, shown in Fig. 2.10: a regular,

weakly coupled superlattice on one side and a multi - quantum well structure of strongly

coupled asymmetric quantum wells on the other side. The two structures show very

dissimilar behavior at all temperatures (Fig. 2.11), with a much better performance of

the asymmetric structure at room temperature forward-bias - reverse-current conditions,

which is the relevant regime for photovoltaic applications. This indicates that even near

the operating point of solar cells, i.e. at room temperature and moderate fields, where

escape is believed to be entirely thermal, the shape and degree of spatial localization of the

wave functions matters, and the structure parameters determining these properties should

therefore be chosen to maximize escape and minimize recombination. Such an optimization

requires a deeper insight into the nonequilibrium quantum kinetics of confined carriers and

the ways these are affected by the variation of design parameters and external conditions.
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Figure 2.11: Temperature dependent current-voltage characteristics of the quantum well

structures in Fig. 2.10. The most interesting feature from the photovoltaic point of view

is the much better room-temperature fill-factor in the forward bias regime relevant for

photovoltaic applications observed in the asymmetric coupled sample (left) as compared to

the one of the regular superlattice. The arrows indicate the effects of dominant escape

mechanisms.

2.3 Theoretical models for QWSC

The need for optimized MQW design and the fundamental issues about gobal efficiency

enhancement made the experimental QWSC developement be accompanied by a constant

modelling effort.

The many different models for QWSC can be roughly categorized in two classes: Thermo-

dynamic or detailed-balance theories, and models based on analytical or numerical solution

of the semiconductor transport equations including the source and sink terms for carrier

generation and recombination, respectively. While the former rely on highly idealized as-

sumptions and therefore primarily provide upper limiting efficiencies, the latter describe

more realistic situations including an estimate of the relevant loss processes and aim at

reproducing real device characteristics. Representatives of both categories will be briefly

reviewed below.
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2.3.1 Thermodynamic and detailed-balance theories

This type of limiting efficiency analysis dates back to the landmark paper of Shockley

and Queisser [10], where the current from solar cell with only radiative recombination is

calculated as the difference between absorbed flux and emitted radiative flux, making use

of the principle of detailed balance. This approach assumes infinite mobility corresponding

to a constant QFL separation, vanishing reflectivity, complete transparency for photon

energies below the band gap and complete absorption for photon energies above it. The

original formalism for single junction bulk devices was extended by Henry [89] to the case

of multiple band gaps. The detailed balance approach of Corkish and Green [90] treated

the QW as an incremental cell in addition to the baseline high bandgap bulk cell, but

without any coupling between the two and in a field-free limit. Voc and Isc where then

obtained from the superposition of baseline and incremental cell. Araújo and Mart́ı [72]

generalized the detailed balance analysis further, taking into account the light path in

the device, variation of refractive indices and the angular range of incident and emitted

radiation, and showing that for constant QFLS, the emissivity equals the absorptivity,

with the consequence that within this limit, QWSC could not exceed the efficiency of an

ideal homojunction device. The model of Bremner, Honsberg and Corkish [80], based

on ideas proposed by Kettemann and Guillemoles [79], allowed for QFL variations under

assumption of radiative transitions between the different levels, which yields considerable

efficiency increase, but might not be applicable to the case of QWSC, due to the very small

intraband transition matrix elements for in-plane polarization. The origin of the variation

in QFLS is not contained in the model, i.e. the QFLS-step is not an emergent feature of

the theory.

2.3.2 Macroscopic continuum and hybrid transport models

A simple and intuitive ideal QWSC model was presented by Anderson [91]: his approach,

which in philosophy is similar to the model of Corkish and Green [90], is based on the

ideal diode current-voltage characteristics for bulk homojunctions, with the quantum well

material accounted for by enhancement factors for oscillator strength and DOS, providing

the modifications of generation and recombination. The effects of QWs on transport

properties are not considered.

Apart from the experimental confirmation of practical effectiveness of QWSC, the group at

Imperial College produced also a number of modelling approaches of increasing complexity

and comprehensiveness [92, 93, 94, 59, 95]. In their approach, dark currents are obtained by

analytical or numerical solution of the electron and hole drift-diffusion equations including
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the terms for generation and recombination and the coupling to Poisson’s equation. The

carrier density is expressed in terms of the corresponding quasi-Fermi levels. In the case

of QW, the density is modified by an additional factor to adjust to the two-dimensional

DOS calculated from the solution of the effective mass equations in the envelope-function

approximation [96] providing the subband energies. To include nonparabolicity of the

light-hole band, a 4-band Kane model of the valence band is converted into corresponding

1D effective mass equations for each carrier-type, with the effective mass acquiring an en-

ergy dependence. The equations are solved numerically using a transfer-matrix method,

which in addition provides the transmission function of the confining barrier. The DOS

calculated in this way is also used to obtain the QW absorption that provide the gen-

eration rate. Excitonic contributions to absorption are included via parametric models

with dimensionality parameters for exciton binding energies and oscillator strengths; the

parameters are obtained from a fit to the solution of the effective mass equation for ex-

citons. The absolute excitonic absorption is scaled and convolved with a Lorentzian for

homogeneous broadening to fit the experimental data. Layer widths, composition and

doping levels are determined from growth record and characterization studies, and the

minority carrier diffusion lengths are calculated from layer doping and alloy fraction. The

recombination rates are determined by the bulk and QW densities and the recombination

times including radiative, SRH and Auger recombination, are obtained from fits to the

corresponding bulk control cell dark currents. The carrier escape from QW is described by

a separate escape lifetime model including thermionic emission and (thermally assisted)

tunneling, where the escape lifetime is derived from the escape current which in turn is

determined by the carrier density at a fixed energy, given by the DOS and the occupation,

and the transmission function of the confining barrier at that energy. At room temper-

ature and moderate fields, the probability of escape from QWs in the intrinsic region

is set to unity, in accordance with carrier escape experiments [34]. In spite of its com-

prehensiveness, there are several shortcomings in the approach: neglect of valence-band

mixing, free-carrier Coulomb interaction and interwell coupling lead to an underestima-

tion of absorption high in the wells, and near the top of the wells, the envelope-function

approximation breaks down and QW-absorption gradually becomes bulk-like, which is not

reflected in the model. Furthermore, the DOS and correspondingly the absorption above

the wells is assumed to be that of homogeneous bulk, which is not the case due to the

existence of quasi-bound states and higher resonances.

A similar self-consistent Schrödinger-Poisson-drift-diffusion model for carrier generation,

recombination and transport in QWSC was developed by Ramey and Khoie [97]. This

approach describes also carrier capture into QW, and the escape model considers the

2D-DOS, the subband energy level structure including valence-band mixing and escape
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from direct and indirect valleys, and the field and temperature dependence, but neglects

tunneling escape, since it is assumed to be suppressed at room temperatures and low fields.

The QW-absorption is obtained from a semiempirical model [98], not considering excitons,

bandstructure or field effects. Only non-radiative recombination (SRH) is described. The

model of Varonides [99] explicitly takes into account thermionic emission and tunneling in

a way very similar to Nelson [34], but tunneling is restricted to the triangular barrier of

an isolated well.

While the models reviewed so far did not consider the (resonant) coupling of multiple quan-

tum wells, the inclusion of (coherent) multi-barrier tunneling into the analysis of QWSC

performance was accounted for in the model by Mohaidat et. al. [45], in which a nu-

merical solution of the time dependent Schrödinger equation is used to calculate resonant

tunneling transport of photogenerated carriers in MQW with thin barriers. However, the

model was never embedded into a more comprehensive picture including explicitly carrier

generation, recombination and escape channels other than via tunneling.

2.3.3 Conclusions

The present status of QWSC theory can thus be summarized as follows:

• detailed-balance or equilibrium thermodynamic theories considering the possibility

of multiple QFL provide an upper limit to QWSC efficiency, which however might not

be realistic as thermodynamical implications rule out transitions other than radia-

tive, which is not in accordance with experimental observations that show suppressed

intraband coupling and prominent thermal escape;

• comprehensive QWSC models based on the solution of the semiconductor transport

equations including generation, recombination, capture and escape, with the quan-

tum well absorption and densities based on the DOS calculated from a microscopic

first principle approach involving the solution of the Schrödinger equation to ob-

tain the subband energies, are able to reproduce experimental spectral response and

current-voltage characteristics. However, the large number of separate models and

fitting parameters that are required obscures the true nature of the (microscopic)

mechanisms that provide the potential for efficiency enhancement in practical de-

vices. Furthermore, non of these models considers the effect of inter-well coupling

and geometrical asymmetry on both absorption and escape as well as recombina-

tion, since this would require a comprehensive microscopic description of all these

processes. The effective mass approximation in the envelope function approximation
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commonly used to evaluate the QW DOS relevant for absorption, density and escape

does not hold in the energy region near the top of the well and right above which does

contribute most to the photocurrent near the operating point at room temperature,

and the optical transitions involving quasi-bound states and higher resonances are

not described properly. Furthermore, scattering is modelled on the level of a relax-

ation time approximation, even though the microscopic mechanisms of coupling to

phonons play a crucial role in capture, escape and thermalization processes.

• Both approaches suffer from the fact that they are based on the assumption of

local equilibrium, whereas the the system under operating conditions - large bias

and illumination - is driven away from equilibrium. Whereas the assumption of a

local equilibrium and corresponding thermal carrier distribution is reasonable for

bulk homojunctions due to fast thermalization, it might not apply to quantum well

structures where cooling can be slowed down due to phase space restrictions.

From these conclusions it is obvious that the existing models and theories for QWSC

are not able to provide the insight required for further optimization of the photovoltaic

performance, and the analysis of their shortcomings defines the requirements for a com-

prehensive theory of QWSC that goes beyond the existing approaches. Before examining

the situation, some remarks about the actual challenges are due.

2.3.4 Requirements for novel approaches

Generally speaking, to come up with a comprehensive and hence predictive model for

quantum well solar cells is a daunting task. This is due to the fact that in this type of

optoelectronic device, both the optical and the electronic properties need to be described

at a high level of accuracy, since they have a direct impact on the device characteristics,

and do not correspond to an easy accessible near-equilibrium regime. While the QWSC is

similar to QW-lasers or resonant tunneling devices is some aspects, there are key differences

that prevent a straightforward application of corresponding models and theories: in the

case of the QW-laser, the focus is on the light gain due to stimulated emission from an

inverted, highly non-equilibrium carrier population, i.e. carriers are supposed to recombine

radiatively as quickly and completely as possible, and carrier transport is sought to be

minimized. In the case of resonant tunneling diodes (RTD), quantum transport through

heterostructures is described in detail, but without consideration of optical properties and

other inter-band processes, since the device is monopolar. An example of a similar device

that is based on optical as well as transport processes is the quantum cascade laser (QCL),

but also there, the device is monopolar and only intraband processes are considered, and
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the role of contacts is usually neglected. Hence, due to the unique operating regime of

QWSC, it necessary to combine elements from the fields of semiconductor quantum optics

and quantum transport in nanostructures. A further difficulty arises from the presence

of two lengthscales in the problem: unlike in nanotransistors, where the channel length

is of the order of 10 nm, the quantum region, i.e. the multi-quantum well sector of the

device, can easily reach a length of 0.3-0.5 µm, and the whole device dimension normally

exceeds the µm range. Both the extended quantum region and the embedding in a µm

device environment pose serious challenges and are prone to considerably increase the

computational cost of numerical simulations.

The fundamental requirement for a novel theory that captures the physics of QWSC be-

yond the existing approaches is the ability to provide a consistent picture of the microscopic

processes in quantum-well structures under nonequilibrium conditions that are relevant for

photovoltaic operation, namely

1. the optical properties as well as

2. the quantum transport mechanisms in

3. open systems of

4. arbitrary heterostructure potential that are

5. out of equilibrium and where the

6. effects of scattering cannot be neglected.

In the following, the above points shall be substantiated further and implications for the

theoretical framework be derived:

1. Optical properties The picture of the optical properties should include all types

of allowed transitions, i.e. intraband and interband, and between both quasi-bound and

quasi-continuum states at energies within and above the quantum wells. The correspond-

ing expressions for absorption and emission also need to consider the occupation of the

available states, without any assumptions on the nature of the carrier distribution. The

optical matrix elements and the amplitude of the transition should reflect the symmetries

of the underlying microscopic model. Since the optical properties of a given material are

directly related to its electronic structure via the dielectric function, an accurate model of

the band structure is indispensable.
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2. Quantum transport: A picture of carrier transport in QWSC needs to include

quantum effects such as confinement and tunneling processes arising from spatially inho-

mogeneous potentials, especially in the case of multi-quantum well structures and super-

lattices with strong inter-well coupling and for a proper description of the carrier capture

and escape mechanisms involving both bound and extended states. It is thus imperative

to recur to a quantum transport formalism based on a microscopic model for the electronic

structure, which for the sake of consistency should be the same as the one providing the

optical properties.

3. Open systems: In order to produce electrical current from the device, carriers need

to be injected from and absorbed into contacts. This coupling to the environment induces

a finite lifetime and an associated level broadening to the eigenstates of the closed system.

It is therefore more appropriate to describe the system in terms of scattering states. The

net flow of carriers between device and contacts is controlled by the density and occupation

of current carrying states. The desired formalism of quantum transport should consider

these properties of mesoscopic conductors. In addition to the exchange of particles with

the environment, there is also an exchange respectively dissipation of energy due to the

coupling to lattice vibrations and electromagnetic fields.

4. Heterostructure potential: The model of the electronic structure should allow

arbitrary spatial variation of heterostructure materials and provide realistic material prop-

erties, especially concerning the band offsets which play a major role in the determination

of the subband energies.

5. Out of equilibrium: Transport is inherently a non-equilibrium process. In the case

of a solar cell, the system is driven out of equilibrium by the illumination. While the

short circuit current may be described reasonably well by means of perturbations around

the equilibrium state, the operating point of such a device is far from the linear response

regime, and simple approximate descriptions are not applicable in this situation. A valid

candidate for a consistent QWSC theory should therefore not rely on the assumption of

(global) quasi-equilibrium.

6. Scattering effects: To be able to asses the role and degree of thermalization in

QWSC, as well as for the description of carrier capture and escape processes, the inclusion

of scattering mechanisms is essential. At room temperature, where the device is supposed

to operate, the most prominent relaxation mechanism is provided by the scattering with
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optical phonons, but the total broadening can also contain contributions from scattering

among the carriers, with ionized impurities, due to interface roughness etc. The implica-

tion of the presence of scattering process is the considerable increase in complexity and

computational expense associated with microscopic theories beyond the ballistic regime.

Since a steady-state quantum transport formalism for open systems is an essential com-

ponent of the required theory and the feature that is absent in most of the existing ap-

proaches, some representative models shall be reviewed and assessed for their usefulness

as a basis for the description of QWSC operation.

2.3.5 Quantum transport models for QWSC

On a basic level, the quantum well solar cells represents an optoelectronic device, and as

such, any model needs to cover the three aspects shown in Fig. 2.12: using the input

from external conditions and material properties, the semiconductor transport equations

providing charge and current densities have to be solved self-consistently with Maxwell’s

equations, which use the latter as internal sources together with external source terms

to provide in turn the electromagnetic fields that enter the transport problem. With the

Figure 2.12: Aspects of optoelectronic device modelling.
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ongoing miniaturization of (opto)electronic devices, novel modelling approaches had to

be conceived to include the quantum effects that started to have considerable impact on

the device characteristics. In passing to a quantum description of transport, a major

difficulty was encountered in the unavoidable coupling of the system to the environment,

which means that the system is open, requiring a formalism based on scattering states

rather than on the closed system eigenstates. Further complications arise from the loss

of coherence due to inelastic scattering causing transitions between quantum states that

make it necessary to recur to mixed state or quantum statistical description of the system.

For the moment, there is no universal quantum transport model capable of addressing

any kind of system where quantum effects are important, comparable to the Boltzmann

equation in semi-classical systems, but the choice of the approach strongly depends on

the problem at hand. Fig. 2.13 shows a hierarchy of models for quantum transport in

semiconductors.

Figure 2.13: Hierarchy of quantum transport models for semiconductor devices.
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Quantum corrected macroscopic continuum approaches

Most conventional models for solar cells are based on macroscopic continuum approaches

to charge transport in semiconductors, such as the drift-diffusion or the hydrodynamic

models derived from the Boltzmann equation via a moment expansion using a shifted

Maxwellian distribution function [100, 101, 102]. To keep the advantages of this type

of approach, both computational (speed and low memory requirements) and conceptual

(direct access to physical quantities and classical definition of open-system boundary con-

ditions), quantum effects are included via corrections that correspond to a moment expan-

sion of the Quantum-Boltzmann or Liouville equation with respect to the Wigner function

(see below)) instead of the Boltzmann distribution function, leading to the quantum-

hydrodynamic (QHD) [103] or quantum-drift-diffusion (QDD) equations [104], respec-

tively. While this approach is supposed to yield reasonable results at high temperatures,

it does not represent a “true” quantum-transport formalism, and the numerically observed

characteristic quantum features like negative differential resistance (NDR) are not in quan-

titative agreement neither with more advanced models nor with experiments [105], and

have even been attributed to an artefact of the model [106]. What remains as a severe

limitation for the description of QWSC is the need for an additional microscopic model to

quantify the absorption, and the macroscopic quantities this model gives rise to are not

likely to be consistent with those obtained from the quantum correction.

Open-boundary Schrödinger-Poisson type wave function based models

To obtain both transport and optical properties from the same microscopic model, direct

solutions of the Schrödinger equation can be used. While many-body calculations includ-

ing correlations are not feasible for systems of realistic dimensions as a complete set of

dynamical variables is required for each particle, efficient single-particle formalisms have

been devised to calculate the heterostructure subbands for both single and multiband en-

velope function [107, 108, 109, 96, 110, 111, 112] and tight-binding [113, 114, 115, 116, 117]

models. The current carrying states are not the eigenstates of the closed system, but scat-

tering states. These open-system solutions of the Schrödinger equation can be obtained

by the transfer-matrix approach [113, 118, 119, 120], which however is numerically unsta-

ble for long structures. A common way to impose open boundary conditions that is not

subject to these stability issues is the use of the quantum-transmitting-boundary method

(QTBM)[121, 122, 123, 124], which provides the wave-function of the scattering region, i.e.

the scattering states, depending on the solution of the Schrödinger equation in the homo-

geneous leads, which can be obtained from the solution of a generalized eigenvalue problem

[125, 126]. The scattering states are occupied according to the chemical potentials of the
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contacts, which control the level of injection of carriers and enable the simulation of the

device behaviour under nonequilibrium conditions. As an alternative to the QTBM, open

boundary conditions can be mimicked by the introduction of an artificial non-reflecting

contact using the perfectly matched layer (PML) method [127, 128, 129, 130], which is much

less computationally intensive. The contact block reduction (CBR) approach [131, 132] is

another efficient method that can be used in the case of ballistic transport in 2D/3D

devices with multiple contacts. Here, the transmission function of the open system is

obtained from the eigenstates of a corresponding closed system that need to be calculated

only once and the solution of a very small linear algebraic system. Once the wave function

of the system is known, the optical properties can be derived by methods depending on

the type of band structure model [113, 114, 110, 111, 133, 134, 135, 136, 137, 138].

The major drawback of the Schrödinger-Poisson method is that a consistent inclusion

of interactions is not straightforward, since the model is based on a pure-state single-

particle picture: while carrier-carrier interactions can be treated on the (mean field)

Hartree-level by a self-consistent coupling to Poisson’s equation [139, 140], the descrip-

tion of phase-breaking scattering processes requires the use of a Pauli-master-equation

formalism [141, 142] quantifying the transitions between pure states, i.e. eigenstates of

the Hamiltonian. This formalism, however, suffers from the severe problem of continu-

ity violation [122]. Schrödinger-Poisson type models are thus mostly used to describe

purely coherent processes such as ballistic transport. In this case, the conductance can

be expressed in the Büttiker-Landauer formalism [143, 144, 145] based on the quantum

mechanical transmission function.

Although these models are perfectly suited and widely used for the calculation of optical

and transport properties of quantum well structures, the difficult inclusion of scattering

mechanisms limits their aptitude to serve as a basis for a comprehensive theory of QWSC.

Quantum kinetic models

To incorporate internal force terms arising from incoherent processes like e.g. inelastic

electron-phonon scattering, kinetic equations need to be invoked. Quantum kinetic theory

thus appears to be the simplest level at which both quantum interference and irreversibil-

ity may be described consistently, treating coherent and phase-breaking processes on equal

footing. Since transitions between different states are incorporated in a kinetic theory, a

mixed state description is required, such as provided by the single-particle reduced density

matrix including all off-diagonal terms. The equation of motion for the density matrix

is the quantum Liouville equation. It only describes conservative motion, however, a

nonequilibrium steady-state cannot be established in a reversible system. For the descrip-
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tion of irreversibility causing dissipative processes at a kinetic level, a collision term would

need to be added to the Liouville superoperator. Irreversibility is already introduced into

the Liouville equation by the application of open boundary conditions. Thus, for a proper

formulation of open-system boundary conditions, time-reversal symmetry must be bro-

ken. The boundary conditions themselves need to be irreversible, which can be achieved

by distinguishing between particles entering and leaving the system. For that purpose, a

phase-space distribution formalism is better suited than the real space density-matrix.

Such a formalism is the one based on the Wigner function [146, 147, 122, 148, 149, 150,

151], which can be thought of as the quantum-statistical mechanical analog of the classical

phase space distribution and is related to the mixed-state single-particle reduced density

matrix via the Wigner-Weyl transform, corresponding to the Fourier transform with re-

spect to relative coordinates. The quantum Boltzmann equation for the Wigner function

is obtained by the same transform from the Liouville equation. Within the Wigner func-

tion formalism, the coupling to the environment via ideal contacts is modelled via setting

the distribution function of the injected carriers equal to the reservoir equilibrium distri-

bution characterized by the corresponding electrochemical potentials [122]. Conceptually,

the boundary conditions are identical to the QTBM approach, but there is a mathemati-

cal difference due to the definition of the variables. Quantum-interference effects enter via

the nonlocal potential term, and scattering can be described at different levels of sophis-

tication, from simple relaxation time approximation [152] to a fully quantum-mechanical

description based on Wigner-paths [149, 150]. To incorporate the electronic structure of

the semiconductor on a higher level, multiband and multivalley schemes have been devel-

oped [153, 154], but their use is not very widespread as compared with other microscopic

models.

It is also possible to use directly the density matrix as the model function [155, 156],

with open boundary conditions obtained from those in for the Wigner function via the

inverse Wigner-Weyl transform, but the real-space definition is less well suited to incor-

porate scattering effects due to the nonlocal nature of the latter, whereas scattering is

local in the Wigner function formalism. On the other hand, the Wigner function itself is

purely real valued, which simplifies the calculations and the interpretation of the results.

Both formalism have been extensively used for the simulation of nonequilibrium quantum

transport in open systems like resonant tunneling diodes [157, 158, 159, 152, 160] and in

semiconductor quantum optics [161, 162, 156, 163, 164].

Both the Wigner function and the density matrix are single-time quantities, i.e. they are

able to describe spatial correlations, but not temporal ones, which is equivalent to say that

they have no memory and describe what is called the Markovian limit. To include memory
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effects, a second time - or energy - variable is required, like in the full kernel or Green’s

function governing the spatial and temporal evolution of the single-particle wave-function,

which leads to the non-equilibrium Green’s function formulation of quantum transport

representing the highest hierarchy level of quantum transport beyond the exact solution

of the many-body Schrödinger equation, and from which the lower level approaches can

be obtained via averaging over one time or energy variable, respectively.

The non-equilibrium Green’s function (NEGF) method is a versatile and powerful tool to

study non-equilibrium properties of nanostructures, since it is based on a quantum field

theoretical approach to non-equilibrium statistical mechanics [165, 166, 167, 168, 169].

In the NEGF approach, the Green’s functions for the involved particles (electrons, holes,

phonons, photons, excitons, plasmons, etc) are the model functions providing all the phys-

ical quantities characterizing the system. They correspond to the response of the system

to external perturbations, the latter entering the equations of motion for the Green’s

functions, the Dyson’s equations, in the form of self-energies. The self-energies due to

(weak) interactions such as electron-phonon or electron-photon coupling are calculated

using standard diagrammatic or operator expansion techniques used in many-body per-

turbation theory [170]. The coupling to contacts, i.e. the application of open boundary

conditions, is provided by a special type of boundary self-energy.

One of the major advantages of the approach is that it is both conceptually sound and

easily applicable to the description of all kinds of transport properties in many differ-

ent types of real mesoscopic systems [171], wherefore it has become among the most

popular quantum transport theories in the last years. Apart from the actual nonequilib-

rium quantum transport phenomena comprising ballistic transport and resonant tunnel-

ing in semiconductor multilayers and nanostructures of different dimensionality (quan-

tum wells [172], wires [173, 174] and dots [175]), metallic and molecular conduction

[176, 177, 178, 179, 180, 181, 182, 183], phonon mediated inelastic and thermal transport

[184, 185, 186, 187, 188], Coulomb-blockade [189, 190] and Kondo-effect [191, 192, 193],

it is also used to describe strongly non-equilibrium and interacting regimes in semicon-

ductor quantum optics requiring a quantum kinetic approach [194, 195, 196, 197, 198],

with phenomena such as nonequilibrium absorption, interband polarization, spontaneous

emission and laser gain. The concept was first adapted to the simulation of transport

in open nanoscale devices on the example of tunneling in metal-insulator-metal junctions

[199, 200, 201, 202], and has in the following been applied to investigation and modelling

of MOSFET [203, 204, 205, 206, 207], CNT-FET [208, 209], resonant tunneling diodes

[210, 211, 184, 212, 172, 213] and interband tunneling diodes [214, 215, 216], interband

quantum well lasers [217] and intraband quantum cascade lasers [218], as well as infrared

photodetectors [219] and CNT-photodiodes [220, 221, 222]. The theory was formulated
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both for continuum effective-mass [195, 206] an discrete multiband tight-binding [172, 214]

models of the electronic structure, and in the case of molecular conduction it is combined

with ab-initio methods such as density functional theory [178, 223, 181].

Conclusions

From the requirements formulated in Sec. 2.3.4 and the properties of the different ap-

proaches discussed above it is evident that a comprehensive theory of quantum well pho-

tovoltaics needs to be on the quantum kinetic level and combined with a microscopic

description of the electronic structure. There, the NEGF formalism offers the best basis

to treat all the relevant processes on equal footing under inclusion of an accurate band

structure model. For the latter, tight-binding models are more popular in transport prob-

lems if multiple bands are required, whereas for optics and extended structures, effective

mass models are more favourable due to the continuum nature of the approach. In this

thesis, the tight-binding method is used, considering the relative ease in numerical imple-

mentation that it offers.

2.3.6 Summary

The basic mechanisms of photovoltaic solar energy conversion in crystalline bulk homo-

junction cells, i.e. generation, transport and recombination of free charge carriers, are

modified in the presence of quantum wells originating from the insertion of lower band

gap material in the intrinsic region of a p-i-n diode. The generation of photocurrent and

thus the value of the short-circuit current Isc is enhanced by the extended absorption

range, whereas the dark current increases due to higher recombination, leading to a lower

open-circuit voltage Voc. If the current gain outweighs the voltage loss, an increased out-

put power and thus higher efficiency results. This has been achieved experimentally in

several III-V semiconductor material systems. On the theoretical side, as the presence of

the heterostructure potential introduces strong quantum effects affecting both the optical

and transport properties of the device, conventional macroscopic continuum models begin

to fail in their ability to deliver a proper picture of the dominating physical processes,

such as the escape of photogenerated carriers. A theory of quantum well solar cells able

to go beyond the existing approaches needs to be able to describe optical and transport

properties of an open, interacting nonequilibrium system on a unified, microscopic level.

Out of the available quantum transport models, such a theory is provided best by the

nonequilibrium Green’s function formalism in a tight-binding representation.

Since the theory and applications of nonequilibrium Green’s functions as a tool to under-
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stand the operation of open quantum devices far from equilibrium is central to this work,

it will be reviewed in more detail in the next chapter.





Chapter 3

Quantum transport with

nonequilibrium Green’s functions

Abstract: In this chapter, the nonequilibrium Green’s functions formalism (NEGF) is

reviewed. A brief introduction to the quantum statistical mechanical foundations of the

theory is followed by a discussion of the general framework of its application to the field

of nanostructure device modelling, and it is shown how it provides the means to describe

open interacting system far from equilibrium in a formally appealing and general way.

3.1 Introduction

Many effects in nanoscale condensed matter systems require a microscopic theory for their

explanation. Such a description is provided by the formulation of the system Hamiltonian

H. The basic problem to be solved then amounts to the Schrödinger equation

i~∂tΨ(r1, r2, ..., rN , t) = HΨ(r1, r2, ..., rN , t) (3.1)

for the many-particle wave function Ψ(r1, r2, ..., rN , t) that characterizes the system of N

particles at coordinates ri, i = 1, 2, . . . , N by providing expectation values for observables.

However, in many cases, especially those involving interactions among the particles, the

above equation can only be solved perturbatively. The perturbative evaluation of ensemble

averages, e.g. in diagrammatic fashion, has become a standard tool in condensed matter

theory. The central object of the method are the Green’s functions, that similar to the

wave functions contain all the relevant microscopic information about the system. There

exist different branches of the theory, depending on the system under consideration, such

as the zero-temperature equilibrium theory or the finite-temperature Matsubara technique

41
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[224, 170, 225]. The present work relies on the (finite temperature) non-equilibrium Green’s

function (NEGF) formalism, introduced by Kadanoff and Baym [167], and Keldysh [168],

based on ideas by Schwinger and coworkers [165, 166]. This formalism provides a frame-

work for calculating the non-equilibrium statistical ensemble average of operators acting

on many-particle systems driven out of equilibrium. In this thesis, the focus is on the av-

erages of single-particle operators from which physical quantities such as particle density

and current can be derived.

Due to the wide range of applications, there exist many topical reviews providing a thor-

ough introduction to the general formalism [226, 227, 228, 229, 195]. Here, only the aspects

of the theory that are fundamental or relevant for the use in mesoscopic device modelling

shall be reviewed.

This chapter is organized as follows: In the first section, the formalism to evaluate nonequi-

librium ensemble averages of general operators is developed along the line of equilibrium

theory, with the necessary modifications to satisfy the nonequilibrium conditions. After

the representation of the system Hamiltonian in terms of single particle operators in sec-

ond quantization, the formalism is used in the next section to derive expressions for the

nonequilibrium Green’s functions. Again in analogy to the equilibrium case, the perturba-

tive evaluation of these expressions is discussed, followed by the derivation of the Dyson’s

equations corresponding to the equations of motion of the Green’s functions. Next, the

representation of physical quantities such as density and current in terms of the nonequi-

librium Green’s functions is discussed. The last section is dedicated to the applications of

the formalism in the theory of transport in nanoscale electronic devices. After a discussion

of the system partitioning and the treatment of contacts, the self-consistent procedure for

the calculation of physical quantities is outlined. The chapter concludes with a discussion

of suitable choices of spatial discretization and basis functions depending on the problem

at hand.

3.2 Nonequilibrium statistical averages

We consider a system with an equilibrium state described by the time-independent Hamil-

tonian

H = H0 +H i, (3.2)

with the noninteracting, exactly solvable part H0 and the interparticle interaction con-

tained in H i. As an open system, it is connected to a heat-bath of temperature T and a

particle reservoir characterized by a chemical potential µ, which implies the choice of the

grand canonical ensemble for statistical averaging. The thermodynamic equilibrium state
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of the system is then given by the equilibrium density matrix, which for µ = 0 reads

ρ(H) =
e−βH

tr [e−βH ]
≡ Z−1e−βH , β ≡ (kBT )−1. (3.3)

To describe the nonequilibrium state of the system, the latter is assumed to be instan-

taneously disconnected from the reservoirs and exposed to a perturbation at a time t0,

such as e.g. a time varying electromagnetic field or an imbalance of the chemical po-

tentials in the reservoirs coupled to the system. The perturbation is represented by the

time-dependent part of the total Hamiltonian H,

H(t) = H +H ′(t), (3.4)

H ′(t) = 0, t < t0. (3.5)

The nonequilibrium statistical average of an observable OH(t) in the Heisenberg picture

with respect to the grand-canonical ensemble characterized by the density operator ρ(H)

is then defined as1

〈ÔH(t)〉 ≡ tr[ρ(H)OH(t)]. (3.6)

A perturbative evaluation of the above expression requires an analogy to the equilibrium

Gell-Mann-Low formula

〈OH(t)〉eq =
〈Tt{S(∞,−∞)ÔH(t)}〉0

〈S(∞,−∞)〉0
, (3.7)

where 〈. . .〉0 denotes the expectation value with respect to the noninteracting ground state

at t = ±∞ and T̂t is the the chronological time-ordering operator defined by

T̂t{Â(t1)B̂(t2)} ≡ θ(t1 − t2)Â(t1)B̂(t2)∓ θ(t2 − t1)B̂(t2)Â(t1), (3.8)

where θ is the step function and the minus sign is for fermionic operators. The antichrono-

logical time-ordering operator T̂at has an analogous definition, with reversal of the ordering.

The crucial assumption in equilibrium is the one that the system returns to its initial state

for asymptotically large times, which is expressed in the arguments of the time-evolution

operator of the interaction representation, S(∞,−∞), where

S(t, t′) ≡ T̂t

{
e−

i
~
R t
t′ dτH

i(τ)
}
. (3.9)

This assumption does no longer hold in out-of-equilibrium systems, wherefore reference to

asymptotically large times has to be replaced by reference to the initial time t0. To find an

1Note that the Hamiltonian in the distribution does not contain the time-dependent perturbation, as
discussed e.g. by Mahan [225],p. 216-218.
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expression corresponding to Eq. (3.7) for a perturbative evaluation of the nonequilibrium

ensemble average starting from Eq. (3.6), the role in the time evolution of the operator Ô

played byH has to be transferred toH0, which has a Wick decomposition. This corresponds

to a transformation of the operator representation from the Heisenberg picture into the

interaction picture. To relate the different representations, it is suitable to express the

quantum statistical averages in terms of the time independent Schrödinger operator ÔS

and a time evolution operator Uh(t) corresponding to a time evolution governed by the

Hamiltonian h, with the condition that the pictures coincide at time t0, i.e. Ôh(t0) =

ÔS, where the wave function is simply the solution of the Schrödinger equation for the

Hamiltonian H0. For the Heisenberg picture (h = H), this yields

ÔH(t) ≡ Û †H(t, t0)ÔSÛH(t, t0), (3.10)

with

ÛH(t, t0) = T̂t

{
e
− i

~
R t
t0

dt′H(t′)
}
. (3.11)

In the same fashion, the time evolution of an operator with respect to the time-independent

Hamiltonian H is expressed as

ÔH(t) ≡ Û †H(t, t0)ÔSÛH(t, t0). (3.12)

with

ÛH(t, t0) = e−
i
~H(t−t0). (3.13)

and thus

ÔH(t) ≡ V̂ †H(t, t0)ÔH(t)V̂H(t, t0) (3.14)

where

V̂H(t, t0) ≡ Û †H(t, t0)ÛH(t, t0) = T̂t

{
e
− i

~
R t
t0

dt′H′H(t′)
}

(3.15)

and

V̂ †H(t, t0) ≡ Û †H(t, t0)ÛH(t, t0) = T̂t

{
e−

i
~
R t0
t dt′H′H(t′)

}
≡ T̂at

{
e
− i

~
R t
t0

dt′H′H(t′)
}
. (3.16)

The time ordering in Eq. (3.14) can be written as ordering along the contour branches

C1 and C2 of the contour C shown in Fig. 3.1, corresponding to chronological and an-

tichronological time ordering, respectively, which means that

V̂H(t, t0) ≡ T̂C1

{
e
− i

~
R
C1

dτH′H(τ)
}
, (3.17)

V̂ †H(t, t0) ≡ T̂C2

{
e
− i

~
R
C2

dτH′H(τ)
}

(3.18)

and thus

ÔH(t) = T̂C

{
e−

i
~
R
C dτH′H(τ)ÔH(t)

}
≡ T̂C

{
S ′H(C)ÔH(t)

}
, (3.19)
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Figure 3.1: The Keldysh contour C ≡ C1 ∪ C2 used in the transformation into a time

evolution governed by the time-independent Hamiltonian H. The deviation from the real

axis is only to distinguish between the two branches and to illustrate the ordering along the

contour.

where the contour ordering operator

T̂C{Â(t1)B̂(t2)} ≡ θC(t1, t2)Â(t1)B̂(t2)∓ θC(t2, t1)B̂(t2)Â(t1), (3.20)

was introduced, with the following definitions of functions on the contour C

θC(t1, t2) ≡


θ(t1 − t2) t1 > t2 and t1 later on C

θ(t2 − t1) t2 > t1 and t1 later on C

θ(t2 − t1) t1 > t2 and t2 later on C

θ(t1 − t2) t2 > t1 and t2 later on C

(3.21)

and the derivative
∂

∂t1
θC(t1, t2) ≡ δC(t1, t2) = − ∂

∂t1
θC(t2, t1). (3.22)

In the interaction picture, the Schrödinger operator is transformed into

ÔH0(t) ≡ Û †H0
(t, t0)ÔSÛH0(t, t0) (3.23)

with

ÛH0(t, t0) = e−
i
~H0(t−t0). (3.24)

Replacing the Schrödinger operator by the relation to the Heisenberg representation in

Eq. (3.10), we find

ÔH(t) = V̂ †H0
(t, t0)ÔH0V̂H0(t, t0) (3.25)

where

V̂H0(t, t0) ≡ Û †H0
(t, t0)ÛH(t, t0) = T̂t

{
e
− i

~
R t
t0

dt′H′H0
(t′)
e
− i

~
R t
t0

dt′Hi
H0

(t′)
}
. (3.26)

In terms of contour ordered operators, Eq. (3.25) becomes

ÔH(t) = TC

{
S ′H0

(C)SiH0
(C)ÔH0(t)

}
, (3.27)



46 Chapter 3. Quantum transport with nonequilibrium Green’s functions

Figure 3.2: The contour C̃ ≡ C ∪ Cw used in the transformation to the interaction

picture where the time-evolution is governed by the non-interacting Hamiltonian H0. The

deformation into the complex plan is required for the consideration of initial correlations.

In steady state, which is equivalent to t0 → −∞, this deviation is negligible and one can

work with the Keldysh contour in Fig. 3.1.

with

S ′H0
(C) ≡ e−

i
~
R
C dτH′H0

(τ), SiH0
(C) ≡ e−

i
~
R
C dτHi

H0
(τ). (3.28)

To write the quantum statistical ensemble average (3.6) in the interaction picture, the

density matrix ρ(H) needs to be replaced by ρ(H0). This is achieved by noting that

eβH = eβH0w(t0 − iβ, t0) (3.29)

with

w(t, t0) = Tt

{
e
− i

~
R t
t0

dt′Hi
H0

(t′)
}
. (3.30)

The modification of the density matrix amounts to a deformation of the integration contour

from C to C̃ as shown in Fig. 3.2, by adding the imaginary time strip Cw from t0 to t0− iβ
on which w is defined, and we can write

w(t0 − iβ, t0) = TC̃

{
S ′H0

(C)SiH0
(C̃)
}
. (3.31)

This deformation of the contour also allows for the consideration of initial correlations

[230, 231].

One finally arrives at the ensemble average

〈ÔH(t)〉 =
〈T̂C̃{S ′H0

(C)SiH0
(C̃)ÔH0(t)}〉0

〈T̂C̃{S ′H0
(C)SiH0

(C̃)}〉0
=

Tr[ρ(H0)T̂C̃{S ′H0
(C)SiH0

(C̃)ÔH0(t)}]
Tr[ρ(H0)T̂C̃{S ′H0

(C)SiH0
(C̃)}

(3.32)

where all the time dependence is determined by the solvable Hamiltonian H0 and the

ensemble average is evaluated with respect to the noninteracting density matrix ρ(H0).

Eq. (3.32) also holds in the case of initial correlations, which may play an important role

for the study of transient behaviour in nonequilibrium systems [230, 231].
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The steady state, which is the relevant regime for photovoltaic applications, corresponds to

a situation that is established after the perturbation has been turned on for a sufficiently

long time, i.e. for t� t0 or, equivalently, t0 → −∞. In that case,

lim
t0→−∞

w(t0 − iβ, t0) = lim
t0→−∞

TCw

{
e−

i
~
R t0−iβ
t0

dt′Hi
H0

(t′)
}

= 1, (3.33)

which means that in steady state, the integrations along contours C and C̃ coincide.

3.3 Nonequilibrium Green’s functions

To evaluate the physical properties of many-body systems far from equilibrium, it is conve-

nient to derive the corresponding single-particle nonequilibrium Green’s functions, which

are defined as the nonequilibrium ensemble averages of contour ordered field operators

G(11′) ≡ − i
~
〈T̂C{Ψ̂H(1)Ψ̂†H(1′)}〉 (3.34)

= − i
~

(
θC(1, 1′)〈Ψ̂H(1)Ψ̂†H(1′)〉 ∓ θC(1′, 1)〈Ψ̂†H(1′)Ψ̂H(1)〉

)
, (3.35)

where Ψ̂H(1) is the field operator in the Heisenberg picture for a single fermion (upper

sign in (3.35)) or a single boson (lower sign in (3.35)), and the argument is given in the

short hand notation 1 ≡ (r1, t1, σ1), where σ is the spin index.

Applying Eq. (3.32) to the average in Eq. (3.35) provides a starting point for a perturba-

tion expansion of the nonequilibrium Green’s functions,

G(11′) = − i
~
〈T̂C̃{S ′H0

(C)SiH0
(C̃)Ψ̂H0(1)Ψ̂†H0

(1′)}〉0
〈T̂C̃{S ′H0

(C)SiH0
(C̃)}〉0

, (3.36)

in analogy to the equilibrium zero temperature Gell-Mann-Low formula, with the corre-

sponding diagrammatic representation and Feynman rules for the evaluation.

The following discussion is based on the assumption that initial correlations are absent or

washed out, i.e. the time evolution is along the Keldysh contour C (Fig. 3.1).

3.3.1 Equations of motion

The equations of motion describing the time evolution of the nonequilibrium Green’s func-

tions can be determined via the time derivative of the contour-ordered pair of Heisenberg
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field operators,

∂

∂t
G(r, t, σ; r′, t′, σ′) =

∂

∂t
〈T̂C{Ψ̂H(r, t, σ)Ψ̂†H(r′, t′, σ′)}〉 (3.37)

=

〈
T̂C

{[
∂

∂t
Ψ̂H(r, t, σ)

]
Ψ̂†H(r′, t′, σ′)

}〉
+ δC(t, t′)

〈[
Ψ̂H(r, t, σ), Ψ̂†H(r′, t, σ′)

]
±

〉
(3.38)

=

〈
T̂C

{[
∂

∂t
S ′H(t0, t)

]
Ψ̂H(r, t, σ)S ′H(t, t0)Ψ̂†H(r′, t′, σ′)

}〉
+

〈
T̂C

{
S ′H(C)

[
∂

∂t
Ψ̂H(r, t, σ)

]
Ψ̂†H(r′, t′, σ′)

}〉
+

〈
T̂C

{
S ′H(t0, t)Ψ̂H(r, t, σ)

[
∂

∂t
S ′H(t, t0)

]
Ψ̂†H(r′, t′, σ′)

}〉
+ δC(t, t′)δ(r− r′)δσ,σ′ , (3.39)

where [·, ·]± denotes the (anti-)commutator for fermions and bosons, respectively, and Eqs.

(3.35), (3.106) and (3.19) were used. The time derivatives of the Heisenberg field operators

can now be replaced by the corresponding Heisenberg equation of motion, expressing the

time-independent part of the system Hamiltonian Ĥ = Ĥ0 + Ĥ i in terms of the field

operators, which for the case of an general particle-particle interaction Ĥ i = V̂ gives the

expression

Ĥ(t) =
∑
σ

∫
drΨ̂†H(r, t, σ)H0(r)Ψ̂H(r, t, σ)

+
1

2

∑
σ,σ′

∫
dr

∫
dr′Ψ̂†H(r, t, σ)Ψ̂†H(r′, t, σ′)V (r− r′)Ψ̂H(r′, t, σ′)Ψ̂H(r, t, σ). (3.40)

The Heisenberg equation for the field operator with respect to this Hamiltonian is

i~
∂

∂t
Ψ̂H(r, t, σ) =

[
Ψ̂H(r, t, σ), Ĥ(t)

]
−

(3.41)

=H0(r)Ψ̂H(r, t, σ) +
∑
σ

∫
dr′V (r− r′)Ψ̂†H(r′, t, σ)Ψ̂H(r′, t, σ)Ψ̂H(r, t, σ).

(3.42)

For the derivative of the time evolution operator, ∂
∂t
S ′H(t0, t), the perturbation Hamiltonian

Ĥ ′(t) also needs to be expressed in second quantization,

Ĥ ′H(t) =
∑
σ

∫
drΨ̂†H(r, t, σ)U(r, t)Ψ̂H(r, t, σ), (3.43)
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which is used to obtain[
∂

∂t
S ′H(t0, t)

]
Ψ̂H(r, t, σ)S ′H(t, t0) + S ′H(t, t0)Ψ̂H(r, t, σ)

[
∂

∂t
S ′H(t, t0)

]
=S ′H(C)H ′(t)Ψ̂H(r, t, σ). (3.44)

Inserting these expressions for the time derivatives into Eq. (3.39) and recalling the

definition of the Green’s function in (3.35) yields the equation of motion for the Green’s

function with respect to t,(
i~

∂

∂t1
−H0(r1)− U(1)

)
G(11′) = δ(11′)− i~

∫
C

d3V (1− 3)G(2)(13−1′3+) (3.45)

where on the left-hand side, the definition of the Green’s function in Eq. (3.34) was used,

and on the right-hand side, the two-particle Green’s function

G(2)(131′3′) =

(
− i

~

)2 〈
T̂C

{
Ψ̂H(1)Ψ̂H(3)Ψ̂†H(3′)Ψ̂†H(1′)

}〉
(3.46)

was introduced, together with the definitions

δ(12) ≡δC(t1, t2)δ(r1 − r2)δσ1,σ2 , (3.47)

V (1− 2) ≡V (r1 − r2)δ(t1 − t2), (3.48)

and the short-hand notation ∫
C

d1 ≡
∑
σ

∫
C

dt1

∫
dr1. (3.49)

In (3.45), 1± denotes the coordinates with time infinitesimally smaller or larger than t1.

A similar equation is found for the derivative with respect to t′,(
−i~ ∂

∂t′1
−H0(r1′)− U(1′)

)
G(11′) = δ(11′)− i~

∫
C

d3V (1′ − 3)G(2)(13−1′3+). (3.50)

Eqs. (3.45) and (3.50) induce an infinite hierarchy, since the equation for the two-particle

Green’s function contains the three-particle Green’s function and so on. This hierarchy

can by truncated by noting that, following the analogy to the equilibrium case established

by Eq. (3.36), the equation of motion for the contour ordered Green’s function can be

written as the Dyson’s equation

G(1, 1′) = G0(1, 1′) +

∫
C

d2

∫
C

d3G0(1, 2)Σ(2, 3)G(3, 1′), (3.51)
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where G0 is the Green’s function in the absence of interactions and Σ is the irreducible self-

energy containing the effects of interactions. The equivalence of (3.51) to Eq. (3.45) with

the proper definition of the self-energy is established by considering that the noninteracting

Green’s function G0 is the solution of (3.45) without the two particle Green’s function,

and hence

G0(1, 1′)−1 =

(
i~

∂

∂t1
−H0(r)− U(1)

)
δ(1, 1′). (3.52)

The equations of motion for the Green’s function, Eqs. (3.45) and (3.50) can thus be

written as (
i~

∂

∂t1
−H0(r)− U(1)

)
G(11′) =δ(11′)− i~

∫
C

d3 Σ(13)G(31′), (3.53)(
−i~ ∂

∂t1
−H0(r′)− U(1′)

)
G(11′) =δ(11′)− i~

∫
C

d3G(13)Σ(31′). (3.54)

The specific form of the self-energy depends on the interaction, and it can be derived by

different perturbative approaches such as Feynman diagrams, Wick’s decomposition or

functional derivatives, and to different levels of approximation, such as Hartree-Fock or

second Born. The perturbative expansion of Eq. (3.36) is reviewed in App. E on the

example of the type of generic fermion-boson interaction relevant for the interaction of

carriers with photons and phonons. The diagrammatic version of the Dysons equation is

shown in Fig. 3.3.

�1 1’
=

�1 1’
+

�2 31 1’
Σ

Figure 3.3: Diagrammatic Dyson equation for carrier Green’s function.

3.3.2 Analytic continuation

To reduce the unpractical contour integration resulting from the formal perturbation ex-

pansion to real-time integrals, rules for analytical continuation are required, such as pro-

vided by the mapping of Keldysh [168], which for a given position on the contour C in Fig.

3.4 relates the contour-ordered Green’s functions to a specific kind of real-time Green’s

functions,

G(1, 1′) ≡


GC(11′) t1, t1′ ∈ C1,

G>(11′) t1 ∈ C2, t1′ ∈ C1,

G<(11′) t1 ∈ C1, t1′ ∈ C2,

GC̃(1, 1′) t1, t1′ ∈ C2,

(3.55)
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which are named the lesser, greater, chronological and antichronological Green’s functions

and are defined by

G<(11′) ≡± i

~
〈Ψ̂†H(1′)Ψ̂H(1)〉, (3.56)

G>(11′) ≡∓ i

~
〈Ψ̂H(1)Ψ̂†H(1′)〉, (3.57)

GC(11′) ≡∓ i

~
〈T̂t{ΨH(1)Ψ̂†H(1′)}〉, (3.58)

GC̃(11′) ≡∓ i

~
〈T̂at{Ψ̂H(1)Ψ̂†H(1′)}〉, (3.59)

where the upper (lower) sign applies to fermions (bosons).

Figure 3.4: Contour for the mapping from contour-ordered to real-time Green’s functions.

The chronological and antichronological Green’s functions are usually replaced by the

retarded and advanced Green’s functions defined by

GR(11′) ≡− i

~
θ(t− t′)〈[ΨH(1),Ψ†H(1′)]±〉 (3.60)

=θ(t− t′)[G>(11′)−G<(11′)], (3.61)

GA(11′) ≡ i
~
θ(t′ − t)〈[ΨH(1),Ψ†H(1′)]±〉 (3.62)

=− θ(t′ − t)[G>(11′)−G<(11′)], (3.63)

where [. . .]± denotes the anti-commutator (commutator), and which are related to the

former via

GC(11′) =θ(t− t′)G>(11′) + θ(t′ − t)G<(11′) (3.64)

=G<(11′) +GR(11′) (3.65)

=G>(11′) +GA(11′), (3.66)

GC̃(11′) =θ(t′ − t)G>(11′) + θ(t− t′)G<(11′) (3.67)

=G<(11′)−GA(11′) (3.68)

=G>(11′)−GR(11′). (3.69)
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From Eq. (3.55) follows that in the contour integration, depending on the position on the

contour, all four Green’s functions GR,A,≶ are involved. Although there are four different

Green’s functions, only three of them are linearly independent; this is expressed in the

relation

GR(11′)−GA(11′) = G>(11′)−G<(11′). (3.70)

A similar relation holds for other two-time quantities defined on the contour C, such as

the self-energy Σ(11′),

ΣR(11′)− ΣA(11′) = Σ>(11′)− Σ<(11′). (3.71)

The contour integrations in Eq. (3.51) can be evaluated by decomposition into real time

integrations using the rules due to Langreth [169], which are derived in App. A, e.g. for

the operator product C = AB: the contour convolution

C(τ, τ ′) =

∫
C

dτ1A(τ, τ1)B(τ1, τ
′) (3.72)

has the real-time components

CR(A)(t, t′) =

∫ ∞
−∞

dt1A
R(A)(t, t1)BR(A)(t1, t

′), (3.73)

C≶(t, t′) =

∫ ∞
−∞

dt1
[
AR(t, t1)B≶(t1, t

′) + A≶(t, t1)BA(t1, t
′)
]
, (3.74)

or, in a compact notation,

CR(A) =AR(A)BR(A), (3.75)

C≶ =ARB≶ + A≶BA. (3.76)

In a similar fashion, the product D = ABC of three operators has the real-time decom-

position (again in compact notation)

DR(A) =AR(A)BR(A)CR(A), (3.77)

D≶ =ARBRC≶ + ARB≶CA + A≶BACA. (3.78)

Applying the Langreth rules to the integral formulation of the Dyson’s equations in Eq.

(3.51) and omitting the integrals, the equation for the retarded and advanced Green’s

functions simplifies to the form

GR(A) = G
R(A)
0 +G

R(A)
0 ΣR(A)GR(A), (3.79)
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which can be rewritten as [(
G
R(A)
0

)−1

− ΣR(A)

]
GR(A) = δ. (3.80)

The corresponding equation for the lesser and greater functions reads

G≶ = G≶
0 +GR

0 ΣRG≶ +GR
0 Σ≶GA +GR

0 ΣAGA. (3.81)

By iteration with respect to G<, one finds that the infinite order iterate has the form

G≶ = (δ +GRΣR)G≶
0 (δ +GAΣA) +GRΣ<GA. (3.82)

This equation is also called the Keldysh equation. It can be further simplified in steady

state situations. Reversing Eq. (3.80) yields

GR
[
(GR

0 )−1 − ΣR
]

= δ ⇒ δ +GRΣR = GR←−G−1
0 (3.83)

where the arrow indicates the direction in which the operator acts. A similar expression

is found for the retarded part. The first term of Eq. (3.82) can hence be written as

GR←−G−1
0 G≶

0

−→
G−1

0 GA. (3.84)

If no boundary terms are present, the central terms can be exchanged and the whole

term vanishes since
−→
G−1

0 G≶
0 = 0. The first term of Eq. (3.82) therefore corresponds to

a boundary term representing initial conditions that contain the memory of the initial

state before turning on the interactions and the onset of nonequilibrium dynamics. It is

relevant only for the transient behaviour ([228, 232, 195]) and is therefore omited in steady

state calculations, where these initial effects are assumed to be damped; we will adopt this

assumption in the subsequent chapters. The equations of motion for the real-time Green’s

functions are thus given by

GR(A)(1, 1′) =G
R(A)
0 (1, 1′) +

∫
d2

∫
d3G

R(A)
0 (1, 2)ΣR(A)(2, 3)GR(A)(3, 1′), (3.85)

G≶(1, 1′) =

∫
d2

∫
d3GR(1, 2)Σ≶(2, 3)GA(3, 1′) (3.86)

where ∫
d1 ≡

∑
σ1

∫
dr1

∫ ∞
−∞

dt1. (3.87)
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3.3.3 Steady state representation

In Eqs. (3.85)-(3.86), the Dyson equations are written in integral form with a pair of real

space and time coordinates as the two four vector arguments of the Green’s functions.

For steady state calculations, only the time difference τ = t′ − t is meaningful. Fourier

transforming from relative time to energy coordinates,

Oα
σ1σ2

(r1, r2;E) ≡
∫ ∞
−∞

dτe
i
~EτOα

σ1σ2
(r1, r2; τ), (3.88)

Oα
σ1σ2

(r1, r2; τ) ≡ 1

2π~

∫ ∞
−∞

dτe−
i
~EτOα

σ1σ2
(r1, r2;E), (3.89)

O ∈ {G,Σ}, α ∈ {R,A,<,>},

Eqs. (3.85)-(3.86) can be written as ([233])

GR(A)
σ1σ1′

(r1, r1′ ;E) =(G0)R(A)
σ1σ1′

(r1, r1′ ;E)

+
∑
σ2,σ3

∫
dr2

∫
dr3(G0)R(A)

σ1σ2
(r1, r2;E)ΣR(A)

σ2σ3
(r2, r3;E)GR(A)

σ3σ1′
(r3, r1′ ;E),

(3.90)

G≶
σ1σ1′

(r1, r1′ ;E) = +
∑
σ2,σ3

∫
dr2

∫
dr3G

R
σ1σ2

(r1, r2;E)Σ≶
σ2σ3

(r2, r3;E)GA
σ3σ1′

(r3, r1′ ;E),

(3.91)

with the noninteracting Green’s function given by[
G
R(A)
0

]−1

(r, r′, E) = [E + (−)iη −H0(r)− U(r)] δ(r− r′), η → 0+, (3.92)

where the small parameter η provides the correct analytical properties. In situations where

time reversal symmetry holds, one finds

GR(1, 1′) = [GA(1′, 1)]∗ → GR(r, r′, E) = [GA(r, r′, E)]†, (3.93)

G≶(1, 1′) = −[G≶(1′, 1)]∗ → G≶(r, r′, E) = −[G≶(r, r′, E)]†, (3.94)

and the number of independent Green’s functions is reduced to two. In equilibrium, the

situation simplifies further, since all Green’s functions are directly related through 2

G<(E) =± if(E)A(E), G>(E) = i[±f(E)− 1]A(E), (3.95)

2We omit spin and spatial arguments for clarity, and the upper (lower) sign corresponds to fermions
(bosons)
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where A is the spectral function defined by

A(E) ≡ i[GR(E)−GA(E)] = i[G>(E)−G<(E)], (3.96)

and f(E) is the statistical distribution function given by the Fermi-Dirac function in

the case of fermions or the Bose-Einstein function for bosons. Eq. (3.95) is called the

fluctuation-disspipation theorem. For the lesser and greater self-energies, the correspond-

ing identities hold

Σ<(E) =± if(E)Γ(E), Σ>(E) = ±i[f(E)− 1]Γ(E), (3.97)

Γ(E) ≡i
[
ΣR(E)− ΣA(E)

]
= i [Σ>(E)− Σ<(E)] . (3.98)

Relation (3.172) for an energy dependent quantity O is a Hilbert-transform,

OR(E) =

∫
dτe

i
~EτO(τ) =

∫
dτe

i
~Eτθ(τ)[O>(τ)−O<(τ)] (3.99)

=

∫
dE ′

2π~
θ̂(E ′ − E)[O>(E ′)−O<(E ′)] (3.100)

=i

∫
dE ′

2π

O>(E ′)−O<(E ′)

E ′ − E + iη
. (3.101)

Using the identity

lim
η→0

1

x+ iη
= −iπδ(x) + P

{
1

x

}
, (3.102)

where P denotes the Cauchy principal value, Eq. (3.101) can be rewritten as

OR(E) = P
∫
dE ′

2π

O(E ′)

E ′ − E
− i

2
O(E), (3.103)

where O(E) = i[O>(E) − O<(E)]. In this way, the Fourier transform of the retarded

Green’s function is related to the spectral function by

GR(E) = i

∫
dE ′

2π

G>(E ′)−G<(E ′)

E ′ − E + iη
= P

∫
dE ′

2π

A(E ′)

E ′ − E
− i

2
A(E), (3.104)

and the connection between the scattering functions and the retarded self energy becomes

ΣR(E) = i

∫
dE ′

2π

Σ>(E ′)− Σ<(E ′)

E ′ − E + iη
= P

∫
dE ′

2π

Γ(E ′)

E ′ − E
− i

2
Γ(E). (3.105)

We will further need the equivalence∫
dτeiEτ/~ ≡ 1

2π~
δ(E) (3.106)

and the convolution theorem

̂f(τ) · g(τ) =
1

2π~
{f̂ ∗ ĝ}(E) ≡

∫
dE ′

2π~
f(E ′)g(E − E ′). (3.107)
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3.3.4 Physical quantities from NEGF

The real time Green’s functions defined above have the following physical interpretation:

The retarded Green’s function GR is a single-particle response function, describing particle

propagation, while the advanced Green’s function GA describes the propagation of a hole.

The spectral function A which combines the information about both types of excitations

represents the density of states. The correlation functions G< and G> provide the spectral

density of particles and holes, respectively. The Green’s functions are related directly to

physical observables, since the ensemble average of any single-body operator

Ô(t) =

∫
drÔ(r, t) (3.108)

=

∫
dr
∑
σ,σ′

Ψ̂†H(r, t, σ)Oσ,σ′(r, t)Ψ̂H(r, t, σ′) (3.109)

can be written as [170]

〈Ô(r, t)〉 = Tr[ρÔ(r, t)]

=
∑
σ,σ′

Tr[ρΨ̂†H(r, t, σ)Oσ,σ′(r, t)Ψ̂H(r, t, σ′)]

= lim
r→r

lim
t′→t+

∑
σ,σ′

Oσ,σ′(r, t)Tr[ρΨ̂†H(r′, t′, σ)Ψ̂H(r, t, σ′)]

= lim
r→r

lim
t′→t+

∑
σ,σ′

Oσ,σ′(r, t)〈Ψ̂†H(r′, t′, σ)Ψ̂H(r, t, σ′)〉

= ∓ lim
r→r

lim
t′→t+

Tr[O(r, t)G<(r, t; r′, t′)], (3.110)

where in the last line, the upper (lower) sign applies to fermions (bosons), and the trace

is over spin indices.

The most relevant macroscopic quantities in the investigation of device characteristics are

particle densities and currents. The corresponding operator averages shall thus be derived

in the following.

Density

The expressions for particle and hole densities follow directly from the definition of the

density operator and the Green’s functions in (3.34):
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a) particles

n(r, t) =
∑
σ

〈Ψ̂†H(r, t, σ)Ψ̂H(r, t, σ)〉 (3.111)

=∓ lim
r′→r

lim
t′→t+

∑
σ

i~G<(r, t, σ; r′, t′, σ); (3.112)

(steady state) n(r) =∓ lim
r′→r

lim
t′→t+

i~
∑
σ

G<
σσ(r, r′; t− t′) (3.113)

=∓ lim
r′→r

lim
t′→t+

i~
∑
σ

∫
dE

2π~
e
i
~E(t−t′)G<

σσ(r, r;E) (3.114)

=∓ i
∑
σ

∫
dE

2π
G<
σσ(r, r;E) (3.115)

b) holes

p(r, t) =
∑
σ

〈Ψ̂H(r, t, σ)Ψ̂†H(r, t, σ)〉 (3.116)

=± lim
r′→r

lim
t′→t+

i~
∑
σ

G>(r, t, σ; r′, t′, σ) (3.117)

(steady state) p(r) =± lim
r′→r

lim
t′→t+

i~
∑
σ

∫
dE

2π~
e
i
~E(t−t′)G>

σσ(r, r;E) (3.118)

=± i
∑
σ

∫
dE

2π
G>
σσ(r, r;E) (3.119)

From the expression of the particle density (3.115) and the equilibrium relation for the

particle correlation function (3.95), the density can be written as

n(r) =− i
∑
σ

∫
dE

2π
if(E)Aσσ(r, r;E) (3.120)

≡
∫

dEf(E)D(r, E), (3.121)

which defines the local density of states (LDOS) in terms of the spectral function,

D(r, E) ≡ 1

2π

∑
σ

Aσσ(r, r;E) (3.122)

=
1

2π

∑
σ

={GR
σσ(r, r;E)}. (3.123)
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Current

Starting point for the derivation of the current in terms of non-equilibrium Green’s func-

tions are the Dyson’s equations (3.45), (3.50) and (3.53)-(3.54). Taking the difference

between the equations of motion with respect to t1 and t2 yields

i~
(
∂

∂t1
+

∂

∂t2

)
G(12) + [H0(r1)−H0(r2)]G(12)

= [U(1)− U(2)]G(12)− i~
∫
C

d3 [V (1− 3)− V (2− 3)]G(2)(13−23+) (3.124)

= [U(1)− U(2)]G(12) +

∫
C

d3 [Σ(13)G(32)−G(13)Σ(32)] . (3.125)

Taking the limit r2 → r1 and t2 → t1, the corresponding equation for the lesser Green’s

function reads

i~
∂

∂t
G<(r, t, σ; r, t, σ′) + lim

r′→r

1

2
[H0(r)−H0(r′)]G<(r, t, σ; r′, t, σ′) = 0, (3.126)

as the rhs of Eq. (3.124) vanishes in this limit. By recalling the definition of the density

and introducing the velocity v(r) ≡ − i
~ [r, H0], the above equation can be written as

− ∂

∂t
n(r, t) +∇r ·

[
lim
r′→r

i~
2

[v(r)− v(r′)]
∑
σ

G<(r, t, σ; r′, t, σ)

]
= 0, (3.127)

which, compared to the continuity equation

∂

∂t
n(r, t) +∇r · J(r, t) = 0, (3.128)

provides the following expression for the current:

J(r, t) = lim
r′→r

i~
2

[v(r′)− v(r)]
∑
σ

G<(r, t, σ; r′, t, σ), (3.129)

with the steady-state form

J(r) =
∑
σ

∫
dEJσ(r;E) = lim

r′→r

i

2
[v(r)− v(r′)]

∑
σ

∫
dE

2π
G<
σσ(r, r′;E). (3.130)

Considering the explicit form of the noninteracting (spinless) Hamiltonian,

H0(r) ≡ p2
r

2m0

+
∑
i

V (r−Ri), (3.131)
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where pr = −i~∇r and V (r − Ri) the potential from the lattice atoms at positions Ri,

the current acquires the well known form

J(r, t) = lim
r′→r

~2

2m0

[∇r −∇r′ ]G
<(r, t; r′, t). (3.132)

Based on Eq. 3.126, it is possible to define a steady-state current operator [171]

Îσ(E) ≡ 1

2π~

[
Ĥ0G

<
σσ −G<

σσĤ0

]
, (3.133)

such that

Iσ(r, r;E) = ∇ · Jσ(r;E) (3.134)

With Eqs. (3.90) and (3.91), the current operator can be written as

I(E) ≡ 1

2π~
[
ΣRG< −GRΣ< + Σ<GA −G<ΣA

]
. (3.135)

The total current flow out of a certain volume V is given by∑
σ

∫
V

dr∇ · Jσ(r;E) =
∑
σ

∫
V

Iσ(r, r;E) ≡ Tr
[
I(E)

]
. (3.136)

The validity of the continuity equation and hence current conservation demands the equal-

ity of Eqs. (3.124) and (3.125), which implies that in the limit r2 → r1 and t2 → t1, the

lesser part of ∫
C

d3 [Σ(13)G(31)−G(13)Σ(31)] (3.137)

must vanish, i.e.∫
d3
[
ΣR(13)G<(31) + Σ<(13)GA(31)−GR(13)Σ<(31)−G<(13)ΣA(31)

]
= 0, (3.138)

which for steady state conditions takes the form∑
σ3

∫
dr3

∫
dE

2π~

[
ΣR
σ1σ3

(r1, r3;E)G<
σ3σ1

(r3, r1;E) + Σ<
σ1σ3

(r1, r3;E)GA
σ3σ1

(r3, r1;E)

−GR
σ1σ3

(r1, r3;E)Σ<
σ3σ1

(r3, r1;E)−G<
σ1σ3

(r1, r3;E)ΣA
σ3σ1

(r3, r1;E)
]

= 0.

(3.139)

From Eqs. (3.135) and (3.136) it is obvious that this condition corresponds to∫
dETr

[
I(E)

]
= 0. (3.140)

Eq. (3.139) therefore ensures the conservation of particles, momentum and energy [167],

and it must be satisfied by any approximation for the self-energies.
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3.4 Application to transport in nanoscale devices

3.4.1 System partitioning, Hamiltonian and self-energies

Starting point for the application of the NEGF formalism to the modelling of a real device

is the formulation of the Hamiltonian. For an adequate description, the device is divided

into the following sections and the corresponding Hamiltonians [199, 171, 172, 234] (cf.

Fig. 3.5):

• contact regions: Highly doped regions operating as carrier reservoirs. The carriers

are assumed to be in equilibrium (through scattering) with a Fermi-distribution

corresponding to chemical potentials µL,R and vanishing external potentials U (flat

band condition). Apart from the equilibrating effect, interactions are not taken into

account explicitly. Carriers are injected into scattering states occupied according

to the Fermi-statistics of the contact, i.e. fully thermalized, and absorbed from the

device in a nonequilibrium distribution. The idea that the electrodes or contacts in

mesoscopic conductors need to be treated as a part of the transport problem dates

back to Landauer [143, 235] and forms an essential ingredient of the Landauer-

Büttiker transport formalism. It is via the phase-randomization in the contact that

the irreversibility required for steady-state transport enters the theory.

• leads: Connection between contact regions and the device region. The isolated leads

are described by the lead Hamiltonians HL,R
0 . Interactions are not considered in this

region, which is however affected by the physical processes in the device through the

spatially varying electrostatic potential U , and also by the coupling to the contacts

via HLD,RD
0 ≡ τ . It might be necessary to include such a region in cases where

the spatial separation of the contacts and the interacting device is such that band-

bending effects need to be considered, a situation that is encountered in quantum

well solar cells.

• device: Interacting non-equilibrium region, subject to different scattering mecha-

nisms involving carriers as well as photons, phonons, impurities, etc., i.e., unlike in

the Landauer-Büttiker formalism, dissipative or phase-breaking processes are not re-

stricted to the contacts, which constitutes the main advantage of the NEGF method.

The interactions are described in specific terms Hep, Heγ, etc. of the Hamiltonian

Hi. The scattering-free part HD
0 of the Hamiltonian describes ballistic transport:

it contains the kinetic energy, the band structure effects and again the one-body

potential U .
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Figure 3.5: Partitioning of a typical device in NEGF modelling: the equilibrium contacts

characterized by µL,R are connected to the interacting non-equilibrium device through non-

interacting non-equilibrium leads. The effects of interactions are absorbed into respective

self-energies Σ, while the effects of the coupling to extended contacts give rise to additional

boundary self-energy terms ΣB.

The total Hamiltonian of the overall system thus reads

H = H0 +Hi, (3.141)

H0 = HD
0 +HL

0 +HR
0 +HLD

0 +HRD
0︸ ︷︷ ︸

→ΣB

, (3.142)

Hi = Heγ +Hep + . . .︸ ︷︷ ︸
→ΣI

. (3.143)

One of the principal ideas in NEGF device modelling is now to absorb the effects of

scattering in the device as well as the coupling to the leads into respective self-energies ΣI

and ΣB = ΣB
L + ΣB

R, to appear in the Dyson’s equations for the Green’s functions in the

corresponding regions. While the coupling to the leads, i.e. the effects of open boundaries,

can be treated exactly, the self-energies for the different types of scattering in the device

usually have to be determined perturbatively.

3.4.2 Basis functions and spatial discretization

A. General formalism

For the numerical evaluation of the Dyson’s equations (3.90)-(3.91), the Green’s functions

first need to be expressed in a suitable basis. This is achieved by writing the field operators

in Eq. (3.34) as linear combinations of creation and annihilation operators for a complete
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set of orthonormal states |ν〉 characterized by quantum numbers ν, with the expansion

coefficients given by the corresponding single particle wave functions ψν(r, σ) ≡ 〈r, σ|ν〉,

Ψ̂H(r, t, σ) ≡
∑
ν

ψν(r, σ)ĉν(t), (3.144)

Ψ̂†H(r, t, σ) ≡
∑
ν

ψ∗ν(r, σ)ĉ†ν(t). (3.145)

The Green’s functions in this specific basis then follow as (we omit the spin index in the

following)

G(11′) =
∑
ν,µ

ψν(r)〈T̂C{ĉν(t)ĉ†µ(t′)}〉ψ∗µ(r′) (3.146)

≡
∑
ν,µ

ψν(r)Gνµ(tt′)ψ∗µ(r′), (3.147)

Gνµ(tt′) =

∫
dr

∫
dr′ψ∗ν(r)G(11′)ψµ(r′), (3.148)

where, for a discrete basis, Gνµ(tt′) is now a matrix-valued function. The equations of

motion for the steady-state Green’s functions Gνµ(E) are obtained via the insertion of the

steady-state version of Eq. (3.147),

G(r, r′;E) =
∑
ν,µ

ψν(r)Gνµ(E)ψ∗µ(r′), (3.149)

into Eqs. (3.90)-(3.91). For the retarded Green’s function, this yields∑
ν,µ

ψν(r1)GR
νµ(E)ψ∗µ(r1′) =

∑
ν,µ

ψν(r1)[GR
0 ]νµ(E)ψ∗µ(r1′)

+

∫
dr2

∫
dr3

∑
νi,µi
i=1,2,3

ψν1(r1)[GR
0 ]ν1µ1(E)ψ∗µ1

(r2)

× ψν2(r2)ΣR
ν2µ2

(E)ψ∗µ2
(r3)ψν3(r3)GR

ν3µ3
(E)ψ∗µ3

(r1′) (3.150)

=
∑
ν,µ

ψν(r1)[GR
0 ]νµ(E)ψ∗µ(r1′)

+
∑
νi,µi
i=1,2,3

ψν1(r1)[GR
0 ]ν1µ1(E)ΣR

ν2µ2
(E)GR

ν3µ3
(E)

×
∫

dr2ψ
∗
µ1

(r2)ψν2(r2)︸ ︷︷ ︸
δµ1,ν2

∫
dr3ψ

∗
µ2

(r3)ψν3(r3)︸ ︷︷ ︸
δµ2,ν3

(3.151)

=
∑
ν,µ

ψν(r1)
{

[GR
0 ]νµ(E) +

[
GR

0 ΣRGR
]
νµ

(E)
}
ψ∗µ(r1′) (3.152)



3.4. Application to transport in nanoscale devices 63

which is equivalent to the linear matrix equation

GR(E) =GR
0 (E) + GR

0 (E)ΣR(E)GR(E), (3.153)

that can also be written as[
{GR

0 (E)}−1 −ΣR(E)
]
GR(E) =1, (3.154)

providing the expression corresponding to Eq. (3.80), with the noninteracting Green’s

function GR
0 given by

[GR
0 ]−1
νµ (E) =

∫
dr

∫
dr′ψ∗ν(r)[GR

0 ]−1(r, r′;E)ψµ(r′) (3.155)

=

∫
dr

∫
dr′ψ∗ν(r) [E −H0(r)− U(r)] δ(r− r′)ψµ(r′) (3.156)

=

∫
drψ∗ν(r) [E −H0(r)− U(r)]ψµ(r) (3.157)

=(E + iη)δν,µ − hνµ − uνµ, η → 0+, (3.158)

where

hνµ ≡
∫

drψ∗ν(r)H0(r)ψµ(r), (3.159)

uνµ ≡
∫

drψ∗ν(r)U(r)ψµ(r). (3.160)

In the same way, the Dyson’s equation (3.91) for the correlation functions acquires the

form

G≶(E) =GR(E)Σ≶(E)GA(E). (3.161)

B. Tight-binding approach for layered structures

To accurately describe transport and optical processes in semiconductor quantum well

structures, atomic resolution and the use of a realistic band structure are required. For

that reason, the Green’s functions and self-energies are calculated using an empirical tight-

binding (TB) basis consisting of linear combinations of localized atomic orbitals and which

reflects the layered nature of the compositional structure, since a proper account of dimen-

sionality and symmetry of the problem often helps in reducing computational complexity.

In the case of translational invariance in the direction perpendicular to transport and

growth, is is possible to define a unit cell with the basis vectors separated into members

of the parallel space (preserved periodicity of the crystal) and perpendicular space (trans-

lational symmetry broken due to external potential, heterojunction, etc.). This applies to
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heterostructures such as quantum wells and superlattices. The Bravais-vector R is decom-

posed into parallel and perpendicular components: R = R⊥ + R‖, where R‖ defines the

transverse Brillouin-zone BZ‖ for the transverse wave vectors k‖. The transverse unit cell

may exceed the minimal one in the case materials which have different (but commensurate)

unit cells. For the periodic (transverse) dimensions, the Bloch theorem holds and hence

allows the restriction of the problem to the unit cell, reducing the number of atoms that

need to be considered. The general Ansatz for the basis functions in Eqs. (3.144)-(3.145)

is thus of the form

ψν(r)→ ψα,L,k‖(r) =
1√
N‖

∑
RL
‖

ϕα(r− {RL
‖ , zL})e

ik‖·RL
‖ , (3.162)

where ϕα(r − {RL
‖ , zL}) is the atomic orbital localized around (RL

‖ , zL), with α and L

labeling the type of orbital and the atomic layer, respectively. N‖ is a normalization factor

corresponding to the number of unit cells in the parallel space.

A standard multiband TB-model which is suited for providing realistic band structures of

zinc-blende semiconductors like GaAs, is the nearest neighbor sp3s∗ model [236], which

uses excited s-orbitals together with the s and px,y,z orbitals to construct the wave func-

tions. However, the computational cost of such a multiband model is considerable, where-

fore simplified approaches were investigated. In the simplest case, a combination of two

single band tight-binding models with isotropic and parabolic transverse dispersion, equiv-

alent to the effective mass approach, is used to model conduction and valence bands sep-

arately. In this type of model, where the parallel space is considered in the continuum

limit, the basis functions have the simple form

ψα,L,k‖(r) =
1√
A
eik‖·r‖ϕα(z − zL), (3.163)

where A is the area of the transverse cross section. The most basic truly multiband model

requires already two different basis orbitals to yield the two bands for electrons and holes.

Also in that case, the transverse dispersion is considered via the addition of an isotropic,

parabolic energy term corresponding to carriers which are free in the transverse planes.

The considered models are presented in more detail in App. C .

To obtain the spatial discretization required for numerical evaluation of the equations

of motion for the Green’s functions, the device is partitioned into N model layers of

width ∆, with index L, where L = 1, ..., nL contain the left contact and lead (HL
0 ), layers

nL + 1, ..., nR − 1 the active device region and layers nR, ...,N the right lead and contact

(HR
0 ). In general, a model layer (also called superlayer or principal layer [237]) may contain

several atomic layers with different basis atoms of species i, located at (R‖+v‖,i, L∆+vz,i),
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where (R‖,R⊥ ≡ L∆ẑ) indicates the positions of the model layer reference basis atoms

and v = (v‖,i, vz,i) the relative displacement from that position within the unit cell, which

depends on the direction of transport with respect to that of the layer growth. The basis

is thus formed by linear combinations of the localized atomic orbitals |αi, L,R‖〉, where

α is the orbital label, e.g. s, px, py, . . .. In the case of zinc-blende compounds, one model

layer contains a layer of cations (c) and a layer of anions (a), e.g. Ga and As in the case

of GaAs, as illustrated in Fig. 3.6 for transport in the (001) direction.

Figure 3.6: Spatial discretization of a typical zinc-blende multilayer structure in (001)

growth direction. The model layer of width ∆ = aL/2, where aL is the lattice constant, con-

sists of the two atomic layers of the cation and the anion that together form the two-atom

basis. The number of bands of the model is determined by the number of orbitals per model

layer, which ranges from one (single band model) to ten (sp3s∗) and more.

In the single-band model, the anion and cation components are lumped together in one

single orbital per layer, while in the two-band model, the cation is occupied by a s-type

orbital and the anion by a pz-type orbital. In a more advanced multiband approach to

layered semiconductors, the scattering states are written as linear combinations of planar

Bloch sums in the parallel space [237, 238],

|E,k‖〉 =
∑
α,L

Cα,L(E,k‖)|α,L,k‖〉, (3.164)

with the planar orbitals

|α,L,k‖〉 =
1√
N‖

∑
R‖

eik‖·R‖|α,L,R‖〉, (3.165)

corresponding to the basis functions in Eq. (3.162); to simplify the notation, α labels both

the basis atom and the atomic orbital. With the use of the wave functions (k ≡ k‖)

ψα,L,k(r) ≡ 〈r|α,L,k〉 (3.166)
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in Eqs. (3.144)-(3.145), the carrier field operators corresponding to this planar orbital

basis (POB) are

Ψ̂H(r, t) =
∑
k,L

∑
α

〈r|α,L,k〉ĉα,L,k(t), (3.167)

Ψ̂†H(r, t) =
∑
k,L

∑
α

〈α,L,k|r〉ĉ†α,L,k(t), (3.168)

where ĉα,L,k (ĉ†α,L,k) is the annihilation (creation) operator for a fermion in state |α,L,k〉.
The corresponding Green’s functions are

G<
α,L;α′,L′(k; t, t′) =

i

~
〈c†α′,L′,k(t′)cα,L,k(t)〉, (3.169)

G>
α,L;α′,L′(k; t, t′) = − i

~
〈cα,L,k(t)c†α′,L′,k(t′)〉, (3.170)

GR
α,L;α′,L′(k; t, t′) = − i

~
θ(t− t′)〈[ĉα,L,k(t), ĉ†α′,L′,k(t′)]+〉 (3.171)

= θ(t− t′)[G>
α,L;α′,L′(k; t, t′)−G<

α,L;α′,L′(k; t, t′)], (3.172)

GA
α,L;α′,L′(k; t, t′) =

i

~
θ(t′ − t)〈[ĉα,L,k(t), ĉ†α′,L′,k(t′)]+〉 (3.173)

= −θ(t′ − t)[G>
α,L;α′,L′(k; t, t′)−G<

α,L;α′,L′(k; t, t′)]. (3.174)

The steady-state Green’s functions Gα,L;α′,L′(k;E), related to the above objects via the

Fourier transform in Eq. (3.88), are obtained as the solutions of the Dyson’s equations

(3.154) and (3.154), which in the chosen basis become the linear equations

GR(k, E) =
[{

GR
0 (k, E)

}−1 −ΣR(k, E)−ΣRB(k, E)
]−1

, (3.175)

GR
0 (k, E) = [(E + iη)1− h(k)]−1 , (3.176)

GA(k, E) = [GR(k, E)]†, (3.177)

G≶(k, E) = GR(k, E)
[
Σ≶(k, E) + Σ≶B(k, E)

]
GA(k, E), (3.178)

where the elements of the noninteracting tight-binding Hamiltonian h(k) are given by

hα,L;α′,L′(k) =

∫
dr〈α,L,k|r〉H0(r)〈r|α′, L′,k〉 ≡ 〈α,L,k|Ĥ0|α′, L′,k〉 (3.179)

=Dα,L;α′,L(k)δL,L′ + (1− δL,L′)tα,L;α′,L′(k). (3.180)

The diagonal blocks D contain the orbital on-site energies, the electrostatic Hartree-

potential U and the matrix elements that couple the atoms within the model layer, i.e. the

intra-layer coupling elements, while the off-diagonal elements t represent the inter-layer

coupling. The explicit form of these elements depending on the specific crystal structure
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is discussed in the literature, e.g. in [239, 125] for zinc-blende materials. Σ·,B are the

boundary self-energies due to the coupling of the device to contacts, which will be dis-

cussed below, and Σ· are the self-energies due to the interactions within the device, which

may be determined using many-body perturbation theory for the Green’s functions in Eqs.

(3.169)-(3.174), starting from (3.36)

Gα,L;α′,L′(k; t, t′) ≡ − i
~
〈T̂C

{
e−

i
~
R
C dsH

′(s)cα,L,k(t)c†α′,L′,k(t′)
}
〉, (3.181)

where the Hamiltonian H ′(s) of the perturbing interaction is represented in the chosen

tight-binding basis, and expanding the exponential to the required order. After evaluation

of the expansion terms by means of Feynman diagrams or Wick’s theorem, the self energies

are then obtained via comparison with their definition in the Dyson’s equation (in block

matrix notation3)

GL;L′(k; t, t′) ={G0}L;L′(k; t, t′)

+

∫
C

ds

∫
C

ds′
∑
L1

∑
L2

{G0}L;L1(k; t, s)ΣL1;L2(k; s, s′)GL2;L′(k; s′, t′).

(3.182)

The resulting expressions are derived in App. E and discussed in the next chapter for the

interactions relevant in quantum well solar cells.

Once the Green’s functions are found, physical quantities can be derived according to the

expressions in Sec. 3.3.4. The expressions for density and current using the planar orbital

basis are derived in App. C from the general expressions in terms of the Green’s functions

as given by Eqs. (3.119) and (3.130). The average electron (hole) density at layer L results

in

n(p)L =− 2i

A∆

∑
k

∫
dE

2π

∑
α

G
<(>)
α,L;α,L(k;E) (3.183)

=− 2i

A∆

∑
k

∫
dE

2π
Tr{G<(>)

L;L (k;E)}, (3.184)

where the trace is over orbital indices. This corresponds to a local density of states at

layer L of

ρL(E) =
1

πA∆

∑
k

Tr{AL;L(k;E)}, (3.185)

3It is often useful to use block matrix notation and suppress orbital indices, or even full matrix notation,
where all indices are omitted.
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where A = i(GR −GA) is the spectral function, and to a density matrix

ρα1,L1;α1,L1(k) ≡
∫
dE

2π
{−iG<

α,L;α′,L′(k;E)}. (3.186)

The electron (hole) current density crossing the plane between layers L and L+ 1 is given

by

J
n(p)
L = (−)

2e

~A
∑
k

∫
dE

2π
Tr{tL;L+1(k)G

<(>)
L+1;L(k;E)− tL+1;L(k)G

<(>)
L;L+1(k;E)}, (3.187)

and the conservation law corresponding to Eq. (3.139) for vanishing divergence of the

electronic current becomes

0 =JnL − JnL−1 =
2e

~A
∑
k

∫
dE

2π
Tr
{[

ΣRG< −GRΣ< + Σ<GA −G<ΣA
]
L;L

}
. (3.188)

3.4.3 Coupling to extended contacts: boundary self-energy treat-

ment

To consider the effect of coupling the device to a large reservoir region, or lead, the overall

Hamiltonian is written as [199, 171, 172, 234, 240, 203]

H =

(
HD τ

τ † HR

)
, (3.189)

where HD and HR are the Hamiltonians of the isolated device and the large reservoir in

thermal equilibrium, respectively, and τ denotes the coupling matrix between reservoir

and device. The corresponding overall retarded Green’s function satisfies the equation

(corresponding to (3.175))

[(E + iη)1−H]GR = 1, (3.190)

with η → 0+, and can thus be expressed as

GR = [(E + iη)1−H]−1 =

(
(E + iη)1−HD −τ

−τ † (E + iη)1−HR

)−1

≡

(
GR
D GR

DR

GR
RD GR

R

)
.

(3.191)

Eq. (3.191), written out in components, can be used to obtain the retarded device Green’s

function GR
D, which is the interesting quantity, in terms of the retarded Green’s function

gR ≡ [(E + iη)1−HR]−1 (3.192)
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of the isolated lead which is usually accessible due to the approximations of thermal equi-

librium, constant Hartree-potential and absence of interactions, and the model dependent

coupling element τ :(
(E + iη)1−HD −τ

−τ † [gR]−1

)
·

(
GR
D GR

DR

GR
RD GR

R

)
=

(
1 0

0 1

)
(3.193)

⇒ GR
DR = GR

Dτg
R (3.194)

⇒ GR
D =

[
(E + iη)1−HD − τ †gRτ

]−1 ≡
[
(E + iη)1−HD −ΣRB

]−1
. (3.195)

This identity defines the retarded boundary self-energy,

ΣRB = τ †gRτ. (3.196)

The correlation functions for device and reservoir follow from the Keldysh relation (3.86),

e.g. for the lesser Green’s function

G< =GRΣ<GA =

(
GR
D GR

DR

GR
RD GR

R

)
·

(
Σ<
D Σ<

DR

Σ<
RD Σ<

R

)
·

(
GA
D GA

DR

GA
RD GA

R

)
. (3.197)

From the assumption of vanishing scattering between contacts and device, i.e. Σ<
DR =

Σ<
RD = 0, follows

G< =GR
DΣ<

DGA
D + GR

DRΣ<
RGA

RD = GR
D

(
Σ<
D + τ gRΣ<

RgA︸ ︷︷ ︸
g<

τ †
)
GA
D (3.198)

≡GR
D

(
Σ<
D + Σ<B

)
GA
D, (3.199)

which corresponds to Eq. (3.178) and defines the boundary term

Σ<B = τg<τ †. (3.200)

An analogous expression is found for Σ>B. The lesser/greater Green’s function of the

equilibrium reservoir can be expressed in terms of the retarded and advanced functions

using the fluctuation-dissipation theorem,

g< = −fµ(E)[gR − gA], g> = −(1− fµ(E))[gR − gA], (3.201)

where µ is the chemical potential of the reservoir. Alternatively, this result can be obtained

directly by the use of the equilibrium relation (3.98) for the boundary self-energies. The

whole problem of the coupling to the reservoirs is now reduced to the calculation of the

contact Green’s function gR, which in principle is of infinite dimension, but only needs to be
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known in the close vicinity of the device boundary, owing to the reduced dimensionality

of the coupling matrix τ , and can therefore be calculated by surface Green’s function

methods using decimation techniques [241, 242, 243], conformal maps [244] or complex

band methods [245, 238, 246, 213]. The method employed in this thesis is reviewed in

detail in App. D for a general multiband tight-binding band structure model.

3.4.4 Physical interpretation

The retarded Green’s function GR describes the coherent evolution of a carrier (elec-

tron/hole) between events that destroy coherence, such as scattering, escape to the con-

tacts, etc. The retarded self energy ΣR can be interpreted as an non-local effective poten-

tial describing the effects of coupling to leads and of interactions on the carrier dynamics

in the device. It is non-Hermitean, indicator of loss processes. The Dyson’s equation

(3.175) hence is a Schrödinger-like equation describing the dynamics of quasi-particles as

they propagate and decay via scattering processes or escape to the contacts. On the other

hand, the correlation functions G≶ describe the occupation of available states as given by

the spectral function A, as well as the scattering of the carriers between different states

in and outside the device, the scattering rates being quantified by the scattering functions

Σ≶, comparable to the scattering terms in the Boltzmann equation. The Keldysh equation

(3.178) therefore corresponds to a kinetic equation ensuring that the particles which decay

are reinjected. Together, the two equations lead to a Boltzmann-like picture of transport

that combines quantum dynamics with a probabilistic description of scattering processes.

From the above interpretation of the lesser and greater self-energies, the rate of loss of

electrons at a certain energy by scattering can be quantified by the function Γ as defined

in (3.98),

Γ = i [Σ> −Σ<] , (3.202)

which then can be interpreted as a broadening function of the device energy levels, giving

the eigenstates a finite lifetime τ , where

1

τ
=

1

~
Tr{Γ}. (3.203)

A similar interpretation is obtained in the case of current flow as given by Eq. (3.135)

Tr
[
I
]

=
e

2π~
Tr
[
ΣRG< −GRΣ< + Σ<GA −G<ΣA

]
(3.204)

=
e

2π~
Tr [Σ<G> −Σ>G<] . (3.205)

As Σ< is the rate of inscattering into a state if it is empty and G> contains the density

of empty states, the term Σ<G> represents the actual rate of inscattering. Similarly,



3.4. Application to transport in nanoscale devices 71

the term Σ>G< represents the actual rate of outscattering. In the case of the boundary

self-energy due to a given lead or contact, Eq. (3.205) provides the net inflow of charge

from this contact. If, on the other hand, the self-energy is due to interactions within the

device, (3.205) describes exchange of particles with a conceptual reservoir [171], i.e. no

carriers are lost, but their energies may be altered in the exchange process, as e.g. in the

case of inelastic scattering with phonons, where power is dissipated.

3.4.5 Self-consistent solution procedure

From Sec. 3.3.4 follows that the derivation of physical quantities like current or density

requires the calculation of correlation functions G≶. Together with the expressions for the

self-energies from boundaries and interactions, and the macroscopic Poisson equation

ε0
d

dz

[
ε(z)

d

dz
U(z)

]
= n(z)− p(z)−Ndop(z), (3.206)

relating the Hartree potential U(z) to the doping density Ndop(z) and the carrier densities

derived from the Green’s functions, the Dyson equations (3.175)-(3.178) form a closed set of

equations for the latter that have to be solved self-consistently. As only a subset of Green’s

function matrix elements is needed, a recursive method [247, 211, 248] is computationally

more efficient than the solution of the equivalent full linear system [172]. The recursion

relations for the required Green’s function elements are derived in App. B.

The solution procedure thus consists of the following steps:

1. Evaluation of the boundary terms

a) Calculation of the retarded boundary self-energy (Eq. (3.196)) and broadening

functions due to the coupling to the contacts: Σ(R,A)B ⇒ ΓB.

b) The equilibrium relations (3.98) are used to calculate the boundary scattering

functions Σ≶B from ΓB which provides the carrier escape rates.

2. Calculation of the retarted Green’s function GR from the Dyson equation (3.175)

→ GA = [GR]†.

3. Calculation of the correlation functions G≶ from the new retarded Green’s functions

and the self-energies Σ≶, using the Keldysh relation (3.178).

4. Update of the self energies ΣR,A,≶ due to the interactions in the device region, using

the previously calculated Green’s functions → if the change is smaller than some

threshold, the iteration stops, otherwise steps 2-4 are repeated.
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5. Calculation of physical quantities such as density (3.184) and current (3.187) from

the correlation function after convergence of the self-consistency iteration for Green’s

functions and self-energies.

6. To include effects such as charging or depletion due to doping and/or applied external

potentials, the carrier densities derived from the Green’s functions are used to solve

Poisson’s equation for an update of the Hartree potential U in an additional self-

consistency loop.

The computational scheme is shown in Fig. 3.7.

Figure 3.7: Computational scheme for the calculation of physical quantities from Green’s

functions and self energies. The inner self-consistency loop connects the equations for the

Green’s functions and the self energies, while the outer loop provides the update of the

Hartree potential from the solution of Poisson’s equation.



Chapter 4

A NEGF model of quantum well

solar cells

Abstract: The general formalism of quantum transport theory with non-equilibrium

Green’s functions reviewed in the previous chapter is applied to the quantum well solar cell.

After general considerations concerning bipolar heterojunction devices, the Hamiltonian

of the QWSC system is formulated and discussed. The Hamiltonians of the interactions of

electrons and holes with photons, phonons and among themselves are represented in the

planar orbital basis, together with the corresponding self-energies.

4.1 Introduction

In order to apply the formalism established in the last chapter to a quantum well solar

cell as introduced in Sec. 2.2, the latter is idealized to the elements and processes in Fig.

2.4, i.e. the device that will be described by the NEGF-formalism is a simple p-i-n diode

with ohmic contacts at the end of the p and the n regions, some quantum well structure

embedded in the intrinsic region, representing the device, and the homogeneous regions

between contacts and device serving as bulk leads. The contact layer, where carriers are

injected into the leads, is the only part that is considered from the extended reservoirs.

This partitioning as illustrated in Fig. 4.1 is actually a compromise between a fully

microscopic quantum theory and a model comprising the whole device, since interactions

have to be neglected or treated in a very rough approximation in parts of the device, such

as the leads, where they are certainly present and should therefore be considered. This

for instance applies to both photogeneration and to relaxation processes, which in this

partitioning are restricted to the central area. As a consequence, what is extracted from

73
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the present approach is the physics of the central area rather than of the whole device.

But since we are mainly interested in the photovoltaic processes ocurring in this region,

the approximation seems reasonable.

Figure 4.1: Partitioning of the idealized QWSC into contacts, leads and device regions.

QWSC are bipolar devices, in contrast to the nanoscale transistors that form the main

area of application of the NEGF-formalism in quantum transport. This has important

implications in that electrons and holes need to be treated on equal level, since from

the p-contact, there is basically only hole injection into the valence band, while from

the n-contact, only electrons are injected into the conduction band. The situation of

course changes under large forward bias, i.e. near flat band conditions, where both carrier

species start to be injected from both contacts. Another, more technical implication of the

pronounced band bending present in bipolar devices is the emergence of spatial dependence

in the physical content of the correlation functions G≶, since for energies corresponding to

states in the conduction band, G< and G> describe electrons and holes in the conduction

band, respectively, and in the same way, G< and G> describe electrons and holes in the

valence band at corresponding energies. This means that one has to be careful when

integrating the Green’s functions over energy in Eqs. (3.184) and (3.187) for the densities,

since only the mobile charge densities, i.e. electrons in the conduction band and holes in

the valence band, are relevant, which requires the introduction of suitable energy cutoffs

near the corresponding band edges.
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4.1.1 Model Hamiltonian

The full quantum well solar cell system is described in terms of the model Hamiltonian

Ĥ =Ĥe + Ĥγ + Ĥp, (4.1)

Ĥe =Ĥ0
e + Ĥ i

e, (4.2)

Ĥ i
e =Ĥeγ + Ĥep + Ĥee, (4.3)

consisting of the coupled systems of electrons (Ĥe), photons (Hγ) and phonons (Ĥp). Since

the focus is on the electronic device characteristics, only Ĥe is considered here, however

including all of the terms of coupling to the bosonic systems. Within the electronic part,

Ĥ0
e provides ballistic transport: it contains the kinetic energy, the (bulk) band structure

and band offsets, and also includes the electrostatic potential from the solution of Poisson’s

equation, which corresponds to the consideration of single species carrier-carrier scattering

on the Hartree level. The interaction part Ĥ i
e consists of the terms Ĥep, Ĥeγ and Ĥee for

the interactions of electrons with photons, phonons and electrons/holes, respectively.

The electron-photon Hamiltonian Ĥeγ describes the coupling of light and matter that is

essential in the operation of a solar cell, providing the processes of photogeneration and

radiative recombination. The coupling is assumed to be linear in the vector potential of the

radiation field, and in a first approach, the dipole approximation is used, neglecting the

spatial variation of the latter. In order to provide a starting point for a more general treat-

ment of photons, i.e. on the same level as the carriers, the radiation field is quantized and

the photon Green’s function is introduced to formulate the self-energy of the interaction.

In order to consider optical effects such as photon recycling, the full photon propagator

should be evaluated, which corresponds to the evaluation of the photon self-energy and

the solution of an additional Dyson equation for the photon Green’s function in which the

former is contained, and in fact amounts to the full consideration of the photon Hamilto-

nian Ĥγ. But since in photovoltaics, unlike in laser physics, the light induced perturbation

of the equilibrium carrier distribution is weak, it can be treated as a perturbation, and a

low order self-energy approach is justified.

The Hamiltonian Ĥep contains contributions from the interaction of electrons with both

polar optical and acoustic phonons. While the scattering with acoustic phonons is con-

sidered an elastic process which only leads to broadening of the spectral properties due

to smearing in transverse momentum space corresponding to momentum relaxation, the

interaction with polar optical phonons is inelastic and dissipates energy, resulting in both

momentum and energy relaxation. This part of the interaction Hamiltonian thus provides

the processes of thermalization and phonon assisted escape and capture. The interaction is

encoded on the level of the harmonic approximation in respective versions of the Fröhlich
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Hamiltonian. The corresponding self-energy exhibits the similarity of the interaction be-

tween electrons and phonons to that of electrons and photons, since both correspond to

the interaction of fermions with the gauge bosons of some field, the electromagnetic in

the case of the photons, and that of the ionic displacement in the case of the phonons.

This also means that again, the phonon Green’s function is introduced, even though the

numerical treatment is kept on the level of a coupling to an equilibrium heat bath corre-

sponding to the use of the equilibrium phonon propagator. The description of effects such

as hot phonons would require renormalization of the phonon propagator via the solution

of the corresponding Dyson’s equation with the phonon self-energy, which amounts to the

full consideration of Ĥp.

The inter-carrier interaction Hamiltonian Ĥee contains the Coulomb interaction among

electrons and holes. As mentioned above, the Hartree term of the particle-particle mean

field approximation corresponds to the solution of Poisson’s equation and is absorbed into

the noninteracting Hamiltonian. Excitonic contributions come about by the particle-hole

interaction in higher order terms such as direct-collision and exchange-collision, which are

also needed for the description of nonradiative recombination processes such as the Auger

effect.

There are of course many other kinds of interaction, like scattering by ionized impurities,

alloy composition inhomogeneities or interface roughness, etc., that influence the transport

properties. While their implementation is rather straightforward (see, e.g. [172]), in many

cases their effect is similar to that of the phonon-scattering discussed above, just adding

an additional broadening, and they are not likely to play a key role in the photovoltaic

properties of the structures under consideration.

In the remaining of the chapter, the different parts of the interaction Hamiltonian in (4.3)

shall be discussed and the corresponding self-energies be derived.

4.2 Electron-photon interaction

In this section, the NEGF formalism is extended to include the effects of electron-photon

interactions [219, 220, 221, 222], i.e. the response of the carriers to an external oscillating

electromagnetic field, within the context of quantum transport. The interaction with

light gives rise to a photocurrent which can be used to quantify the optical and transport

properties of a specific heterostructure.
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4.2.1 Quantization of the electromagnetic field and photon Green’s

function

In order to express the interaction of electrons with light in terms of the Green’s functions

for electrons and photons, the electromagnetic field is represented in the quantized form

given given by the field operator [197]

Â(r, t) =
∑
λ,q

A0(λ,q)
[
b̂λ,q(t)eiqr + b̂†λ,q(t)e−iqr

]
(4.4)

=
∑
λ,q

A0(λ,q)
[
b̂λ,q(t) + b̂†λ,−q(t)

]
eiqr (4.5)

≡
∑
λ,q

Â(λ,q, t)eiqr, (4.6)

A0(λ,q) =

√
~

2ε0V ωq

ελq (4.7)

where ελq is the polarization of the photon with wave vector q and energy ~ωq added to

or removed from mode λ by the bosonic creation and annihilation operators

b̂†λ,q(t) =b̂†λ,qe
iωqt, (4.8)

b̂λ,q(t) =b̂λ,qe
−iωqt, (4.9)

with

[b̂λ,q, b̂
†
λ′,q′ ] = δλ,λ′δqq′ , (4.10)

[b̂λ,q, b̂λ′,q′ ] = [b̂†λ,q, b̂
†
λ′,q′ ] = 0, (4.11)

and V is the absorbing volume. This form of the field operator actually corresponds to an

optically homogeneous system, an assumption that does not strictly apply to heterostruc-

tures. But since we will later adopt the dipole approximation, any spatial dependence in

the photon field will drop out of the problem and Eq. (4.4) remains a suitable starting

point for the derivation of the interaction.

In terms of the bosonic operators introduced above, the photon Hamiltonian reads

Ĥγ(t) =
∑
λ,q

~ωq

(
b̂†λ,q(t)b̂λ,q(t) +

1

2

)
, (4.12)

and the components of the free Green’s function of the vector potential are given by (in
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momentum space)

D0
µν(q; t, t′) ≡− i

~
∑
λ

〈
T̂C

{
Âµ(λ,q, t)Âν(λ,−q, t′)

}〉
0

(4.13)

=
∑
λ

[A0(λ,q)]µ[A0(λ,−q)]ν

×
[
− i

~

〈
T̂C

{
[b̂†λ,−q(t) + b̂λ,q(t)][b̂†λ,q(t′) + b̂λ,−q(t′)]

}〉
0

]
(4.14)

≡ ~
2ε0V ωq

∑
λ

[ελq]µ[ελq]νD
0
λ(q; t, t′), (4.15)

which defines the bare photon Green’s function

D0
λ(q; t, t′) ≡ − i

~

〈
T̂C

{
[b̂†λ,−q(t) + b̂λ,q(t)][b̂†λ,q(t′) + b̂λ,−q(t′)]

}〉
0
. (4.16)

The corresponding real-time steady-state expressions, derived in App. E, are

D0≶
λ (q, E) = −2πi [Nλ,qδ(E ∓ ~ωq) + (Nλ,q + 1)δ(E ± ~ωq)] , (4.17)

D0R,A
λ (q, E) =

1

E − ~ωq ± iη
− 1

E + ~ωq ± iη
, (4.18)

where

Nλ,q ≡〈b̂†λ,qb̂λ,q〉0 (4.19)

is the occupation of photon mode (λ,q). This photon number depends on the type of

radiation field that is described by Â, as determined by the source of radiation. If the

radiation is thermal, as in the case of the sun (T ≈ 6000K) or the environment (T ≈
300K), the occupation is given by the corresponding Bose-Einstein distribution,

Nλ,q =
(
e~ωq/kBT − 1

)−1
. (4.20)

The incident spectrum corresponding to a thermal occupation of the boson modes at the

temperature of the radiation source is given by the intensity Jγ(~ωq).

Blackbody spectrum

For the calculation of absolute “AM1.5” efficiencies1, the corresponding normalized solar

black-body spectrum (shown in Fig. 4.2a) is used, which is given by

dJγ
dEγ

=
dΩ

4π3~3c2

E3
γ

eEγ/kBTs − 1
≡ φγ(Eγ)Eγ, (4.21)

1The absorption effects of the atmosphere resulting in the deviations form the smooth black-body
spectrum are neglected.
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which defines the photon flux φγ and where dΩ = π sin2 θs ≈ 2.16× 10−5 ≡ Fs is the geo-

metrical factor for the angular range of flat plate, with θs ≈ 0.26 the half angle subtended

by the sun as seen from the earth (Fig. 4.2b), and the temperature of the sun Ts ≈ 5800K.

Figure 4.2: Black-body spectrum for T = 5762K cor-

responding to solar radiation and the normalization to 1

kW/m2.

Figure 4.3: Angular range

for solar illumination of a

flat plate.

The incident power density used to obtain the efficiency in the polychromatic case is the

integral of Eq. (4.21),

Jγ =

∫ ∞
0

dEγφ(Eγ)Eγ. (4.22)

In the case of the AM1.5 spectrum, this incident power density is fixed at 1 kW/m2.

Monchromatic illumination

For the investigation of spectral properties, it is sometimes useful to restrict the illumina-

tion to monochromatic light. For monochromatic, single-mode photons, the Bose-Einstein

distribution Nq(~ωλ,q) in the equilibrium bosonic propagator is replaced by

Nq(~ωλ,q) = Nγδ(~ωq − Eγ), (4.23)

where Nγ(L) is the number of photons occupying the mode with energy Eγ = ~ωγ in

layer L, which in this case corresponds to the number of photons per layer for the given
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radiation power Jγ,

φγ(L) =
Jγ(L)

Eγ
=

Nγc

V
√
µε

⇒ Nγ(L) =
Jγ(L)V

√
µε

Eγc
, (4.24)

where ε and µ are the (relative) dielectric constant and magnetic permeability of the

interacting material, respectively. For a typical light intensity of 1 kW/m2 the number

of photons in a layer per unit area is Nγ ≈ 2.6 m−2 in the case of monochromatic light

with Eγ = 0.8 eV. Neglecting the spatial variation of the field, i.e. under the assumptions

of the dipole approximation (see below), the monochromatic field operator entering the

interaction Hamiltonian has the form

Â(t) =

√
~

2ε0V ωγ
ε
[
b̂e−iωγt + b̂†eiωγt

]
. (4.25)

4.2.2 Interaction Hamiltonian for layered systems

The operator V̂eγ containing the interaction of light with matter has to first order in the

electromagnetic vector potential A and working in the Coulomb gauge ∇·A = 0 the form

V̂eγ = − e

m0

Â · p̂ (4.26)

with p̂ the momentum operator and Â given by Eq. (4.4).

In the planar orbital basis, i.e. in terms of the field operators of Eq. (3.167)-(3.168), the

electron-photon Hamiltonian of a layered system reads

Ĥeγ(t) =

∫
d3rψ̂†(r, t)V̂eγ(r)ψ̂(r, t) (4.27)

=−
∫
d3r

∑
k,L,α

∑
k′,L′,α′

ĉ†α,L,k(t)〈α,L,k|r〉 e
m0

Â(r) · p̂〈r|α′, L′,k′〉ĉα′,L′,k′(t). (4.28)

In the case of structures that are considerably shorter than the wavelength of the incident

illumination, the dipole approximation can be used, which amounts to the limit e±iqr ≈ 1,

where the field operator has no spatial dependence left. In this limit, the Hamiltonian for

the electron-photon interaction can be simplified to

Ĥeγ(t) ≈−
∑
L,L′

∑
α,α′

∑
k,k′

∑
λ,q

〈α,L,k|p̂|α′, L′,k′〉 e
m0

A0(λ,q)
{
b̂λ,q(t) + b̂†λ,−q(t)

}
× ĉ†α,L,k(t)ĉα′,L′,k′(t) (4.29)

=−
∑
L,L′

∑
α,α′

∑
k,q,λ

Mγ
α,L;α′,L′(k,q, λ)ĉ†α,L,k(t)ĉα′,L′,k(t)(b̂λ,qe

−iωqt + b̂†λ,−qe
iωqt), (4.30)
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where Mγ contains the bandstructure-model dependent momentum-matrix elements

Mγ
α,L;α′,L′(k,q, λ) ≡ e

m0

A0(q, λ) · pα,L;α′,L′(k), (4.31)

pα,L;α′,L′(k) ≡〈α,L,k|p̂|α′, L′,k〉, (4.32)

which can be written in terms of the tight-binding Hamiltonian as [133, 134, 137]

〈α,L,k|p̂|α′, L′,k′〉 =
1

N‖

∑
RL
‖ ,R

L′
‖

ei(k
′RL′
‖ −kRL

‖ )〈α,L,RL
‖ |p̂|α′, L′,RL′

‖ 〉, (4.33)

〈α,L,RL
‖ |p̂|α′, L′,RL′

‖ 〉 =
m0

i~
〈α,L,RL

‖ |
[
r, H0

]
|α′, L′,RL′

‖ 〉 =
im0

~
(RL′ −RL)[H0]α,L;α′,L′ .

(4.34)

For direct transitions, k′ ≈ k, in the case of indirect transitions, the carrier wave vectors

differ by the phonon momentum, k′ ≈ k± q‖.

4.2.3 Electron-photon self-energy

The self-energies are obtained from the general expression for the Fock term in the self-

consistent first-order Born approximation of the carrier-boson interaction given in App. E,

using the Hamiltonian introduced in (4.30). The explicit form of the self-energy depends

on the source of the radiation via the corresponding radiation field operator. Here we will

consider the two special cases discussed above: monochromatic illumination (e.g. laser

light) and blackbody-radiation (e.g. sunlight).

The lesser and greater self-energies read (in full matrix notation)

Σ≶
eγ(k;E) =

∑
λ,q

Mγ(k,q, λ)
[
Nλ,qG

≶(k;E ∓ ~ωq)

+ (Nλ,q + 1)G≶(k;E ± ~ωq)
]
Mγ(k,q, λ). (4.35)

Since these self-energies correspond to the scattering functions for the in- and outscattering

via optical excitation, the first term of the lesser self-energy can be interpreted as describing

the excitation of an electron from energy E − ~ωq to E via the absorption of a photon of

energy ~ωq. In the same way, the second term of this self-energy describes the relaxation

of an electron from energy E + ~ωq to E via the emission of a photon of that energy.

The greater self-energy has the same interpretation in terms of holes. As these expressions

always contain both the excitation process and its inverse, the principle of detailed balance

is automatically respected.
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Substituting ∑
q

→ V

(2π~c)3

∫
dEγE

2
γdΩq, (4.36)

where dΩq is the solid angle element of the radiation, and assuming normal incidence on

a flat plate, the expression becomes

Σ≶
eγ(k;E) = Fs

V

(2π~c)3

∑
λ

∫
dEγE

2
γM

γ(k, Eγ, λ)
[
Nλ
γG

≶(k;E ∓ Eγ)

+ (Nλ
γ + 1)G≶(k;E ± Eγ)

]
Mγ(k, Eγ, λ), (4.37)

and the retarded and advanced self energies are given by

ΣR
eγ(k;E) = Fs

V

(2π~c)3

∑
λ

∫
dEγE

2
γM

γ(k, Eγ, λ)

[
(Nλ

γ + 1)GR(k;E − Eγ)

+Nλ
γG

R(k;E + Eγ) +
1

2
[G<(k;E − Eγ)−G<(k;E + Eγ)]

+ iP

{∫
dE ′

2π

(
G<(k;E − E ′)

E ′ − Eγ
− G<(k;E − E ′)

E ′ + Eγ

)}]
Mγ(k, Eγ, λ), (4.38)

ΣA
eγ(k;E) = Fs

V

(2π~c)3

∑
λ

∫
dEγE

2
γM

γ(k, Eγ, λ)

[
(Nλ

γ + 1)GA(k;E − Eγ)

+Nλ
γG

A(k;E + Eγ) +
1

2
[G<(k;E + Eγ)−G<(k;E − Eγ)]

+ iP

{∫
dE ′

2π

(
G<(k;E − E ′)

E ′ − Eγ
− G<(k;E − E ′)

E ′ + Eγ

)}]
Mγ(k, Eγ, λ). (4.39)

Numerically it is found that the principle value integral term has a vanishigly small imag-

inary part and the real part, which corresponds to a level renormalization and does not

affect the carrier lifetime, dephasing or relaxation, contributes only to around one percent

to the total real part of the retarded self-energy. It is therefore safe to neglect the principle

value term altogether in the numerical simulation.

It is important to note that even for monochromatic illumination, the term of spontaneous

emission will retain the sum over all photon energies, i.e. spontaneous emission is possible

at any energy and is only limited by the joint density of states and the occupation of the

states separated by this energy.

4.2.4 Absorption and emission from microscopic polarization

The absorption of light in a semiconductor heterostructure follows form the general be-

haviour of a light beam propagating in a dielectric medium characterized by a frequency
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dependent complex dielectric function ε(ω) = ε′(ω) + iε′′(ω): The equation for the oscil-

lating electromagnetic field results from Maxwell’s equations (in SI units)

∇×H(r, t) =
∂

∂t
D(r, t), (4.40)

∇× E(r, t) =− ∂

∂t
B(r, t), (4.41)

which for B(r, t) ≈ µ0H(r, t) (i.e. µ ≈ 1) at optical frequencies yields

∇×∇× E(r, t) = −µ0
∂

∂t
∇×H(r, t) = −µ0

∂2

∂t2
D(r, t). (4.42)

Since ∇× (∇×) = ∇(∇·)−∆, D(r, ω) = ε0ε(ω)E(r, ω) and ε0µ0 = 1/c2, the equation for

a transverse field E(r, t) with ∇ · E(r, t) = 0 becomes

∆E(r, t)− 1

c2

∂2

∂t2
D(r, t) = 0. (4.43)

Under Fourier transformation from time into frequency domain, the resulting equation for

the field reads

∆E(r, ω) +
ω2

c2
[ε′(ω) + iε′′(ω)] E(r, ω) = 0. (4.44)

For the solution of Eq. (4.44) corresponding to a plane wave propagating in z-direction

with a complex wave vector k(ω) + iκ(ω), where κ is the extinction coefficient, i.e. for

E(r, ω) = E0(ω)ei[k(ω)+iκ(ω)]z, (4.45)

the relation between the extinction coefficient describing the (net) absorption and the

dielectric function results from Eq. (4.44) to

[k(ω) + iκ(ω)]2 =
ω2

c2
[ε′(ω) + iε′′(ω)] , (4.46)

with the corresponding equations for real and imaginary parts

k2(ω)− κ2(ω) =
ω2

c2
ε′(ω), (4.47)

2κ(ω)k(ω) =
ω2

c2
ε′′(ω). (4.48)

The absorption coefficient α(ω) is now defined via

α(ω) ≡ 2κ(ω). (4.49)

This definition ensures that the intensity I ∝ |E|2 decays like e−αz, i.e. 1/α is the length

over which the intensity of the light decreases by a factor 1/e. From Eqs. (4.47)-(4.48),
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the refractive index n(ω) defined by n(ω) = k(ω)/k0, where k0 = ω/c is the wave number

in vacuum, is related to the dielectric function via

n(ω) =

√
1

2
[ε′(ω) +

√
ε′2(ω) + ε′′2(ω)]. (4.50)

With that, the expression for the absorption coefficient can be written as

α(ω) =
ω

n(ω)c
ε′′(ω). (4.51)

Now, for ε′′(ω)� ε′(ω), which is often true in semiconductors, expansion of (4.50) yields

n(ω) ≈
√
ε′(ω), and if the frequency dependence of the refractive index is weak, the

resulting expression is2

α(ω) ≈ ω

c
√
εb
={ε(ω)}, (4.52)

where εb is the background dielectric constant. In general crystals, the dielectric function

is a tensor valued function, with diagonal transverse part, such that

αµ(ω) ≈ ω

c
√
εb
={εµµ(ω)}, (4.53)

The (relative) dielectric function as used in (4.52) corresponds to the long wavelength limit

ε(ω) = limk→0 ε(k, ω) of the transverse dielectric function with components given by [225]

εµµ(ω) = 1− ωp
ω
− 1

ε0ω2
χRµµ(ω), (4.54)

where ωp is the plasma frequency and χR(ω) is the retarded form of the current-current

correlation function, which follows from the Kubo-Greenwood formula

χµν(ω) = − i

~V

∫
C

dτeiωτ 〈T̂C{ĵµ(τ)ĵν(0)}〉, (4.55)

where the dipole-approximation of the current operator is used,

ĵµ(t) ≡ e

m0

p̂µ(t). (4.56)

In the POB-expansion, the momentum operator components are written as

p̂µ(t) =
∑
α,α′

∑
L,L′

∑
k

pµα,L;α′,L′(k)ĉ†α,L,k(t)ĉα′,L′,k(t), (4.57)

2This expression is equivalent to α = 4π
λ0
={n(ω)} often found in textbooks, since λ0 = 2πc/ω and

={n(ω)} ≈ 1
2={ε(ω)}.
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with the momentum-matrix elements pµα,L;α′,L′(k) defined in (4.32). Inserting this expres-

sion in Eq. (4.55) yields

χµν(ω) =− ie2

m2
0V ~

∑
L1,...,L4

∑
α1,...,α4

∑
k,k′

pµα1,L1;α2,L2
(k)pνα3,L3;α4,L4

(k′)

×
∫
C

dτeiωτ 〈T̂C{ĉ†α1,L1,k
(τ)ĉα2,L2,k(τ)ĉ†α3,L3,k′

(0)ĉα4,L4,k′(0)}〉. (4.58)

The nonequilibrium ensemble average can be brought into the form

〈T̂C{ĉ†α1,L1,k
(τ)ĉα2,L2,k(t)ĉ†α3,L3,k′

(τ)ĉα4,L4,k′(t)}〉 (4.59)

=− 〈T̂C{ĉα4,L4,k′(0)ĉ†α1,L1,k
(τ)ĉα2,L2,k(τ)ĉ†α3,L3,k′

(0)}〉 (4.60)

≡~2δk,k′Gα4,L4;α1,L1(k; 0, τ)Gα2,L2;α3,L3(k; τ, 0) (4.61)

≡~2δk,k′Gα2,L2;α3,L3(k; τ)Gα4,L4;α1,L1(k;−τ), (4.62)

where for the last line, steady-state conditions were assumed, and thus

χµν(ω) =− ie2~
m2

0V

∑
L1,...,L4

∑
α1,...,α4

∑
k

pµα1,L1;α2,L2
(k)pνα3,L3;α4,L4

(k)

×
∫
C

dτeiωτGα2,L2;α3,L3(k; τ)Gα4,L4;α1,L1(k;−τ) (4.63)

Since the linear absorption coefficient follows from Eqs. (4.52) and (4.54) to

αµ(~ω) = − 1

~ωcε0
√
εb
={χRµµ(~ω)}, (4.64)

we need ={χRµµ(~ω)}, which can be obtained from

={χRµµ(~ω)} = − i
2

[
χ>µµ(~ω)− χ<µµ(~ω)

]
, (4.65)

where χ≶ follow from Eq. (4.63) via the application of the corresponding Langreth rules,

χ≶
µν(~ω) =− ie2~

m2
0V

∑
L1,...,L4

∑
α1,...,α4

∑
k

pµα1,L1;α2,L2
(k)pνα3,L3;α4,L4

(k)

×
∫

dtei~ωtG≶
α2,L2;α3,L3

(k; t)G≷
α4,L4;α1,L1

(k;−t) (4.66)

=− ie2~
m2

0V

∑
k

∫
dE

2π
Tr
{
pµ(k)G≶(k;E)pν(k)G≷(k;E − ~ω)

}
, (4.67)

where in the last line, Eq. (3.107) was used, and the trace is over both layer and orbital

indices.
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From the form of the lesser and greater current correlation functions in terms of the Green’s

functions it follows that the two terms in Eq. (4.65) describe the total absorption an the

emission due to radiative recombination, respectively, the difference correponding to the

net absorption. This means that the emission can also be obtained directly from the lesser

current-correlation function, once the Green’s functions are known.

For short active regions, the attenuation of the intensity due to absorption can be ne-

glected. For extended devices with a large number of quantum wells, intensity attenua-

tion and photon recycling needs to be considered, which in a first approximation can be

achieved by the calculation of the (local) coefficients for absorption and stimulated emis-

sion (photoluminescence). The absorbed flux as a function of the absorption coefficient

and penetration depth is given by

φγ,abs = φγ
(
1− exp

{
−
∫ Labs

0

α(z)dz
})
≡ φγaγ (4.68)

where Labs is the thickness of the absorbing material and aγ is termed the absorptivity at

given photon energy.

If effects that depend on the change in photon-mode occupation, such as photon recycling,

have to be considered explicitly and on the same footing as the carriers, an additional

Dyson equation has to be solved, which relates the full transverse photon propagator D

to the transverse polarization function that plays the role of a photon self-energy, which

shall be derived below.

4.2.5 Renormalization of the photon propagator: photon self-

energy

The steady-state equation of motion for the photon Green’s function is the Dyson equation

Dλ(q;E) = D0
λ(q;E) +D0

λ(q;E)Π(q;E)Dλ(q;E), (4.69)

where Π(q;E) is the transverse polarization function corresponding to the photon self-

energy. Eq. (4.69) is a scalar equation and thus readily solved,

Dλ(q;E) =
D0
λ(q;E)

1−D0
λ(q;E)Π(q;E)

. (4.70)

In order to determine the photon Green’s function, the self-energy Π(q;E) needs to be

known. The full non-equilibrium photon Green’s function for the interacting system follows

from the perturbation expansion

Dλ(q; t, t′) = − i
~
〈T̂C{e−

i
~
R
C Ĥeγ(s)ds[b̂†λ,−q(t) + b̂λ,q(t)][b̂†λ,q(t′) + b̂λ,−q(t′)]}〉, (4.71)
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where the Hamiltonian (4.30) of the dipole-approximation is used. The first order in

perturbation theory vanishes, since it has an uneven number of boson operators in the

summands

D
(1)
λ (q; t, t′) =

(
− i

~

)2

〈TC
∑
L,L′

∑
α,α′

∑
k

∑
q̃,λ̃

∫
C

ds Mγ
α,L;α′,L′(k, q̃, λ̃)ĉ†α,L,k(s)ĉα′,L′,k(s)

× [b̂†
λ̃,−q̃

(s) + b̂λ̃,q̃(s)][b̂†λ,−q(t) + b̂λ,q(t)][b̂†λ,q(t′) + b̂λ,−q(t′)]〉. (4.72)

The first contributing terms are thus from second order in the interaction,

D
(2)
λ (t, t′) =

(
− i

~

)3

〈T̂C
∑

L1,...,L4

∑
k,k′

∑
q̃,q̃′

∑
λ̃,λ̃′

∑
α1,...,α4

∫
C

ds

∫
C

ds′ Mγ
α1,L1;α2,L2

(k, q̃, λ̃)

× ĉ†α1,L1,k
(s)ĉα2,L2,k(s)ĉ†α3,L3,k′

(s′)ĉα4,L4,k′(s
′)[b̂†

λ̃,−q̃
(s) + b̂λ̃,q̃(s)]

× [b̂†
λ̃′,−q̃′

(s′) + b̂λ̃′,q̃′(s
′)][b̂†λ,−q(t) + b̂λ,q(t)][b̂†λ,q(t′) + b̂λ,−q(t′)]

×Mγ
α3,L3;α4,L4

(k′, q̃′, λ̃′)〉 (4.73)

=i~
∫
C

ds

∫
C

ds′
∑

L1,...,L4

∑
k,k′

∑
q̃,q̃′

∑
λ̃,λ̃′

∑
α1,...,α4

δλ̃,λδλ̃′,λδq̃,qδq̃′,−qDλ(q̃; t, s)

×Mγ
α1,L1;α2,L2

(k, q̃, λ̃)δk,k′Gα2,L2;α3,L3(k; s, s′)δk,k′Gα4,L4;α1,L1(k; s′, s)

×Mγ
α3,L3;α4,L4

(k′, q̃′, λ̃′)Dλ(q̃
′; s′, t′) (4.74)

=

∫
C

ds

∫
C

ds′Dλ(q; t, s)Πλ(q; s, s′)Dλ(q; s′, t′), (4.75)

which yields the photon self-energy

Πλ(q; s, s′) =i~
∑
k

∑
L1,...,L4

∑
α1,...,α4

Mγ
α1,L1;α2,L2

(k,q, λ)Gα2,L2;α3,L3(k; s, s′)

×Gα4,L4;α1,L1(k; s′, s)Mγ
α3,L3;α4,L4

(k,−q, λ) (4.76)

=i~
∑
k

Tr{Mγ(k,q, λ)G(k; s, s′)Mγ(k,−q, λ)G(k; s′, s)}, (4.77)

where the trace is both over orbital and layer indices. This expression is very similar to

Eq. (4.63), and following the same procedure, we find the steady-state photon self-energy

Π≶
λ (q;E) = i

∑
k

∫
dE ′

2π
Tr{Mγ(k,q, λ)G≶(k;E ′)Mγ(k,−q, λ)G≷(k;E ′ − E)}, (4.78)

and the corresponding retarded and advanced self-energies via the Hilbert-transform (3.101).
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4.2.6 Quantum efficiency

The efficiency of a QWSC can be considered as formed by a factor for the actual gener-

ation of electron-hole pairs, i.e. the absorption process, and one for the following charge

separation and collection, i.e. the whole transport process. The external quantum ef-

ficiency is defined as the normalized spectral response (SR) at zero bias, i.e. the short

circuit photocurrent Jsc normalized by the current corresponding to the incoming photon

flux φγ. For monochromatic illumination, the latter is given by φγ = Jγ
~ω , where Jγ ∼ 1000

W/m2 is the light intensity. This yields for the spectral response and the EQE

SR(~ω) =
Jsc(~ω)

Jγ
, (4.79)

EQE(~ω) =
Jsc(~ω)

φγe
=
Jsc(~ω)

Jγ

~ω
e
. (4.80)

The internal quantum efficiency (IQE) is obtained by replacing the incoming flux φγ by

the absorbed flux φγ,abs given in Eq. (4.68). With that, the IQE is written as

IQE(~ω) =
EQE(~ω)

aγ
=
Jsc(~ω)

Jγaγ

~ω
e

(4.81)

From this, the maximum current (IQE=1) for given absorptivity aγ follows as

Jmaxsc = eφγaγ. (4.82)

For GaAs, the absorption at ~ω = 1.42 is α ≈ 104 cm−1, which for a 30 ML thick absorbing

region gives an absorptivity aγ ≈ 0.008. The expected maximum current is then of the

order of Jsc ≈ 5.6 Am−2.

For full spectrum illumination, the photon flux is defined by Eq. (4.21), and the maximum

generation current is given by

Jmaxsc = q

∫
dEγφ(Eγ)a(Eγ). (4.83)

For a sun-temperature black-body spectrum normalized to an integrated intensity of 1000

Wm−2 and with a high-energy cut-off at 2.11 eV, a maximum current Jmaxsc ≈ 0.86 Am−2

results.

4.3 Electron-phonon interaction

In this section, the interaction of charge carriers with phonons is derived based on the

nonequilibrium Green’s function formalism. As in the case of the photons, we limit the

discussion to bulk modes, i.e. the effects of confinement enter solely via the electronic part

of the interaction.
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4.3.1 Interaction Hamiltonian in planar orbital basis

The potential felt by electrons due to bulk phonons can be written as

V̂ep(t) =
1√
V

∑
q

Uqe
iq·r{âq(t) + â†−q(t)}, (4.84)

where r is the electron coordinate, âq, â
†
q are the bosonic creation and annihilation op-

erators for a phonon mode with wave vector q in the first Brillouin zone and Uq is the

corresponding Fourier coefficient of the electron-ion potential [225]. In the planar or-

bital basis (3.165), using the field operators given in Eqs. (3.167)-(3.168), the interaction

Hamiltonian in second quantization is

Ĥep(t) =

∫
drΨ̂†(r, t)V̂ep(t)Ψ̂(r, t)

=
1√
V

∑
q

Uq{âq(t) + â†−q(t)}
∫
d3rΨ̂†(r, t)eiq·rΨ̂(r, t)

=
1√
V

∑
q

Uq{âq(t) + â†−q(t)}

×
∫
d3r
∑
k,k′

∑
L,L′

∑
α,α′

〈α,L,k|r〉eiq·r〈r|α′, L,k′〉ĉ†α,L,k(t)ĉα′,L′,k′(t), (4.85)

where α labels the atomic-like orbitals (s, pz, etc.) as well as the basis atoms (a, c), e.g.

α = apz . For the evaluation of the matrix elements of eiq·r, the definition (3.165) of the

planar orbitals in terms of the localized orbitals is used,

〈α,L,k|eiq·r|α′, L′,k′〉 =
1

N

∑
R‖,R

′
‖

∑
α,α′

∑
L,L′

∑
k,k′

e−ik·(R‖+vα)〈α,L,R‖|eiq·r|α′, L′,R′‖〉e
ik′·(R′‖+vα′ ).

(4.86)

As Boykin showed in [136], a generally valid representation of the operator eiq·r in the

(bulk) tight-binding basis (Eq. (C.95))

|αb,k〉 =
1√
N

N∑
j=1

e[ik·(Rj+vµ)]|αb,Rj〉, (4.87)

where the orbitals α are placed on atoms of type b at the positions Rj + vµ and k denotes

a 3D wave vector from the first Brillouin zone, is given by∫
d3r|r〉eiq·r〈r| →

∑
i,β,ν

|β, ν,Ri + vν〉eiq·(Ri+vν)〈β, ν,Ri + vν |. (4.88)
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In systems of broken translation symmetry, a corresponding representation has to be found

in the planar orbital basis, which is related to (4.87) via

|α, µ,k〉 =
1√
N

∑
L

∑
RL
‖

ei({kz ,k‖}·({R
L
‖ ,L∆}+{vµ,‖,vµ,z})|α, µ,Rj + vµ〉 (4.89)

=
∑
L

eikz(∆L+vα̃,z) 1√
N

∑
R‖

eik‖·(R
L
‖+vα̃,‖)|α̃, L,R‖〉 (4.90)

=
∑
L

eikz(∆L+vα̃,z)|α̃, L,k‖〉, (4.91)

where for the position of the orbitals was used that Rj + vµ ≡ {R‖,∆L} + {vµ,‖, vµ,z}
for some R‖, L, and α̃ = {α, µ} contains both the atom as well as the orbital label. With

that, the planar orbital representation of the phase factor is found as∫
d3r|r〉eiq·r〈r| →

∑
β

∑
L

eiqz(L∆+vβ,z)
∑
R‖

|β, L,R‖〉eiq‖·(R
L
‖+vβ,‖)〈β, L,R‖|, (4.92)

and the corresponding matrix elements in (4.85) are

〈α,L,R‖|eiq·r|α′, L′,R′‖〉 =
∑
β

∑
L̃

∑
R̃‖

eiqz(L̃∆+vβ,z)
∑
R̃‖

eiq‖·(R̃‖+vβ,‖)

× 〈α,L,R‖|β, L̃, R̃‖〉︸ ︷︷ ︸
=δα,βδL,L̃δR‖,R̃‖

〈β, L̃, R̃‖|α′, L′,R′‖〉︸ ︷︷ ︸
=δβα′δL̃,L′δR̃‖,R

′
‖

(4.93)

=eiqz(L̃∆+vα,z)eiq‖·(R‖+vα,‖)δα,α′δL,L′δR‖,R′‖ . (4.94)

Inserting this expression in (4.86) yields

〈α,L,k|eiq·r|α′, L′,k′〉 =
1

N

∑
α

∑
L

∑
k,k′

∑
R‖

e−ik·(R‖+vα,‖)eiqz(L̃∆+vα,z)eiq‖·(R‖+vα,‖)eik
′·(R‖+vα,‖)

=
1

N

∑
α

∑
L

∑
k,k′

[∑
R‖

ei(q‖−k+k′)·(R‖+vα,‖)

︸ ︷︷ ︸
=Nδk′,k−q‖

]
eiqz(L̃∆+vα,z) (4.95)

which leads to the interaction Hamiltonian

Ĥep(t) =
∑
L,k

∑
q

∑
α

Uq√
V
eiqz(∆L+vα,z)︸ ︷︷ ︸
≡Mep

α,L(q)

[ĉ†α,L,k(t)ĉα,L,k−q‖(t)]
(
âq(t) + â†−q(t)

)
. (4.96)
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4.3.2 Scattering self-energies

The general expressions for the scattering functions are given in App. E. WithM(k,q)L,L′ =

δL,L′M
ep
α,L(q), and shifting the argument k−q to the coupling element, the electron-phonon

scattering self-energies can be written as

Σ≶,H
α,L;α′,L′ =0, (4.97)

ΣR,H
α,L;α′,L′ =− δα,α′δL,L′

~
V

∑
k

∑
α1,L1

ρα1,L1;α1,L1(k)

×
∑
qz

2

~ωq=(0,qz)

|Uq=(0,qz)|2e−iqz∆(L−L′+να,α′ ), (4.98)

Σ≶,F
α,L;α′,L′(k;E) =

1

V

∑
q

|Uk−q|2e−iqz∆(L−L′+να,α′ )
[
NqG

≶
α,L;α′,L′(q‖;E ∓ ~ωq)

+ (Nq + 1)G≶
α,L;α′,L′(q‖;E ± ~ωq)

]
, (4.99)

ΣR,F
α,L;α′,L′(k;E) =

1

V

∑
q

|Uk−q|2e−iqz∆(L−L′+να,α′ )
[
(Nq + 1)GR

α,L;α′,L′(q‖;E − ~ωq)

+NqG
R
α,L;α′,L′(q‖;E + ~ωq) +

1

2

{
G<
α,L;α′,L′(q‖;E + ~ωq)

−G<
α,L;α′,L′(q‖;E − ~ωq)

}]
, (4.100)

where ρα1,L1;α1,L1(k) is the density matrix defined in (3.186), Nq = (e~ωq/kBT − 1)−1 is the

Bose-Einstein factor for mode q and ν depends on the details of the atomic orbital basis,

e.g. for a two-atom (cation-anion) basis

να,α′ =


1
2

α = a, α′ = c,

−1
2

α = c, α′ = a,

0 otherwise.

(4.101)

Polar optical phonons The spectrum of optical phonons can be approximated by a

single characteristic frequency ωop. The (screened) coupling element is given by [225]

|Uq|2 =
βq2

(q2 + q2
0)2

, β =
e2~ωop

2ε0

(
1

ε∞
− 1

ε

)
, (4.102)

where ε the effective dielectric constant (∼ 13.1 for GaAs) and ε∞ the high frequency

dielectric constant (∼ 10.9 for GaAs). Static screening is introduced via the inverse

screening length q0, for which we take the inverse Debye screening length [249],

q0 =

(
ρe2

εε0kBT

)1/2

, (4.103)
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where ρ is the carrier density of the screening medium.

In the isotropic approximation for the transverse dispersion, which is valid e.g. near the

conduction band edge of GaAs, where the bands are nearly spherical, the summation over

q can be turned into an integral over cylindrical coordinates [250],

1

V

∑
q

|Uk−q|2e−iqz∆(L−L′+να,α′ ) ∝
∫

dq‖q‖
(2π)2

∫ π
∆

− π
∆

dqz
2π

e−iqz∆(L−L′+να,α′ )
∫ 2π

0

dθ
|k− q|2

(|k− q|2 + q2
0)2︸ ︷︷ ︸

=Iθ

.

(4.104)

Iθ can be written as an integration over the unit circle in the complex plane by substituting

z = eiθ:

Iθ =

∫ 2π

0

dθ
k2 + q2

‖ + q2
z − 2kq‖ cos θ

(k2 + q2
‖ + q2

z + q2
0 − 2kq‖ cos θ)2

=
i

kq‖

∮
|z|=1

dz

 1

z2 − bz + 1
+

q2
0

kq‖
z

[z2 − bz + 1]2


(4.105)

where

b =
k2 + q2

‖ + q2
z + q2

0

kq‖
. (4.106)

Expression (4.105) is evaluated using the residue theorem,∮
|z|=1

dzf(z) = 2πi
∑
|z0|<1

resz0f(z0). (4.107)

In this case, f = f1 + f2, where

f1 =
1

z2 − bz + 1
, f2 =

q2
0

kq‖
z

[z2 − bz + 1]2
(4.108)

with poles at z±0 = b±
√
b2 − 1, and thus

resz−0 f1(z) = (z − z−0 )f1(z−0 ), resz−0 f2(z) =
d

dz

[
(z − z−0 )2f2(z−0 )

]
, (4.109)

which results in

Iθ(k
2, q2
‖, q

2
z) =− 2π

kq‖

{
1

z−0 − z+
0

+
q2

0

kq‖

z+
0 − z−0

(z+
0 − z−0 )3

}
(4.110)

=2π

 1

2
√

(k2 + q2
‖ + q2

z + q2
0)2 − (kq‖)2

−
q2

0(k2 + q2
‖ + q2

z + q2
0)

[(k2 + q2
‖ + q2

z + q2
0)2 − (kq‖)2]

3
2

 .

(4.111)
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It remains the integration over the longitudinal component qz, which can be written as

2

∫ π
∆

0

dqz
2π

cos[qz∆(L− L′ + να,α′)]Iθ(k
2, q2
‖, q

2
z)

=

∫ π
∆

0

dqz
cos[qz∆(L− L′ + να,α′)]√

(k2 + q2
‖ + q2

z + q2
0)2 − (kq‖)2

−
∫ π

∆

0

2 cos[qz∆(L− L′ + να,α′)]q
2
0(k2 + q2

‖ + q2
z + q2

0)

[(k2 + q2
‖ + q2

z + q2
0)2 − (kq‖)2]

3
2

(4.112)

≡ Iα,L;α′,L′(k, q‖). (4.113)

This provides the final expression for the POP scattering self energies,

Σ≶,H
α,L;α′,L′ =0, (4.114)

ΣR,H
α,L;α′,L′ =− e2~

ε0

(
1

ε∞
− 1

ε

) ∑
α1,L1

{
Iα,L;α1,L1(0, 0)

∑
k

ρα1,L1;α1,L1(k)
}
, (4.115)

Σ≶,F
α,L;α′,L′(k;E) =

e2~ωop
2ε0

(
1

ε∞
− 1

ε

)∫
d2q‖
4π2

Iα,L;α′,L′(k, q‖)

×
[
NqG

≶
α,L;α′,L′(q‖;E ∓ ~ωq) + (Nq + 1)G≶

α,L;α′,L′(q‖;E ± ~ωq)
]
,

(4.116)

ΣR,F
α,L;α′,L′(k;E) =

e2~ωop
2ε0

(
1

ε∞
− 1

ε

)∫
d2q‖
4π2

Iα,L;α′,L′(k, q‖)

×
[
(Nq + 1)GR

α,L;α′,L′(q‖;E − ~ωq) + (Nq + 1)GR
α,L;α′,L′(q‖;E + ~ωq)

+
{
G<
α,L;α′,L′(q‖;E + ~ωq)−G<

α,L;α′,L′(q‖;E − ~ωq)
}]
.

Acoustic phonons For acoustic phonons, the coupling is given by [172]

|Uq|2 =
~D2

2ρc
q, (4.117)

where D is the (acoustic) deformation potential, ρ is the density of the semiconductor

and c is the sound velocity in the material. For low energy (elastic) scattering and high

temperatures, the expression for the equilibrium phonon propagator can be simplified

using nq ≈ nq + 1 ≈ kBT/~ωq ≈ kBT~cq. The Fock self-energies derived in the appendix

thus become

Σ≶,R
α,L;α′,L′(E) = δL,L′ηα,α′

~D2kBT

ρc2a

∫
d2k

4π2
G≶,R
α,L;α′,L′(k;E), (4.118)
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with

ηα,α =

{
1 {α, α′} = {a, a′} or {c, c′},
0 otherwise.

(4.119)

4.3.3 Power dissipation

The energy lost to the phonon bath leads to power dissipation, which can be quantified by

considering the outflux of energy into the phonon reservoir as provided by Eq. (3.136)[171],

Pp = −2

e

∫
dEIp(E), (4.120)

where the net outflow due to inelastic scattering with phonons is

Ip(E) =
e

2π~
∑
k

Tr
{
Σ<
pop(k;E)G>(k;E)−Σ>

pop(k;E)G<(k;E)
}
. (4.121)

4.4 Carrier-carrier interaction

The Coulomb interaction among the carriers is essential for the formation of excitonic

bound states and in the scattering processes leading to nonradiative recombination, such

as the Auger effect.

4.4.1 Hamiltonian in planar orbital basis

The POB Hamiltonian for a general inter-carrier interaction with the Fourier representa-

tion

Vcc(r) =
1

V

∑
q

Uqe
iq·r (4.122)

has the form

Ĥcc =
1

2

∫
dr1

∫
dr2 ψ̂

†(r1)ψ̂†(r2)Vcc(r1 − r2)ψ̂(r2)ψ̂(r1) (4.123)

=
1

2

∫
dr1

∫
dr2

∑
α,L1,k1

∑
β,L2,k2

∑
γ,L3,k3

∑
δ,L4,k4

〈r1|α,L1,k1〉∗〈r2|β, L2,k2〉∗

× 〈r2|γ, L3,k3〉〈r1|δ, L4,k4〉ĉ†α,L1,k1
ĉ†β,L2,k2

Vcc(r1 − r2)ĉγ,L3,k3 ĉδ,L4,k4 (4.124)

=
1

2V

∑
q

Uq

∑
α,L1,k1

∑
β,L2,k2

∑
γ,L3,k3

∑
δ,L4,k4

〈α,L1,k1|{
∫

dr1|r1〉eiq·r1〈r1|}|δ, L4,k4〉

× 〈β, L2,k2|{
∫

dr2|r2〉e−iq·r2〈r2|}|γ, L3,k3〉ĉ†α,L1,k1
ĉ†β,L2,k2

ĉγ,L3,k3 ĉδ,L4,k4 (4.125)
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Using the planar orbital basis representation (4.92) of the plane waves yields

〈α,L1,k1|{
∫

dr1|r1〉eiq·r1〈r1|}|δ, L4,k4〉〈β, L2,k2|{
∫

dr2|r2〉e−iq·r2〈r2|}|γ, L3,k3〉

=
∑

R1
‖,...,R

4
‖

e−ik1·(R1
‖+vα,‖) 〈α,L1,R

1
‖|{
∫

dr1|r1〉eiq·r1〈r1|}|δ, L4,R
4
‖〉︸ ︷︷ ︸

=eiqz(L1∆+vα,z)e
iq‖·(R

1
‖+vα,‖)δL1,L4

δα,δδR1
‖,R

4
‖

eik4·(R4
‖+vδ,‖)

× e−ik2·(R2
‖+vβ,‖) 〈β, L2,R

2
‖|{
∫

dr2|r2〉e−iq·r2〈r2|}|γ, L3,R
3
‖〉︸ ︷︷ ︸

=e
iqz(L2∆+vβ,z)

e
iq‖·(R

2
‖+vβ,‖)δL2,L3

δβ,γδR2
‖,R

3
‖

eik3·(R3
‖+vγ,‖) (4.126)

=
∑
R‖

ei[q‖−k1+k4](R‖+vα,‖)

︸ ︷︷ ︸
=Nδk4,k1−q‖

eiqz(L∆+vα,z)
∑
R′‖

ei[−q‖−k2+k3](R′‖+vβ,‖)

︸ ︷︷ ︸
=Nδk3,k2+q‖

e−iqz(L′∆+vβ,z). (4.127)

With that, the interaction Hamiltonian becomes

Ĥcc =
1

2V

∑
α,α′

∑
L,L′

∑
k,k′

∑
q

Uqe
iqz [(L−L′)∆+vα,z−vα′,z ]ĉ†α,L,kĉ

†
α′,L′,k′ ĉα,L′,k′+q‖ ĉα,L,k−q‖ . (4.128)

4.4.2 First order: Hartree and Fock terms

The first order in the perturbation expansion for Ĥcc in

Gα,L;α′,L′(k; t, t′) =
−i
~
〈T̂Ce

i
~
R
C Ĥcc(s)dsĉα,L,k(t)ĉ†α′,L′,k(t′)〉 (4.129)

is given by

− 1

~2
〈T̂C

∑
q

Uq

∑
α1,α2

∑
L1,L2

∑
k1,k2

eiqz [(L1−L2)∆+v
α1
z −v

α2
z ]

×
∫
C

ds ĉ†α1,L1,k1
(s)ĉ†α2,L2,k2

(s)ĉα2,L2,k2+q‖(s)ĉα1,L1,k1−q‖(s)ĉ
†
α,L,k(t)ĉα′,L′,k′(t

′)〉. (4.130)

The factorization for the ensemble average

〈T̂C ĉα,L,k(t)ĉ†α1,L1,k1
(s)〉〈T̂C ĉα2,L2,k2+q‖(s)ĉ

†
α2,L2,k2

(s)〉〈T̂C ĉα1,L1,k1−q‖(s)ĉ
†
α′,L′,k′(t)〉

= δk,k1i~Gα,L;α1,L1(k; t, s)δk2+q‖,k2i~Gα2,L2;α2,L2(k2; s, s)δk1−q‖,ki~Gα1,L1;α′,L′(k; s, t′),

(4.131)

δk,k1δk2+q‖,k2δk1−q‖,k = δk,k1δq‖,0.
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provides the constant, energy and momentum independent Hartree self-energy

ΣH
α,L;α′,L′ =δα,α′δL,L′

−i~
V

∑
qz

∑
α1

∑
k

∑
L1

Uqze
iqz [(L1−L′)∆+v

α1
z −vα

′
z ]Gα1,L1;α1,L1(k; s, s)

(4.132)

=
−i~
V

∑
α1,L1,k

Uz[(L1 − L′)∆ + vα1
z − vα

′

z ]Gα1,L1;α1,L1(k; s, s). (4.133)

With

Gα1,L1;α′,L′(k; s, s) =
1

~

∫
dE

2π
G<
α1,L1;α′,L′(k;E), (4.134)

and the definition of the particle density

nL =
∑
α

nα,L, nα,L =
∑
k

∫
dE

2πV
{−iG<

α,L;α,L(k;E)}, (4.135)

the Hartree self-energy acquires the mean-field form

ΣH
α,L;α′,L′ = δα,α′δL,L′

∑
L1

∑
α1

nα1,L1Uz[(L− L1)∆ + vαz − vα1
z ] ≡ δα,α′δL,L′UL, (4.136)

where UL is the mean-field potential of the particle-pair interaction. For Coulomb inter-

action, UL corresponds to the solution of the macroscopic 1D Poisson equation for the

potential Uz and density nL.

The Fock self-energy follows from the factorization

〈T̂C ĉα,L,k(t)ĉ†α1,L1,k1
(s)〉〈T̂C ĉα1,L1,k1−q‖(s)ĉ

†
α2,L2,k2

(s)〉〈T̂C ĉα2,L2,k2+q‖(s)ĉ
†
α′,L′,k(t′)〉

= δk,k1i~Gα,L;α1,L1(k; t, s)δk2,k1−q‖i~Gα1,L1;α2,L2(k− q‖; s, s)δk2+q‖,ki~Gα2,L2;α′,L′(k; s, t′),

(4.137)

δk,k1δk2,k1−q‖δk2+q‖,k = δk,k1δk2,k−q‖ ,

which yields

ΣF
α,L;α′,L′(k) =

i~
V

∑
q

Uqe
iqz [(L−L′)∆+vαz −vα

′
z ]G<

α,L;α′,L′(k− q‖; s, s) (4.138)

⇒
[
ΣF,R

]
α,L;α′,L′

(k) =
i

V

∑
q

Uk−qe
iqz [(L−L′)∆+vαz −vα

′
z ]

∫
dE

2π
G<
α1,L1;α′,L′(k;E) (4.139)

=−
∑
q

Uk−qe
iqz [(L−L′)∆+vαz −vα

′
z ]ρα,L;α′,L′(q‖), (4.140)

with the density matrix

ρα,L;α′,L′(q‖) ≡
∫

dE

2πV
{−iG<

α1,L1;α′L′(q‖;E)}. (4.141)
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4.4.3 Second order Born approximation: direct-collision term

The second order term is of the form(
− i

~

)3

〈T̂C
∫
C

ds

∫
C

ds′Ĥcc(s)Ĥcc(s
′)ĉα,L,k(t)ĉ†α′,L′,k′(t

′)〉 (4.142)

=

(
− i

~

)3

〈T̂C
∫
C

ds

∫
C

ds′
1

4V 2

∑
q,q′

∑
L1,...,L4

∑
α1,...,α4

∑
k1,...,k4

UqUq′e
i[qz(L

α1
1 −L

α2
2 )+q′z(L

α3
3 −L

α4
4 )]

× ĉ†α1,L1,k1
(s)ĉ†α2,L2,k2

(s)ĉα2,L2,k2+q‖(s)ĉα1,L1,k1−q‖(s)ĉ
†
α3,L3,k3

(s′)ĉ†α4,L4,k4
(s′)ĉα4,L4,k4+q

′
‖
(s′)

× ĉα3,L3,k3−q
′
‖
(s′)ĉα,L,k(t)ĉ†α′,L′,k′(t

′), (4.143)

where we have introduced the short-hand notation

Lαi ≡ Li∆ + vαiz (4.144)

for the longitudinal position. The direct collision diagram corresponds to the factorization

〈T̂C ĉα,L,k(t)ĉ†α1,L1,k1
(s)〉〈T̂C ĉα4,L4,k4+q

′
‖
(s′)ĉ†α′,L′,k′(t

′)〉〈T̂C ĉα1,L1,k1−q‖(s)ĉ
†
α4,L4,k4

(s′)〉

× 〈T̂C ĉα2,L2,k2+q‖(s)ĉ
†
α3,L3,k3

(s′)〉〈T̂C ĉα3,L3,k3−q
′
‖
(s′)ĉ†α2,L2,k2

(s)〉 (4.145)

∝ δk,k1δk,k4+q′‖
δk4,k1−q‖δk3,k2+q′‖

δk2,k3−q′‖
= δk,k1δk4,k−q‖δk3,k2+q‖δq‖,q′‖ , (4.146)

and provides the second order contribution in terms of Green’s functions as∫
C

ds

∫
C

ds′
−~2

4V 2

∑
L1,...,L4

∑
α1,...,α4

∑
q‖

∑
qz ,q′z

∑
k2

U(q‖,qz)U(q‖,q′z)e
i[qz(L

α1
1 −L

α2
2 )+q′z(L

α3
3 −L

α4
4 )]

×Gα,L;α1,L1(k; t, s)Gα1,L1;α4,L4(k− q‖; s, s
′)Gα2,L2;α3,L3(k2 + q‖; s, s

′)Gα3,L3;α2,L2(k2; s′, s)

×Gα4,L4;α′,L′(k; s′, t′), (4.147)

which contains the self-energy

[
Σdc
cc

]
α1,L1;α4,L4

(k; s, s′) = − ~2

4V 2

∑
L2,L3

∑
α2,α3

∑
q‖

M cc
α1,L1,α2,L2

(q‖)π
cc
23(q‖; s, s

′)

×M cc
α3,L3,α4,L4

(q‖)Gα1,L1;α4,L4(k− q‖; s, s
′), (4.148)

where the longitudinal polarization bubble πcc23 is given by

πcc23(q‖; s, s
′) =

∑
k′

Gα2,L2;α3,L3(k′ + q‖; s, s
′)Gα3,L3;α2,L2(k′; s′, s), (4.149)
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and the coupling elements are

M cc
α1,L1,α2,L2

(q‖) =
∑
qz

U(q‖,qz)e
iqz(L

α1
1 −L

α2
2 ) (4.150)

≡Uz(q‖, Lα1
1 − Lα2

2 ) =
e2

2ε

e
−
q
q2
0+q2

‖(L
α1
1 −L

α2
2 )√

q2
0 + q2

‖

. (4.151)

The lesser and greater self-energies follow again from the Langreth rules for analytic con-

tinuation (App. A), which provide the real time relation

G23(s, s′)G32(s′, s)G14(s, s′) → G<
23(t, t′)G>

32(t′, t)G<
14(t, t′). (4.152)

The steady state expressions are obtained as the Fourier transform with respect to energy:

Σdc,<
14 (E) =

∫
dτei

E
~ τΣdc

14(τ) ≡ Σ̂dc
14(τ) ∝ ̂{G<

23(τ)G>
32(−τ)G<

14(τ)} (4.153)

=

∫
dE1

2π~

{∫
dE2

2π~
G<

23(E2)G>
32(E1 − E2)

}
G<

14(E − E1), (4.154)

where the transform of the product leads to a twofold convolution. The self-energies are

then given by[
Σdc,<
cc

]
α1,L1;α′,L′

(k;E) = − 1

4V 2

∑
L1,L2

∑
α1,α2

∑
k′

∑
q‖

M cc
α,L;α1,L1

(q‖)

×

[∫
dE1

2π

{∫
dE2

2π
G<
α1,L1;α2,L2

(k′ + q‖;E2)G>
α2,L2;α1,L1

(k′;E1 + E2)

}

×G<
α,L;α′,L′(k− q‖;E − E1)

]
M cc

α2,L2;α′,L′(q‖) (4.155)

= − 1

4V 2

∑
L1,L2

∑
α1,α2

∑
q‖

M cc
α,L;α1,L1

(q‖)

×

[∫
dE1

2π
π<12(q‖;E)G<

α,L;α′,L′(k− q‖;E − E1)

]
M cc

α2,L2;α′,L′(q‖),

(4.156)

where

π<12(q‖;E) =
∑
k̃

∫
dẼ

2π
G<
α1,L1;α2,L2

(k̃ + q‖; Ẽ)G>
α2,L2;α1,L1

(k̃; Ẽ − E). (4.157)

The expressions for retarded and advanced self-energies are again obtained via the Hilbert-

transform (3.101).



Chapter 5

Numerical results

Abstract: In a first section, the NEGF-formalism, in the specific form adapted in the

previous chapter for the description of photovoltaic heterojunction-devices, is applied to

nanoscale bulk p-i-n diodes as a test device to asses the capabilities of the approach. It is

shown that in the considered parameter range even such a simple device shows a behaviour

that differs considerably from the semiclassical bulk picture. In a second part, the effect

of a single quantum well in the intrinsic region on the photovoltaic properties of the

junction is investigated. In addition to the (quasi) continuum states of the bulk junction,

there is now the contribution of the quantized and spatially rather localized well states to

consider. The impact of geometry on the photovoltaic performance of a multi-quantum-

well structure is the subject of the last part of the chapter. It is demonstrated on the

example of various double quantum wells of different geometry how the confinement level

structure and the degree of localization of the quantum well states modifies absorption

and transport in these structures already in the radiative limit.

5.1 Introduction

The many advantages the NEGF-formalism offers have their price. The major drawback

of the method, apart from its conceptual complexity, is the heavy requirement of compu-

tational resources. This can be inferred from the size of the basic objects that need to be

computed, i.e. the Green’s functions and self-energies. This size is given by the size of

the tight-binding matrix NTB = (Nb · NL) × (Nb · NL), Nb being the number of bands or

orbitals and NL the number of model layers, the number NE of energies as well as points

Nk in the transverse Brillouin zone for which the Dyson’s equations need to be solved.

The total size is the product Ntot = NTB × NE × Nk. If one considers e.g. the quantum

99
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well solar cell device in Fig. 2.6 of Chap. 2, the total thickness amounts to ∼ 1 − 2 µm,

which corresponds to NL ≈ 3500 − 7000 atomic monolayers. From Figs. 2.4 and 4.1, it

is obvious that the energy range that needs to be used in a calculation of density and

current must cover at least the whole width of both bands, depending on the length of the

device and the built-in field at short circuit conditions. Furthermore, since the quantum

well states are strongly bound, their linewidth is small, even at room temperature and

in the presence of scattering, which results in increased resolution requirements. For a

1-2 micron AlGaAs-GaAs structure, this means that ∼ 3.5 − 4 eV need to be resolved

at a resolution of less than 0.01 eV , i.e. NE & 350 − 400. Inhomogeneous energy grids

might lower this number somewhat, however the implementation for cases where inelas-

tic processes that couple states at different energies are present is involved. If a realistic

bandstructure should be considered, then a considerable part of the irreducible wedge

in the transverse Brillouin zone is needed, together with a multiband-model, at least on

the level of the ten-band model discussed in App. C, i.e. Nk & 20 and Nb ≥ 10. Also

here, inhomogeneous meshes could be used, with the same drawback for processes where

momentum transfer occurs. The total size of the Green’s functions to compute for this

device thus amounts to Ntot & (10 ·3500)2×350×20 ≈ 8.5×1012, which is far beyond the

actual resource limitations. Even for a 2-band model and considering that for the present

purpose, only the diagonal and first off-diagonal blocks of the Green’s functions need to

be evaluated, corresponding to banded matrices with 4Nb-1 (off)diagonals, the total size

is still of the order of 108. Quantitative analysis of realistic systems including interactions

thus constitutes a considerable computational challenge.

Due to the limitations arising from the above analysis, in a first approach the discussion

is limited to qualitative features in systems of reduced size, such as single and double

quantum well structures embedded in nanoscale p-i-n junctions of total length ∼ 70 −
120 nm, and simplified band structure models are used, such as the two-band model with

isotropic and parabolic transverse dispersion, or even a model composed of two single-band

components. Assuming smaller band-gaps of 0.5-0.8 eV, the energy-range is considerably

reduced. Since the heterostructure band offsets play a crucial role in the determination of

the confinement levels, they retain realistic values, as well as the effective masses for the

parabolic transverse dispersion. The most severe caveat of this approach is the much too

large built-in field resulting from the shrinking of the intrinsic region, if the doping is kept

at the level of long structures. This has consequences for all the field-dependent effects

in quantum well structures, such as the quantum confined Stark-effect and the escape via

field-enhanced tunneling. Since an applied forward bias counteracts this field, the bias

dependence is much more pronounced than in structures of realistic length. In order to

obtain more realistic fields, the doping density can be reduced. Ideally, this is achieved by
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making the highly doped regions very thin ( 20 ML). Care has to be taken to preserve a

sufficiently extended depletion region, since it is strongly reduced by the lowering of the

dopant concentration.

Apart from the structural restrictions discussed above, the investigations are confined to

the radiative limit (no Auger or trap recombination), and we do not consider excitons at

this stage. As discussed in chapter 4, both photons and phonons are treated in a homo-

geneous bulk approximation, not considering renormalization effects like photon recycling

or hot phonons, or confinement effects like cavity modes and zone folding. Neglecting the

excitonic contributions to absorption is not a severe limitation in the case of the nanoscale

bulk junction discussed in the first section, but it might considerably modify the picture

in the quantum well case.

5.2 Photovoltaic properties of nanoscale bulk p-i-n

diodes

5.2.1 Introduction

In order to assess the capabilities of the chosen approach, standard structures of limited

extension and simple geometry should be investigated, where the physics is well under-

stood. Since the basic device underlying the quantum well solar cell is a standard bulk

p-i-n-diode, we chose a nanoscale version of this device as the test object.

There are several external parameters that determine the device characteristics, and whose

effects on the latter should therefore be investigated. The principle ones are the illumi-

nation, characterized by the spectrum Iγ, and the terminal voltage, Vbias. Further are

of relevance the strength of the coupling to phonons for the relaxation and dissipative

processes, and the effects of the built-in field due to doping.

Since the device characteristics are usually assumed to obey additivity, i.e. the total

current at a given voltage is obtained as the sum of bias dependent dark current and bias

independent short circuit current (Eq. (2.3)), the following investigation considers first

the device properties in the dark (Iγ = 0,Vbias 6= 0) and under illumination at short circuit

conditions (Iγ > 0, Vbias = 0), before passing to the general situation (Iγ > 0, Vbias 6= 0).
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5.2.2 Device characterization

The device under consideration is schematically shown in Fig. 5.1. An extended intrinsic

region is sandwiched between a positively and a negatively doped contact, which leads to

the the formation of a built-in bias Vbi of the order of the band gap energy. The depleted

space-charge region present in pn-junctions due to the rearrangement of the free carriers, is

enlarged by the intrinsic layer. The following results for the bulk p-i-n diode were obtained

using the 2-band model (see App. C) with the parameters given in table 5.1 for the device

shown in Fig. 5.1, unless specified otherwise. The bulk material is that of the barrier.

Figure 5.1: Layout of the device studied in this section, indicating the geometrical di-

mensions and doping densities. The thickness of one monolayer is ∆ ≈ 2.8Å. The central

intrinsic part is the interacting region.

5.2.3 Numerical considerations

The simulation parameters that are not related to material or geometry are given in Tab.

5.2. We will motivate the specific values in the following.

Energy and contact Fermi level The energy resolution of 8 meV is a good compromise

between speed and accuracy, given high (i.e. room) temperature and strong scattering,

which both broaden the spectral features. The required energy range is determined as

the union of the support of finite valued spectral quantities, i.e. the current spectrum or

the spectral density, at each spatial position of the computational domain. This amounts
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to the band width plus an additional energy range of ∼ 0.3 − 0.5 eV above and below

the band edge extrema, depending on the temperature and the position of the contact

Fermi level. In principle, the exact value of the latter does not matter, since for charge

neutrality, it will be corrected by the boundary value of the Hartree potental. However,

to speed up convergence of the Poisson loop, this correction should be kept small. For

doping densities of ∼ 1018 cm−3, this is achieved with a chemical potential close to the

band edge, as an electron concentration of similar magnitude is produced. For the two

band model with parameters in Tab. 5.1, µlow = 0.49 eV and µhigh = 0.74 eV are suitable

choices for the Fermi levels at the contacts of bulk diodes made from low and high band

gap material, respectively. The total energy range above the band edge in the interacting

region should be high enough, such that the calculation of optical quantities at photon

energies exceeding the band gap does not suffer from disturbing boundary effects. This

becomes important at high forward bias, where the bandwidth is small due to low total

field.

Transverse momentum The transverse momentum resolution should in principle be

as high as possible, if spectral quantities have to be determined. As shown later in this

section, integral quantities in bulk devices are rather insensitive to the resolution both in

energy and transverse momentum. This is related to the observation that in bulk, there are

hardly any sharp spectral features, and hence the spectral weight varies quite smoothly.

Hence, a resolution of ∆k ≈ 0.003π/∆ yields already good results. The fraction of the

transverse Brillouin zone that needs to be considered increases with scattering strength,

Table 5.1: Material parameters used in simulations

barrier well

Es 0.75 0.5 s-orbital onsite energy [eV]

Ep -0.15 0 pz-orbital onsite energy [eV]

Vsp 2.0 2.5 layer coupling element [eV]

m∗Cb/m0 0.1087 0.067 effective mass in conduction band

m∗V b/m0 0.29 0.23 effective mass in valence band

ε 12.2 13.1 (relative) static dielectric constant

ε∞ 10.9 10.9 (relative) high frequency dielectric constant

µ 1 1 (relative) magnetic permeability

~ωLO 0.036 eV 0.036 energy of polar optical phonons [eV]

Dap 0.0296 0.0296 acoustic deformation potential
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Table 5.2: Model parameters

∆E 0.008 energy resolution [eV]

∆k 0.003 transverse momentum resolution [π/∆]

kmax 0.14 maximum transverse momentum [π/∆]

µlow 0.49 well material contact Fermi level [eV]

µhigh 0.74 barrier material contact Fermi level [eV]

nd 1018 n-contact doping density [cm−3]

na 1018 p-contact doping density [cm−3]

bias and the length of the interacting region. For the device and parameters used in this

section, kmax ≈ 0.14π/∆ covers the range of finite current and density components.

Convergence criteria Since there are two self-consistency iterations, one for the Pois-

son equation and another for the interaction self-energies, we need suitable convergence

criteria where the iterations are truncated. In the presence of highly doped contacts, the

Poisson iteration converges very quickly - in about four to five steps - to a potential cor-

rection δU of less than 5 mV, which is taken as terminating condition. The case of the

self-consistent self-energy calculation is more complicated. Since the final result of the

computation are the current-voltage characteristics of the simulated device, the terminat-

ing condition is provided by the relative change in the total current at the lead-device

boundary. In bulk and for moderate scattering strength, convergence is reasonably fast,

to about less than 0.0001% in 20 iterations.

5.2.4 Equilibrium and non-equilibrium properties in the dark

In the dark, the expected behaviour is that of a diode. However, the very small dimen-

sion and correspondingly high fields result in optical and transport properties that differ

considerably from the usual bulk picture.

Carrier density, Hartree potential, built-in field and local density of states

Fig. 5.2a shows the densities of electrons and holes for a given doping profile both in

equilibrium and for an applied bias voltage Vbias. Due to the absence of background

doping, the carrier density in the interacting part of the intrinsic region is very low at zero

bias (∼ 1017 m−3). Under forward external bias (Vbias < 0), the chemical potential in the
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Figure 5.2: a) Electron, hole and doping density in the ballistic limit at zero bias. b)

Built-in potential and corresponding field resulting from the solution of Poisson’s equation

with the doping profile from a).

right contact is shifted upwards by the applied voltage. This modifies the densities and

consequently the value of the built-in potential obtained from the solution of Poisson’s

equation, shown in Fig. 5.2b together with the corresponding field, which is constant

over a large part of the intrinsic region and vanishes at the contacts, as required by local

charge neutrality. The elevated field strength is a consequence of the reduced length of

the junction.

The momentum resolved local density of states DL(k;E) = 1
π
Tr{AL;L(k, E)} of the non-

interacting system is shown in Fig. 5.3 for k = 0. The absence of phase breaking processes

leads to coherent superposition of the boundary scattering states. In the finite field region,

the states incoming from the right are reflected due to the built-in potential, producing

a characteristic stripe-like interference pattern. The interference disappears in the con-

tinuum above the maximum of the conduction band edge and below the minimum of the

valence band edge due to the absence of reflection. The cut through the center of the

intrinsic region reveals the corresponding oscillations in the LDOS, which give way to a

constant density of states in the energy region where no states are reflected. In this way,

a continuum and a quasi-continuum region can be distinguished that differ in their joint

density of states and therefore in their contribution to the photocurrent.

Current spectrum, local current, current conservation and IV-characteristics

In the absence of scattering, the current is the ideal diode current with ideality factorm ≈ 1

(for definition see Eq.(2.2)), as shown in Fig. 5.4 which displays the current-voltage (I-V)
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Figure 5.3: a) Local density of states (k‖ = 0) in the ballistic limit. A characteristic

interference pattern forms due to the coherent superposition of the wave functions for

carriers injected from the contacts and reflected from the barrier formed by the junction

potential. b) Cut of the local density of states in a) at the center of the device region. The

interference region and the continuum are clearly distinguishable.

characteristics. The current is obtained by integration of the current spectrum given by

J n(p)
L (E) =

∑
k

Tr{tL;L+1(k)G
<(>)
L+1;L(k;E)− tL+1;L(k)G

<(>)
L;L+1(k;E)}, (5.1)

which is displayed in Fig. 5.5a for the whole device region and in Fig. 5.5b for the two

lead-device interfaces separately. The current spectrum at the lead-device interface reflects

the density of states and the distribution of the carriers in the contacts from which they

are injected and is thus energetically confined to a narrow region above the band edge.

The ballistic dark current shows no spatial variation in the energy band of current carrying

states, due to the absence of processes contributing to relaxation. In this situation, where

the bands are not coupled due to photoexcitation or recombination, current is conserved

for both electrons and holes separately, which is illustrated in Fig. 5.5c .

In the ballistic case, the terminal current as calculated within the NEGF-formalism from

Eq. (3.187) can be related to the Landauer picture of transport by writing it as

J =
e

~A
∑
k

∫
dE

π
T (k;E)[fµL(E)− fµR(E)], (5.2)
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Figure 5.4: a) The ballistic dark current of a nanoscale p-i-n junction as calculated

within the NEGF-formalism is in good agreement with the ideal Shockley diode current

(ideality-factor m = 1). The IV-characteristics is shown in the inset. b) The prefactor of

the dark injection current, corresponding to the saturation current, depends exponentially

on the band gap, which is the energy governing the thermal activation of current. This

dependence is shown for five different values of the band gap.

where the generalized transmission function is defined as [251]

T (k;E) = Tr{ΓB
L (k;E)GR(k;E)ΓB

R(k;E)GA(k;E)}. (5.3)

The transmission function calculated via this formula is shown in the inset of Fig. 5.5b: it

is one above the maximum of the conduction band edge, spatially located at the p-contact,

and below the minimum of the valence band edge, located at the n-contact, and zero in

between.

5.2.5 Effects of relaxation due to scattering with phonons

The coupling of carriers to acoustic (AC) phonons is assumed to be approximately elas-

tic in the momentum range of interest in transport problems, and leads therefore merely

to a weak broadening of the spectral features, while inelastic scattering with polar opti-

cal (POP) phonons introduces energy and momentum relaxation effects such as phonon

satellite peaks, as depicted in Fig. 5.6 on the example of the current spectrum at the lead-

device interfaces. The combined effect of scattering with AC and POP phonons thus leads

to a broadened distribution of carriers occupying current carrying states of lower energy

and results in a reduced dark current, the kinetic energy of the carriers being reduced by

the heat that is dissipated in the equilibrium phonon bath.
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Figure 5.5: a) Current spectrum in the device region at Vbias = 0.25 V . As indicated by

the projection of the band edges, dark injection current can exist only above the maximum

of the conduction band edge (electrons) and below the minimum of the valence band edge

(holes), i.e. in the reflectionless region of finite transmission (inset in b)). b) Current

spectrum at the device boundaries, reflecting the spectrum of states from which carriers are

injected at the contacts. The sharp cut-off toward the band gap stems from the step-like

onset of the transmission function as shown in the inset. c) The current density in the

device is constant for both electrons and holes separately, as imposed by the continuity

equation in steady-state for the case of uncoupled bands.

Since the number of scattering events increases with the extension of the traversed inter-

acting region, the effects of relaxation are expected to be most pronounced at the lead

interface opposite to the injection region, i.e. at the p-lead-device interface for electrons

and at the n-lead-device interface for holes, assuming a net reverse current. In the case

of bipolar devices, the large decrease in the density of scatterers away from the majority

injection contact overcompensates the increase in scattering events, wherefore the largest

scattering effects are observed in the vicinity of the injector contacts. This behaviour is

displayed in Fig. 5.7.

Even though the effects of scattering are clearly recognizable, the total amount of relax-

ation is very small, and transport has to a large extent ballistic characteristics. As a

consequence, at the present field strength, the distribution of carriers near the band edge

is nearly unperturbed at low to intermediate bias, i.e. from close to short circuit conditions

up to the operating point for unconcentrated illumination.
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Figure 5.6: a) Current spectrum at the lead-device interface opposite to the injection

contact (i.e. p for electrons, n for holes) and for different transport regimes: ballistic,

with elastic (ac) and inelastic (pop) phonon scattering. While elastic scattering introduces

only a weak broadening, the inelastic scattering causes the appearance of satellite peaks at

lower energy. b) In the fully converged steady state situation, the current spectrum at the

lead-device interfaces has a characteristic staircase shape due to the subsequent emission

of optical phonons with energy Epop = ~ωLO ≈ 0.036 eV . c) Dark current decreases due to

dissipation of energy in the phonon heat bath and transfer of momentum from longitudinal

to transverse. The decrease is only minimal for acoustic phonons, but substantial for

inelastic scattering with polar-optical phonons. The current is conserved for both electrons

and holes separately.

5.2.6 Properties under illumination at short circuit conditions

Illumination leads to the population of current carrying states in the valence and the con-

duction band. The characteristics of the photocurrent generated by this excess concentra-

tion of mobile carriers depends on the energy of the excitation (i.e. the photon energy)

and the local spectral properties of absorption (joint density of states and occupation) and

transport (local mobility) in the interaction region.

Absorption, emission and photocurrent response

As follows from Eq. (4.67) the total absorption consists of the integrated contribution

of several layers, corresponding to the trace of the local interband polarization, which is
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Figure 5.7: The relaxation of carriers via inelastic scattering with optical phonons results

in a redistribution of the carriers in current carrying states from higher to lower energy,

leading to the formation of phonon satellite peaks below the noninteracting band edge.

The relaxation depends on the local availability of scatterers and the number of scattering

events; in p-i-n diodes, these two factors compete and the former dominates, wherefore the

phonon satellites are more pronounced in the vicinity of the majority injection contacts, as

shown in the central figure, which displays the current spectrum in the locations indicated

by the cuts of the left figure. Due to momentum transfer, phonon satellite peaks also show

up in the transverse momentum current dispersion (right figure), depending on the location

as previously discussed, i.e. the phonon satellite builds up towards the injection contact.

displayed in Fig. 5.8a) 1 . The absorption as obtained from Eq. (4.64) for the present

bulk diode is shown in Fig. 5.8b. Both polarization and absorption have the expected

smooth shape associated with bulk transitions, with the exception of the onset tail at low

energies extending below the fundamental absorption edge, which is one of the signatures

of the bulk Franz-Keldysh effect that is due to the large field. The dependence of the

absorption on the total field is shown in the inset of Fig. 5.8b, where the field is increased

via reducing the length of the intrinsic region or reduced via applying a forward bias.

From the derivation of the absorption in Chap. 4 follows that the intensity of emitted

radiation and thus the radiative dark current is related to the lesser part of the interband

1The finite energy range E ∈ [Emin, Emax] used in the numerical evaluation of the electron-photon
self-energies and the absorption restricts the range of validity to photons with Ephot < Eg + min(EV −
Emin, Emax − EC), where Eg is the barrier band gap, EC,V are the conduction and valence band edges,
respectively, and the minimum is over the interacting region.



5.2. Photovoltaic properties of nanoscale bulk p-i-n diodes 111

Figure 5.8: a) Local transverse polarization function reflecting the joint density of states

and the (nonequilibrium) occupation of the states near the band edge. b) Integrated ab-

sorption spectrum at zero bias. The inset shows the variation of the absorption with the

internal field for three different lengths of the intrinsic regions and for forward bias of 0,

0.2 and 0.4 V. At large fields (equivalent to a short intrinsic region or reverse bias), the

absorption develops a tail in the band gap (Franz-Keldysh effect).
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Figure 5.9: (Left figure) Normalized emission spectra of a short bulk diode at different bias

voltage. The effect of the internal field, which decreases with increasing bias voltage, is to

broaden an and to red-shift the emission line. For comparison, the normalized absorption

at zero bias is given. (Right figure) Exponential bias dependence of the radiative dark

current (integrated emission spectrum).
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Figure 5.10: Photocurrent response (external quantum efficiency) and absorptivity: for

ballistic transport, they must coincide, resulting in unit internal quantum efficiency (inset).

At photon energies exceeding the band gap, the maximum weight current component is

shifted to larger values of transverse momentum.

polarization function, Iem(~ω) ∝ Π<(~ω). Fig. 5.9 (left) shows the normalized emission

at different bias for a short device (high internal field). For comparison, the absorption

at zero bias is given. The main features are the pronounced quenching and blue shift

with increasing bias voltage corresponding to a decreasing internal field. The exponential

dependence of the radiative dark current on bias voltage is verified in Fig. 5.9 (right).

The ballistic photocurrent response for bulk p-i-n diodes is an image of the interband

absorption, since for short structures, no carriers are lost due to radiative recombination,

and no energy is dissipated. In this situation, the photocurrent response, i.e. the external

quantum efficiency (EQE), should equal the absorptivity, which corresponds to an internal

quantum efficiency (IQE) of one. This is verified in Fig. 5.10 which shows the absorptivity,

the EQE and the IQE (inset) for a range of photon energies above the band gap value.

At energies exceeding the band gap, the direct transition occurs away from the band

minimum, i.e. at higher values of the transverse momentum, as shown on the right hand

side of Fig. 5.10, which displays the shift of the weight in the corresponding transverse
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Figure 5.11: Photogenerated spectral carrier density for illumination with

Ephot = 0.952 eV at Iγ = 1000 W/m2. At such excitation levels, the density of pho-

tocarriers is very small compared to the concentration in the dark (Fig. 5.12). The excess

spectral density is strongly localized near the band edge, with a tail towards the contact due

to the field driven sweep-out.

current components. The transverse spectrum is broader and the total current larger at

higher photon energy since more initial and final states can be connected.

The photogenerated additional non-equilibrium carrier density is very small for illumina-

tion intensities of 1 sun (Fig. 5.12). As shown in Fig. 5.11, the carrier density is modified

primarily in close vicinity of the band edge, but as a consequence of the unhindered carrier

drift and the extended nature of the continuum states, a finite excess carrier density is

still found at the contacts. The spatially resolved current spectrum in Fig. 5.13 reflects

the joint density of the states that are involved in the optical transition, i.e. the combined

density of states near the band edge, as well as their occupation. Depending on the mis-

match between band gap and photon energy, the band edge peaks in the current spectrum

are separated. Since photocurrent is generated at each atomic site of the interacting region

and the photogenerated carriers drift in the built-in field, the electron and hole photocur-

rent components grow towards the respective contacts, adding up the local contributions,
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Figure 5.12: The differential density due to interactions in the device region for a)

electron-phonon scattering and b) photoexcitation, with and without electron-phonon scat-

tering. Even though both interactions are restricted to the central device region, the il-

lumination modifies also the density in the leads, since it does not correspond to a mere

redistribution of the spectral weight within the same band, like in the case of the scattering

with phonons, but to the addition of extra minority carriers that drift to the respective

majority contact. It is interesting to note that the phonons modify not only the amount of

photogenerated excess carriers, but also their spatial distribution.

which results in a spatially varying photocurrent spectrum (Fig. 5.14). Unlike in the case

of the dark current, the bands are coupled via the photoexcitation process, and therefore

only the total current, i.e. the sum of electron and hole photocurrent components, is

conserved (Fig. 5.13c).

Effects of electron-phonon scattering

From the study of the scattering effects on dark current, one would expect a similar

behaviour under illumination, namely a deterioration of the photocurrent as compared to

the ballistic case, due to thermalization of the carriers. However, the central observation

in this case is that photocurrent is actually enhanced by the action of phonons, especially

the inelastic scattering with polar optical phonons. This finding is readily explained by

the additional ’indirect’ transitions that become available through the participation of

phonons. The joint density of states is thus increased, and correspondingly the absorption

(Fig. 5.15). This photocurrent enhancement is much larger than the reduction of the

current due to relaxation observed in the dark case, and should hence also exceed the

effects of thermalization of the photocurrent. The effects of scattering on the optical
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Figure 5.13: a) Spatially resolved photocurrent spectrum for a photon energy of

Ephot = 1 eV (including phonon scattering). Each layer contributes according to the local

joint density of states and occupation of initial and final states, and since the photogener-

ated carriers drift to the contact all the contributions add up to the terminal spectrum. b)

Photocurrent spectrum at the lead-device interface, reflecting the joint density of the ini-

tial and final states of the optical interband transitions. c) Electron and hole photocurrent

components grow towards the respective contacts, while their sum is conserved.

Figure 5.14: Local variation of the ballistic photocurrent spectrum at Eγ = 0.952 eV .

The splitting is due to the mismatch of the photon and the band gap energies.

properties thus dominate those on transport in the bulk case.
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Figure 5.15: a) Photocurrent spectrum at the majority carrier lead-device interfaces for

ballistic transport, elastic and inelastic scattering. Unlike in the dark, the photocurrent is

enhanced by the scattering, as the phase space of the transition is enlarged. b) In the case

of photocurrent, it the enhancement which is minimal for acoustic phonons, but substantial

fo inelastic scattering with polar-optical phonons. The total current is conserved also in

the case where both phonons and photons interact with the charge carriers.c) The enhanced

photocurrent is due to a larger joint density of states, which leads to a higher absorption.

5.2.7 Current-voltage characteristics

The results obtained for dark current and short circuit photocurrent can now be combined

to analyze the device behaviour at finite terminal voltage and under illumination.

Fig. 5.16 shows the current-voltage characteristics under illumination of ∼ 1 sun. Near

short circuit conditions (Fig. 5.16b), current is purely photocurrent. At increasing bias, the

diode current evolves exponentially (Fig. 5.16c,d), until it compensates the photocurrent

at the open circuit voltage Voc.

The effects of bias on the photocurrent enter via the field dependence of the absorption,

which is quite weak for bulk, as can be inferred from Fig. 5.17. Since the effect of the

built-in field is to broaden the density of states, the shape of the photocurrent reflecting

the joint DOS is modified correspondingly with increasing bias.

Effect of simulation parameters and external conditions

As shown in Fig. 5.18, neither the resolution in energy nor in transverse momentum is

critical in the evaluation of the current-voltage characteristics, which is to be expected for
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Figure 5.16: a) Current voltage characteristics of the p-i-n junction device under illu-

mination of 1000 W/m2 at Ephot = 1 eV . The photocurrent spectrum at the lead-device

interfaces is shown for b) short circuit conditions, c) near the maximum power point, and

c) near the open circuit voltage. Note that the displayed photocurrent spectrum shows only

the dominant photocurrent contribution, e.g. the electron component at the n-interface,

and not the total current, which in this case would add from the hole component the same

amount of dark current but only a vanishingly small photocurrent contribution.

bulk and at room temperature. This is generally true for integral quantities, like current

and densities, but not for spectral quantities, like the LDOS or the absorption, which

require a finer resolution, depending on the broadening via scattering, field, etc.

Variation in temperature has a direct impact on the distribution of the carriers in the

contacts, but also on the population of phonons. Dark current is thus strongly reduced at

low temperature, while the photocurrent is barely affected (Fig. 5.19a).

Under unconcentrated illumination of ∼ 1 sun, the dependence of the photocurrent on the

light intensity is linear, as shown in Fig. 5.19b. In principle, the non-equilibrium Green’s

function formalism is also ideally suited for the description of highly excited semiconduc-

tors, as its widespread use in laser theory demonstrates. However, for high excitation

levels, e.g. under concentration, a perturbative treatment of the electron-photon interac-

tion might no longer be appropriate.
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Figure 5.17: a) Photocurrent spectrum at the majority carrier lead-device interfaces at

bias voltage of 0 V (short circuit), -0.1 V and -0.2 V. The effect of the decreasing field

with growing froward bias is to quench the current spectrum. b) Even though the form

of the spectrum is drastically altered by the change in the field, the current resulting from

integration of the spectrum decreases only slightly for larger bias. c) In consistency with

the decrease of the photocurrent, the absorption at Ephot = 0.952 eV is slightly lower for

higher forward bias.

Figure 5.18: a) Dependence of dark and photocurrent on the energy resolution. In the

present bulk case, both currents are rather insensitive to the resolution above, as long as it

is below 10 meV. b) Dark and photocurrent for different numbers of k‖-points in the fixed

region of the transverse Brilloiun zone that yields a significant contribution. Also here,

convergence is reached very quickly.
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Figure 5.19: a) Temperature dependence of dark current (squares), photocurrent (circles)

and total current (triangles). While dark current is completely frozen out, the photocurrent

is barely affected. b) Linear dependence of the photocurrent on the illumination intensity.

The labels are the same as in a).

5.2.8 Bandstructure effects: comparison with sp3s∗ multiband

model

To evaluate the qualitative validity of the approximate band structure models, their pre-

dictions are compared to those of a more accurate multiband model able to consistently

resolve the transverse band structure and to provide the corresponding dipole matrix ele-

ments for transverse polarization, as derived in App. C.

The results presented in the figures of this section were obtained using the parametrization

of Vogl et al. [236](see App. C). The main difference to the two-band model is the presence

of additional bands in the energy relevant for transport and optical excitation. Especially

the fact that AlxGa1−xAs for x∼0.3 is close to an indirect semiconductor strongly affects

the transport properties, since not only carriers from the Γ-valley are injected, but also

from the X-valley. The local density of states (at k‖ = 0) in Fig. 5.20 displays the

peaks corresponding to the edges of higher bands. These steps are also reflected in the

absorptivity (Fig. 5.22).

The short circuit photocurrent spectrum at a photon energy of Ephot = 2 eV (Fig. 5.21a)

is in good qualitative agreement with the photocurrent for the two-band model, and so

is the transverse momentum dependence of the photocurrent (Fig. 5.23), which is to

be expected for photon energies near the band gap value. The excellent conservation of

ballistic photocurrent is a further proof of consistency for the present approach.
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Figure 5.20: Local density of states (k‖ = 0) in the ballistic limit. In addition to the car-

riers from the Γ6-valley, there are the X6-valley and the X7-valley contributions appearing

at higher energies.

Figure 5.21: Illumination with Ephot = 2 eV at short circuit conditions: a) spatially

resolved spectral current, b) current spectrum at the contacts, c) conservation of total

current.
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Figure 5.22: Absorption spectrum of the

Al0.3Ga0.7As p-i-n diode at short circuit

conditions (large field).

Figure 5.23: Transverse components of

the photocurrent in Fig. 5.21.

5.2.9 Summary and conclusions

The nanoscale longitudinal extension of the investigated p-i-n-diode leads to various de-

viations from semiclassical behaviour. There are pronounced interference effects in the

local density of states due to coherent superposition of scattering states. For electrons

and light holes, transport is to a large extent ballistic. The strong internal field leads to

a pronounced electroabsorption tail below the fundamental edge. The spatial evolution of

the photocurrent follows the local joint density of states and occupation. Dark current is

conserved for electrons and holes separately, while it is the sum of the currents which is

conserved under illumination. Current conservation is excellent even in presence of both

electron-phonon and electron-photon interaction. While the scattering with phonons de-

creases the diode current due to dissipation, it increases the photocurrent via extension of

the available phase space.

While the NEGF-formalism provides insight into a wide range of microscopic processes

and quantities, the qualitative current-voltage characteristics are still consistent with the

picture provided by a semiclassical, macroscopic model. The full power of the present

theory becomes evident when dealing with structures that are not accessible to these

conventional approaches, like the single quantum well p-i-n diodes that will be considered

next.
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5.3 Photogeneration and transport in single quantum

well p-i-n diodes

5.3.1 Introduction

Apart from the effects due to the ultra-small device dimensions, which appear already in

the nanoscale bulk p-i-n junctions considered in the previous section, additional complexity

arises with the introduction of quantum wells into the interacting region. To identify these

new features, single quantum well (SQW) structures are investigated from the same points

of view as for the bulk case.

Device geometry

The generic structure used throughout this section, shown in Fig. 5.24, consists in a single

quantum well of 25 ML width, sandwiched between 65 ML of undoped barrier material,

of which 5 ML form part of the device region, and 50 ML highly doped barrier material

contacts. The inclusion of the barrier layers into the interacting region is necessary due

to the finite decay length of the probability amplitude within the barrier material, on

which there is still a contribution to the local absorption. The material parameters and

the doping concentration are the same as for the bulk diode in the previous section (Tab.

5.1). The offsets resulting from the use of the band structure parameters given in Tab.
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Figure 5.24: Geometrical configuration of the single quantum well device used in the

simulations. The interacting region is formed by the 25 ML QW and the 5ML of the

adjacent barrier material.
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5.1 are 0.25 eV for the conduction band and 0.15 eV for the valence band. This leads

to an asymmetric situation with stronger confinement of the electrons, which however is

partially compensated by the larger effective mass of the holes.

Numerical considerations

When it comes to the numerical simulation of quantum confined systems, a substantial

problem arises from the presence of very sharp features in the spectral quantities, such

as the the local density of states of bound states at fixed transverse momentum, which

appears also in the optical quantities due to the impact on the joint density of states.

Correspondingly, at low temperatures or for the investigation of weakly inelastic transport

involving strongly confined states, a much finer resolution is required both for energy

and transverse momentum. Even the integral quantities may be largely affected if the

resolution of the bound state contribution is insufficient. This problem becomes worse

with increasing forward bias, or, equivalently, shrinking total field, since the field helps to

delocalize and thus to broaden the confined states. The sharpness of the feature and the

high degree of localization in quantum wells has also a detrimental effect on the convergence

of the inelastic current, which can be both very slow and inhomogeneous, depending on

the excitation energy and the degree of confinement. Inhomogeneous means here that it

converges more quickly for the less confined carriers, which are the holes in the case of the

symmetric two-band approximation.
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5.3.2 Electronic properties in the dark

Local density of states: confinement effects

The transverse momentum resolved local density of states DL(k;E) = 1
π
Tr{AL;L(k, E)}

for a 25 ML SQW at k = 0 and Vbias = −0.01 V is shown in Fig. 5.25. It reflects the

probability amplitude given by the square of the wave function, and reveals the different

regimes of states specifically affected by the presence of the well, from the strongly localized

states in the quantum wells and in the lead close to the well to higher resonances and the

nearly homogeneous extended states of the quasi-continuum. The system being open,

there are no true bound states, but all states acquire a finite linewidth corresponding to a

finite lifetime. The confinement levels are further broadened by the coupling to phonons,

and in the case of strong scattering, phonon satellite peaks form in the LDOS next to

the confinement level peaks. The LDOS is obtained after integration over transverse

momentum (Fig. 5.25a) and displays the characteristic step-like shape in the quantum

well reflecting the lower dimensionality of the mobile carriers. It is more pronounced in

the deeper well of the conduction band, where the states are stronger bound and hence

sharper than in the shallow valence band well. The confinement energy of the lowest states

is inferred from the difference to the corresponding bulk band edge indicated by dashed

lines. The onset of the continuum states is much higher than expected from the barrier

bulk band edge.

Figure 5.25: a) The local density of states for a 25 ML SQW, reflecting the probability

amplitude for quasi-bound to quasi-continuum states. b) The local density of states in the

center of the well, integrated over transverse momentum, showing the signs of change in

dimensionality due to quantum confinement.
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Figure 5.26: a) Momentum resolved local density of states (LDOS) at k = 0 for a 25

ML SQW pin-diode at Vbias = −0.01 V. b) Momentum resolved LDOS at the well center

and optical transitions between confinement levels. c) Photocurrent response reflecting the

density of the states participating in the corresponding optical transitions.

In the case of the 25 ML SQW, two sharp confinement levels are present and contribute

to the photocurrent. The high lying state is only weakly bound and broad, corresponding

to a faster carrier escape as compared to the more strongly bound and sharper low lying

state2. This quantum well geometry is thus ideally suited to study carrier escape from

both deep and high levels, which are furthermore well separated in energy. In addition to

the confined states, there is a variety of quasi-bound states and transmission resonances

above the well, which influence the photovoltaic properties of the structure and might

explain the enhanced absorption of QWSC observed at photon energies above the higher

band gap. This pattern of quasi-bound states and higher transmission resonances in

the well region resulting from quantum confinement is superimposed to the stripe-like

interference pattern originating from the built-in field exactly as in the bulk case, i.e. due

to reflection of carriers injected below the maximum of the band edge at the minority

carrier contacts. Above this maximum, the LDOS acquires the expected uniform value

of the quasi-continuum, that however is still affected by the presence of the well. A

further interesting characteristic displayed by the LDOS is the appearance of “notch”

states between well and the corresponding contacts, as are usually observed in the presence

of barriers. Since these states are also of quasi-bound nature, they will strongly modify

the spectral response for photon energies right above the value of the barrier band gap.

2It is one of the advantages of the present approach that the linewith and with it the lifetime comes
about naturally and does not have to be determined by an additional model and then be inserted by hand
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Potential, field and carrier density

The Hartree potential U resulting from Poisson’s equation and the corresponding total

electric field E and displacement D are shown in Fig. 5.27 a) and b), respectively, at

applied forward bias voltage of 0 V, 0.2 V and 0.4 V. The Hartree potential is compared to

the corresponding data for bulk. At high voltages, charging effects through accumulation

of carriers in the quantum well region leads to corrections that produce a finite band

bending in the active area. The total electric field decreases with growing forward bias,

since in this case, the external field has opposite sign of the built-in field. The quantum

well device consists of media with differing dielectric constants, and hence the electric

field E is discontinuous. The associated continuous macroscopic quantity is the electric

displacement D, also shown in Fig. 5.27 b).

The corresponding electron and hole densities as well as the conduction and valence band

edges are displayed in Fig. 5.28 a) and b), respectively, again for an applied forward bias

voltage of 0 V, 0.2 V and 0.4 V. The band edge is given by the Hartree potential and the

respective band offset. The density in the quantum well is considerably higher then in

the barrier region due to the contribution of the localized states, and it varies over several

orders of magnitude under the application of bias. At high forward bias voltage (-0.4 V),

it becomes comparable to the density in the corresponding majority carrier contact.

Figure 5.27: a) Hartree potential for bulk and SQW and b) the corresponding total electric

field E and displacement D for the SQW diode, at applied forward bias voltage of 0 V, 0.2

V and 0.4 V.
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Figure 5.28: a) Electron density and conduction band edge, and b) hole density and

valence band edge, respectively, at applied forward bias voltage of 0 V, 0.2 V and 0.4 V.

Effects of scattering on dark current

The effects of scattering on the dark current of a SQW are shown in Fig. 5.29. While

qualitatively, no new features appear in the dark spectrum, there is a quantitative differ-

ence in the degree of relaxation which is due to the different effective mass of the carriers

interacting with the phonons in the quantum well region as compared to the scattering in

the barrier material. This change in carrier mass affects all the states irrespective of their

energy, including the high continuum states which carry the dark injection current.

Figure 5.29: a) Dark electron (upper figure) and hole current spectrum at the lead-de-

vice interfaces, for SQW and bulk, respectively, assuming the same total field for both

configurations. b) Local dark current for bulk and SQW.
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Comparison with multiband model

Fig. 5.30 shows the LDOS for a SQW p-i-n diode obtained with the 10-band sp3s∗ model

for Al0.3Ga0.7As, again using the parametrization of Vogl. et al [236](App. C). In this

parametrization, the difference of the bulk band gaps is ∆Eg ≈ 0.445 eV. The valence

band offset at the Γ valley is ∆EV ≈ 0.147 eV, which leaves ∆EV ≈ 0.298 eV for the

conduction band offset. The offsets of the X-valleys from barrier to well material are

very small, such that the effects of confinement are negligible. The confinement level

structure if the Γ-valley quantum well is very similar to the one obtained from the two-

band approximation, in terms of number and spacing. In the absence of electron-phonon

interaction, the lowest state in the conduction band well is extremely narrow, such that a

very fine energy grid is required to resolve it. In the valence band well, the use of the 10-

band model allows the resolution of the splitting between the lowest heavy and light-hole

levels.

Figure 5.30: Local density of states (k‖ = 0) of a 20 ML SQW, calculated using the

10-band sp3s∗ model. In the ballistic limit shown in the figure, the low lying confinement

levels are extremely sharp. The insets show the resolution of the confined states. The

effects of confinement are significant only for the well formed by the Γ-point offset. In the

valence band, the splitting of the lowest levels for heavy and light holes can be observed.
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5.3.3 Optoelectronic properties under illumination

Optical transitions, absorption and photocurrent response

Due to the finite depth of the well, the considerable field and the interaction with phonons,

there are no strictly forbidden transitions like in the idealized, flatband situation. The

different optical transitions between confined states, quasi-bound states, higher resonances

and the continuum can be identified in the photocurrent response (Fig. 5.26c), which at

short circuit conditions corresponds to the external quantum efficiency, i.e. the short

circuit current normalized by the incoming photon flux. The PCR strongly resembles the

absorptivity, which is shown in Fig. 5.31. As in the bulk case, both the absorption and the

external quantum efficiency reflect the joint density of states, with its 2D characteristics

for the confined states and a more 3D-like shape for higher transitions. In the case of

photogeneration of carriers on confinement levels, however, the charge separation is slowed

down by the escape process, especially at low fields, corresponding to high bias voltage.

This leads to small but finite radiative recombination resulting in an internal quantum

efficiency below unity. The transverse momentum resolved current contributions (Fig. 5.32

also reflect the transition from bound-state to quasi-continuum excitations in the shifting

of the weight from the peak at small momentum for low energy photons, corresponding

to contributions from confined states, to the broadened components of high-lying, weakly

Figure 5.31: a) The local transverse polarization function reflects the local structure of

the electron and hole wave functions in the well. b) Integrated absorption spectrum at zero

bias. The inset shows the variation of the absorption with the internal field for forward

bias of 0, 0.2, and 0.4 V.
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Figure 5.32: a) Absorptivity, external and internal quantum efficiency. The EQE shows

the same spectral characteristics as the absorptivity. b) Transverse momentum resolved

current contributions.

bound states.

The emission spectra associated with the shown absorption are displayed in Fig. 5.33

(left) for different values of the applied bias voltage. The emission line, which is centered

around the energy of the lowest bound state transition, is narrower than in the bulk case,

but shows the same behaviour under bias, namely a quenching of the linewidth and a

blueshift of the peak position. The exponential bias dependence is shown in Fig. 5.33

(right).

Excess carrier concentration and nonequilibrium occupation

Fig. 5.34 shows the photogenerated excess carrier density δn = nlight − ndark for the

SQW diode. There are several differences to the situation in bulk. First of all, the excess

density is several orders of magnitude larger. Owing to the localized nature of the states

which are occupied, the fraction of the carriers that drifts to the contact is much smaller,

especially in the case of the electrons, which are more confined than the holes. The



5.3. Photogeneration and transport in single quantum well p-i-n diodes 131

0.4 0.6 0.8 1 1.2 1.4
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

E
phot

  [eV]

A
bs

or
pt

io
n/

E
m

is
si

on
  [

a.
 u

.]

 

 

em 0 V
abs 0 V
em 0.1 V
em 0.2 V
em 0.3 V
em 0.4 V

 1e-05

 0.0001

 0.001

 0.01

 0.1

 1

 10

 100

 0  0.05  0.1  0.15  0.2  0.25  0.3  0.35  0.4

lo
g(

in
te

gr
at

ed
 e

m
is

si
on

)

Vbias [V]

Figure 5.33: (Left image) Emission spectra of a short SQW diode at different bias voltage.

As in the bulk case, the emission line is quenched and blue-shifted under the action of the

external applied bias, which decreases the internal field. (Right image) Exponential bias

dependence of the radiative dark current.

higher electron concentration is a consequence of the longer escape times of the electrons

resulting from this stronger confinement. It is further interesting to notice that while the

hole concentration follows the increase in photocurrent with larger photon energy, this is

not the case for the electron concentration. This observation is explained by the stronger

increase in escape channels for electrons at higher excitation energies as compared to the

situation of the holes, where the enhancement sets in at lower energies.

Figure 5.34: Photogenerated excess carrier density for different photon energies at

Vbias = −0.01V . The electronic density exceeds the hole concentration due to stronger

confinement and resulting reduced carrier escape.
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Figure 5.35: Photogenerated excess carrier spectral density for illumination with

Ephot = 0.568 eV (bound state transition), at Vbias = −0.01 V.

To investigate the occupation of available states by the photogenerated excess carriers,

their distribution in energy δρL(E) is computed for different excitation energies. In Fig.

5.35, the photogenerated excess carrier spectral density for illumination with Ephot =

0.568 eV (bound state transition) is displayed. At this low energy, the photogenerated

carriers occupy only the lowest subband. This means that not only the dark carrier

concentration, but also the photogenerated carrier density is strongly localized in energy

around the lowest level, and the occupation of higher and lower energy states via phonons

produces pronounced satellite peaks, both in the conduction band well and the valence

band well. The photogenerated excess carrier spectral density for illumination with Ephot =

0.888 eV (quasi-bound state transition) is shown in Fig. 5.36. At this photon energy, states

high in the quantum well are occupied by the photoexcitation process, which are broad

due to fast escape. Subsequent carrier relaxation via emission of phonons leads to the

occupation of the lower confinement levels, which then provide the main contribution to

the spectral density. Due to the width of the states of initial occupation, the final excess

carrier spectrum exhibits only smooth features. This smoothing of the phonon satellite

peaks with increasing excitation energy and the accumulation of density on the lowest

confinement levels can also be seen in Fig. 5.37, which shows a cut of the spectral excess
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Figure 5.36: Photogenerated excess carrier spectral density for illumination with

Ephot = 0.888 eV (quasi-bound state transition), at Vbias = −0.01 V.

Figure 5.37: Spectral resolution of the excess carrier density for different photon energies

(cut at position of maximum in the quantum well). For comparison, the carrier concen-

tration in the dark is given for the same position in the quantum well. While the phonon

satellite peaks get smoothed at higher excitation energies due to occupation of broadened

states, the highest weight remains always on the lowest confinement level.
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carrier concentration at the position of its maximum in the well. What is interesting to

notice in this figure is the large difference in the degree of thermionic emission between

electrons and holes: while the excess carrier density in the valence band has a tail that

extends far above the effective barrier edge at ∼ 0.35 eV , the corresponding density is

very low in conduction band well at the effective barrier edge of ∼ 1.15 eV , even at the

highest excitation energies.

It is possible to define an effective local carrier distribution function f̃L(E) via

f̃L(E) ≡ ρL(E)

DL(E)
=
−i
∑

k‖
Tr{G<

L;L(k‖;E)}∑
k‖

Tr{AL;L(k‖;E)}
, (5.4)

where ρL(E) is the spectral density and DL(E) the local density of states at layer L. Fig.

5.38 shows this distribution at the majority carrier contact (L = Nz for electrons, L = 1

for holes) under small forward bias (V = −0.01 V ), in the dark and under illumination,

with comparison to the equilibrium Fermi distribution fµ(E) of the contacts with chemical

potential µ. In the dark, the only evidence of non-equilibrium giving rise to a deviation

δf = f̃−fµ from the equilibrium distribution is the signature of the injection current from

the opposite contact, which is characterized by a chemical potential µ′ that differs from

µ by the applied bias voltage, µ′ = µ + Vbias. Under illumination, there is an additional

deviation from equilibrium which reflects the distribution of the photogenerated excess

carriers.

Current spectrum and IV-characteristics

For monochromatic illumination in the energy range below quasi-continuum transitions,

the photocurrent spectrum reflects the joint density of states of the dominant transition

between subbands. Unlike the LDOS in the well, the current spectrum shows a strong

asymmetry between electrons and holes: in the conduction band well, the main contribu-

tion to current comes from the higher level, while it is the lower one that dominates the

current in the valence band well. This demonstrates the impact of carrier escape prob-

ability on the current, the latter no longer being characterized by the LDOS alone as in

bulk structures.
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Figure 5.38: (left) Distribution function f̃L(E) ≡ ρL(E)/DL(E) at the majority carrier

contact (L = Nz for electrons, L = 1 for holes) under small forward bias (V = −0.01 V ),

in the dark and under illumination, with comparison to the equilibrium Fermi distribution

fµ(E) of the contacts with chemical potential µ. (center) Deviation δf = f̃ − fµ from the

equilibrium distribution in the dark. (right) Deviation from equilibrium under illumination.

To investigate the effects of elastic and inelastic scattering on the photocurrent of the

SQW, the hole current3 is determined near short circuit conditions (Vbias = −0.01 V ) for

Ephot = 0.728 eV and different types of scattering (Fig. 5.40): elastic only, inelastic only

and both elastic and inelastic. Like in the bulk case, current is most strongly enhanced

by inelastic scattering. The spectrum of the hole current at the p-contact exhibits the

phonon-staircase resulting from the absorption and emission of optical phonons (inelastic

scattering), which is smoothed by the scattering with acoustic phonons (elastic scattering).

Fig. 5.41 shows the local density of states and energy resolved local photocurrent at

Vbias = −0.01 V , illustrating the carrier escape channels at different photon energies: at

Ephot = 0.568 eV , only the lowest subbands are occupied (see also Figs. 5.32 and 5.35).

In the case of such a short structure and at low forward bias, escape from this level is

3We take the hole current due to its faster convergence to the nonequilibrium steady state value.
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Figure 5.39: a) Spatially resolved photocurrent spectrum (at zero bias voltage) in the

QW region and b) at the interface to the n-contact (electrons) and to the p-contact (holes):

the spectrum reflects the joint density of states for the contributing transitions between the

confinement levels, modified by the probability for escape, which is suppressed in the case

of the deep electronic level. c) Like in the bulk case, electron and hole components of the

photocurrent grow towards the respective contacts, while the total current is conserved; in

the QW-case, photocurrent does not increase linearly, but depending on the local excess

carrier density.

possible via field enhanced tunneling. At Ephot = 0.648 eV , the occupation is increased,

but transport is still restricted to the lowest levels. This means that thermionic emission is

not an efficient escape channel for such deep levels, and the emission via phonon absorption

is limited by the large separation of the subbands. At Ephot = 0.728 eV , the occupation of

the higher subbands has set in. From there, escape is efficient since the states are no longer

strictly confined to the well, and thermionic emission is possible. The high level current

increases further at Ephot = 0.808 eV , and at Ephot = 0.888 eV , additional quasi-bound

states have started to contribute. The lower levels still contribute, but only a part of the

subband carries current. An important result of this investigation is the observation that

in the present case, where tunneling from low levels is possible, this channel completely

dominates the carrier escape, i.e. the contribution of thermionic emission is negligible in

comparison.

Fig. 5.42 shows the current-voltage characteristics for the 25 ML SQW structure, together

with the current spectrum near short circuit conditions, the maximum power point and

the open circuit voltage. The modification of the photocurrent spectrum due to the Stark

effect is more pronounced than in the bulk. Like in the bulk case, the spectrum of the
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Figure 5.40: a) Hole current near short circuit conditions (Vbias = −0.010 V ) for

Ephot = 0.728 and elastic, inelastic and both types of scattering. The characteristic action

of the scattering is the same as in bulk: while inelastic scattering leads to the formation

of phonon satellites and strongly increases photocurrent, the elastic scattering has mainly

a smoothing and broadening effect.

Figure 5.41: Local density of states and energy resolved local photocurrent at

Vbias = −0.01 V , illustrating the carrier escape channels at different photon energies.
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Figure 5.42: a) IV-characteristics for a 25 ML SQW structure and the current spectrum

at the lead-device interface for b) 0 V (short circuit conditions), c) -0.26 V (near the

maximum power point), d) -0.32 V (near the open circuit voltage).

exponentially increasing diode current reflects the density of states and the distribution

of the carriers in the bulk contacts, modified by the effects of relaxation due to inelastic

scattering in the active region, which leads to the formation of phonon satellites (weakly

recognizable near the band edge).

5.3.4 Summary and conclusions

The insertion of quantum wells in the intrinsic region modifies drastically the density of

states in the active area, and the effects of confinement in the form of quasi-bound states

are found up to the high energies of the quasi-continuum. In absence of nonradiative

recombination, the behaviour in the dark is hardly affected: only at high forward bias,

charge build-up in the quantum well leads to a modification of the potential in terms of

band bending effects similar to those produced via modulation doping, and the different

effective mass of the well material modifies the strength of the interaction with phonons.

The largest impact is on the optical transitions and on the photocurrent spectrum, since

these quantities are directly related to the joint density of states in the interacting region.

Depending on the excitation energy, the photogenerated carrier density is strongly local-
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ized in the well, especially in the case of the electrons, since relaxation due to scattering

concentrates the excess carriers on the lowest available states. The chosen asymmetry

in confinement and effective mass for electrons and holes leads to completely different

behaviour concerning carrier escape, which can be inferred from the convergence of the

terminal current to its non-equilibrium steady state value. While the escape of the holes is

fast at all excitation energies due to the low activation barrier, it is very slow for electrons

at low photon energies, since only the lowest subbands are occupied, from where escape

via tunneling is suppressed and emission over the barrier requires the absorption of many

phonons. As a consequence, excess charge is accumulated in the quantum well. This effect

is most pronounced under large forward bias, where the field is strongly reduced and hence

the confinement increased.

From the analysis in this section follows that the escape of carriers generated in the lowest

subbands of deep and narrow isolated quantum wells is not efficient, especially at bias

voltages near the operating point. In the next section, it is shown how the transport of

photogenerated carriers out of deep wells can be improved via the coupling of quantum

wells with different thickness, i.e. via the choice of a specific device geometry.
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5.4 Geometry effects in coupled quantum well sys-

tems

5.4.1 Introduction

The ability to describe carrier excitation and transport in quantum well structures with

atomistic resolution opens the door to microscopic investigations of the effects of geo-

metrical configuration on the photovoltaic properties of quantum wells that are strongly

coupled, i.e. separated by barriers of a few monolayers only, such that the carriers are no

longer localized in a single quantum well. The final goal of such an investigation would

be to find structures that show both the signatures of quantum well absorption and of

enhanced transport via the combination of tunneling and thermal emission. Since at the

present stage, we are not able to consider at a realistic level the competition between

recombination and escape, we will limit the discussion to the distinction of the effects that

different geometries have on the absorption from those they have on transport properties.

We consider two geometry parameters that are likely to affect the photovoltaic behaviour,

namely the coupling and the asymmetry of the quantum wells, and compare the power

density characteristics P (V ) = J(V ) · V , where J(V ) is the terminal current density as a

function of the terminal voltage V = Vbias corresponding to the separation of the chemical

potentials at the contacts, which is usually due to the load resistance, but can also be

established by application of an external bias. Since the devices considered in this investi-

gation are short, photocurrent is limited by the absorption, and it is therefore essential to

normalize physical quantities to the absorptivity in order to allow a comparison of different

structures. In this way it is possible to separate transport from optical properties.

5.4.2 Device

The following results were obtained for p-i-n junctions with 50 ML highly doped (1018

cm−3) contacts and 50 ML intrinsic spacer regions in addition to the intrinsic quantum

well structures (Fig. 5.43). 0.9 eV and 0.5 eV were chosen for the high and low band gaps,

respectively, with a conduction band offset of 0.25 eV (deep wells) and correspondingly

0.15 eV offset in the valence band. The two-band tight-binding model that was used

provides a band structure with equal effective mass for electrons and holes, which was

fixed at the value of the GaAs electron mass (m∗=0.063 m0). All the simulations were

performed at room temperature (300 K).

The investigated coupled and uncoupled geometries comprise well thicknesses from 5 to
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25 ML, which in isolated condition sustain one to two subbands, respectively, where the

transition from one to two subbands is from 15 to 20 ML.

The resulting power curves are displayed for five different excitation energies ranging from

0.656 eV, which corresponds to the absorption edge given by the lowest confinement levels,

up to 0.912 eV, which is close to the energy of continuum transitions.

���������
���������
���������
���������
���������
���������
���������
���������
���������
���������
���������
���������

���������
���������
���������
���������
���������
���������
���������
���������
���������
���������
���������
���������

�������������������������������������������������������������������
���������
���������
���������
���������
���������
���������
���������
���������
���������
���������
���������
���������
���������
���������
���������

���������
���������
���������
���������
���������
���������
���������
���������
���������
���������
���������
���������

����������������������

5
0

 M
L

E
g

=
0

.9
 e

V

5
0

 M
L

E
g

=
0

.5
 e

V

E
g

=
0

.5
 e

V
1

5
 M

L

1
5

 M
L

5
 M

L
E

g
=

0
.9

 e
V

E
g

=
0

.9
 e

V
5

0
 M

L

2
0

 M
L

2
0

 M
L

E
g

=
0

.9
 e

V

E
g

=
0

.9
 e

V

p i n

5
0

 M
L

lead interacting region leadcontact contact

Figure 5.43: Typical device configuration used in the simulations.

5.4.3 Coupling

The coupling between the wells directly affects the transport properties through the degree

of localization of the carrier wave function, which is also reflected in the absorption spec-

trum of the DQW. Generally, the beginning of miniband formation associated with strong

interwell coupling leads to a broadening of the bound state transition resonance features

in the photocurrent response due to the additional transitions that become available. The

more important it is thus to separate transport from absorption. The increasing extension

of the confined states with shrinking barrier shows up in the local density of states, which

is displayed in Fig. 5.44 for the four considered configurations.

Fig. 5.45 (left panel) shows the output power vs. bias voltage for DQW structures of 15

ML wells with barriers of 5 ML (strong coupling), 10 ML, 15 ML and 20 ML (isolated

wells). The results seem to indicate that the answer to the question about geometry related

efficiency enhancement strongly depends on the photon energy, respectively on the absorp-

tivity of a specific structure at the given excitation energies. Indeed, the picture becomes

much more transparent if we consider the power curves normalized by the absorptivity

(right panel): the resulting reduction to transport properties underlines the importance
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Figure 5.44: Local density of states at zero transverse momentum (k‖ = 0) and at low

bias for a double 15 ML quantum well with barrier thickness of 5 (strongly coupled), 10,

15 and 20 ML (isolated single quantum wells). While the states are extended over both

wells in the coupled case, they are strongly localized in the isolated configuration.

of geometry for low levels and its negligible effect at energies near the edge of the well,

where thermal emission dominates carrier escape. As seen in the top graph on the right

side of Fig. 5.45, corresponding to the lowest photon energy, carrier escape is considerably

enhanced via the coupling of the wells. This can be explained by the existence of the

additional subband in the right well, which via the introduction of intermediate states

facilitates the emission via phonon absorption.
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Figure 5.45: Power vs. bias voltage for DQW systems with different degree of coupling,

corresponding to a barrier thickness of 5, 10, 15 and 20 ML, respectively. While the

dependence on the geometry varies with photon energy in the original curve (left panel),

it is pronounced at low energies and vanishes for large energies under renormalization to

the absorptivity (right panel), indicating a significant impact of coupling on transport only

for very low levels, from where escape is only possible via tunneling.

5.4.4 Asymmetry

The five configurations that were compared include two wide-narrow, a symmetric and

two narrow-wide DQW structures, with well widths of 25 ML or 20 ML for the wide well,

15 ML in the symmetric case and 10 ML or 5 ML for the narrow well, respectively. The

barrier thickness is 5 ML, which guarantees the coupling of the wells. The corresponding

densities of states are displayed in Fig. 5.46. Fig. 5.47 shows again the calculated power

density as a function of applied bias voltage displayed for the five different photon energies,

exhibiting a decreasing geometry dependence with growing excitation energy, i.e. in the

case where higher states are populated, which is to expect due to efficient thermal escape
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Figure 5.46: Local density of states (k‖ = 0) for the considered configuration correspond-

ing to the different arrangements of the wide and narrow quantum wells. The built-in

asymmetry due to doping leads to completely different situations concerning the escape

probabilities, especially for deep levels.
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from these levels. In the unnormalized graph (left figure), there is once more no general

trend recognizable for the change in efficiency from one specific geometry to another, but

contrary to the case of variation in coupling, the geometry dependence is not removed

by normalization to the absorptivity even at moderate excitation energies, which localizes

the origin of this dependence in the differing transport properties. Furthermore, the

polarity of the asymmetry affects the Voc, especially for low photon energies, as can be

inferred from the normalized graph (right figure). The observed impact of geometry on the

transport properties can again be explained by the considerable differences in the subband

structure, even though the analysis is complicated by the fact that, unlike the coupling, the

asymmetry has contrary effects for electrons and holes, respectively. In general, since the

hole escape is faster, it dominates the transport properties, and thus the latter will profit
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Figure 5.47: Power vs. bias voltage for double quantum well systems with different

asymmetry concerning the well width. The geometry dependence does not disappear with

normalization to the absorptivity, which is shown in the right figure, indicating that the

effect is due to transport rather than to absorption properties of a given structure.
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most from an enhancement in the hole escape channels. This fact already explains the

observed polarity effect: since the narrow wells in the asymmetry configurations facilitate

the emptying of lower subbands from the adjacent wide well only if they are placed on

the contact side, i.e. on the right for electrons and on the left for holes, the wide-narrow

combinations show the best performance at the lowest excitation energies. At intermediate

photon energies, the symmetric DQW is by far the most efficient, which can be explained

via the absence of truly deep levels.

5.4.5 Summary and conclusions

Numerical simulations based on a TB-NEGF theory of QWSC confirm the dominant role

of thermal escape at room temperature for the case of shallow wells or large excitation

energies corresponding to the occupation of high subbands. Apart from the determination

of the activation energies, QW geometry becomes important in the tunneling regime, i.e.

for low-lying levels where thermal escape is prevented by the large barrier height; in this

case, coupling of wells can provide efficient escape channels via tunneling to a spatial

location from where escape via thermionic emission or phonon absorption is easier.

Future consideration of the impact of QW geometry on the magnitude and spatial variation

of non-radiative recombination may give further directions towards optimal QWSC design.



Chapter 6

Summary and Outlook

In this thesis, a first step was made towards a comprehensive microscopic theory describing

the photovoltaic properties of nanostructures dominated by quantum effects, which finally

is on a level attained a long time ago in the field of semiconductor lasers. Unlike other

theories for quantum well solar cells, it treats absorption, transport and relaxation on

equal footing and within a sound theoretical framework based on non-equilibrium quantum

statistical mechanics. It is a “first-principles” approach in that the only parameters that

enter apart from the external conditions are those characterizing the electronic, vibronic

and optical properties of the bulk. Owing to the generality of the underlying theory and

the use of an atomistic model for the electronic structure, the effects of confinement on

optical and transport properties can be resolved for quasi one-dimensional multilayers with

arbitrary heterostructure potentials.

While transport of carriers is not considered in the theory of bipolar QW-lasers and most

quantum transport investigations are limited to monopolar devices, the model developed in

this thesis describes transport of both electrons and holes in strongly doped p-i-n junctions,

coupled via the interaction with the radiation field.

The investigation of nanoscale p-i-n junctions reveals the effects of ultra-small dimen-

sions, like high degree of ballisticity in the transport of electrons and light holes and a

pronounced Franz-Keldysh effect in the absorption spectra due to the strong field at low

bias. Both optical and electronic properties are strongly affected by the presence of inelas-

tic scattering. A key observation is that the photocurrent enhancement due to an increase

in absorption by the scattering is considerably larger than the thermalization loss in the

transport process, resulting in an increased total current and correspondingly a higher Voc.

From the analysis of the transverse momentum dependence of dark and photocurrent can

further be concluded that even for direct gap semiconductors, the conventional restriction

to the center of the transverse Brillouin zone (k = 0) is a questionable simplification,

147
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especially if scattering needs to be considered.

In the simulation of a generic single quantum well embedded in such a p-i-n junction,

the discussion is extended to include the effects of quantum confinement. The analysis

of the local density of states sheds new light on the quantum well absorption, which has

characteristics ranging from two- to three-dimensional and includes the effects of higher

resonances. The discussion of the spatially resolved photocurrent spectrum represents an

“ab-initio” approach to the escape of photogenerated carriers from quantum wells. It is

shown how escape channels become active at increasing occupation levels, depending on

the photon energy. At low bias corresponding to high fields, tunneling via the decaying tail

of a quasi-confined state dominates the escape. The analysis of the energy distribution

of photogenerated carriers shows that the thermal tail extending above the barrier is

indeed small for deep levels, such that thermal emission from these states is negligible.

At higher photon energies, escape happens mainly via emission above the barrier and

Fowler-Nordheim tunneling.

One of the advantages of the approach presented in this thesis is the ability to simulate

structures of arbitrary planar geometry, including coupled well structures with physical

properties that are determined by potentials varying on the scale of a few monolayers.

Applied to double quantum well structures, the theory predicts the appearance of new

escape channels for deep levels via the coupling to narrow wells on the contact side. The

effect is especially pronounced at low excitation energy where only the lowest subbands

are occupied.

Even though a variety of effects and interactions have been included in detail, some basic

ingredients required to complete the picture are still missing. Furthermore, in the present

form the description is not suited for practical modelling purposes, due to the heavy

requirement of computational resources and the corresponding necessary approximations

and limitations to mesoscopic dimensions.

On the fundamental side, the most restricting approximations are the absence of excitonic

contributions to absorption and transport and the neglect of nonradiative recombination

processes. While the former strongly modifies the spectral response and thus the short

circuit current, the latter has a crucial impact on the bias dependence of the dark current

and hence on the open circuit voltage. Both effects are expected to be modified by the

phase space restriction in quantum wells due to the lower dimensionality.

The effects of exciton formation and dissociation on single particle transport properties

can be studied by the inclusion of higher order terms in the perturbative derivation of the

Coulomb-interaction carrier self-energy. Excitonic absorption spectra require a more ad-

vanced treatment of the photons including vertex corrections in a Bethe-Salpeter equation
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for the photon self-energy.

The route to a microscopic model of nonradiative recombination strongly depends on the

specific process. The Auger recombination as an intrinsic effect can be obtained within the

presented formalism from higher order diagrams of the perturbation theory for Coulomb

interaction, including the phonons for the phonon assisted transition. However, apart

from the exceedingly high computational cost of the resulting self-energy terms, realistic,

i.e. quantitative predictions are only possible with the use of a realistic band structure

that provides a suitable description of highly excited states and high energy intraband

transitions. This last requirement comes at its own cost, adding up to the already heavy

computation. In the case of recombination via defect states in the band gap, i.e. Shockley-

Read-Hall -type recombination, an additional model including the microscopic description

of the defect atoms is needed.

A further approximation is made in the use of the equilibrium Green’s function for a homo-

geneous isotropic medium when treating photons and phonons. In the case of the photons,

consideration of reabsorption and reemission processes requires the renormalization of the

propagator via the solution of Dyson’s equation with the photon self-energy as derived

in Chap. 4, under additional consideration of the waveguide or cavity modes existing in

the structure and the spatial variation of the refractive index. While nonlinear optical

properties are not expected to arise under low level excitation, the spatial homogeneity

will give way to the particular occupation spectrum corresponding to the local absorption,

emission and transmission properties. Similarly, the phonon propagator can be evalu-

ated for confined modes and renormalized via the solution of a Dyson’s equation with the

corresponding phonon self-energy, providing the appropriate non-equilibrium propagator.

This non-equilibrium treatment of confined phonons might turn out to be crucial when

investigating the question of the quasi-Fermi level separation in QWSC or the properties

of solar cells based on the transport of hot carriers. The study of hot carrier transport,

i.e. the absence or slowing down of thermalization in nanoscale systems is thus a further

field of application of the formalism.

One of the quantitative side, the interacting region needs to be extended to the whole de-

vice of realistic extensions, i.e. in the µm-range. On the same time, a suitable multiband

formalism providing quantitatively correct confinement energies and optical transition

matrix elements imposing the proper selection rules for absorption and emission is indis-

pensable. For structures with weakly coupled, wide quantum wells, the use of a k ·p-model

on an inhomogeneous spatial grid might be appropriate. If a realistic spectrum is to be

used, the energy range has to be extended far beyond the range of validity of a single band

or effective mass approximation.
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Finally, while the theory presented in this thesis was developed on the example of quantum

well structures, it is not limited to those systems, but represents a natural candidate for the

investigation photovoltaic effects in other low dimensional nanostructures such as quantum

wires and quantum dots. To mention two examples, the NEGF approach could be used

in a coupled mode space form to calculate photocurrent in radial quantum well antennas,

and it provides a suitable basis for the inclusion microscopic processes such as multiple

exciton generation or intrasubband transitions in a model of transport in the quantum dot

superlattice of an intermediate band solar cell.



Appendix A

Analytic continuation: Langreth’s

theorem and the Keldysh formalism

A.1 Introduction

To obtain real time expressions from the contour integrations appearing in the evaluation

of Dyson’s equations and self-energies, different strategies of analytic continuation have

been applied. The most common ones are those due to Langreth [169] and the original

formalism developed by Keldysh [168]. The two approaches shall be reviewed below, with

focus on the former, since it is used extensively in this thesis.

A.2 Langreth’s theorem

The first type of terms to evaluate have the form

C(t1, t2) =

∫
C

dτA(t1, τ)B(τ, t2), (A.1)

where A and B are defined on the Keldysh contour C (Fig. 3.1) with the steady state

limit t0 → −∞. The derivation of the real-time components of C shall be shown on the

example of the lesser components C<. In that case, t1 lies on the chronological branch

of C and t2 on the antichronological branch. Contour C is now deformed into the partial

contours C1 and C2 containing t1 and t2 as shown in Fig. A.1, such that the two times

define the chronological and antichronological parts of the separate contours. Since for

the arguments follows τ < t1 in B on C1 and τ > t1 in A on C2, the lesser component C<

151



152Appendix A. Analytic continuation: Langreth’s theorem and the Keldysh formalism

Figure A.1: Deformed Keldysh contour used in the Langreth formalism for the derivation

of real time components.

can be written

C<(t1, t2) =

∫
C1

dτA(t1, τ)B<(τ, t2) +

∫
C2

dτA<(t1, τ)B(τ, t2). (A.2)

The first term can be split into two parts,∫
C1

dτA(t1, τ)B<(τ, t2) =

∫ t1

−∞
dtA>(t1, τ)B<(t, t2) +

∫ −∞
t1

dtA<(t1, τ)B<(t, t2) (A.3)

≡
∫ ∞
−∞

dtAR(t1, t)B
<(τ, t). (A.4)

Combining this result with the expression found from a similar procedure for the second

term yields the final expression for the real time component,

C<(t1, t2) =

∫ ∞
−∞

dt
[
AR(t1, t)B

<(t, t2) + A<(t1, t)B
A(t, t2)

]
. (A.5)

The greater component follows simply by replacing “<” with “>” in the above expression.

The retarded and advanced components of the Green’s function product C are obtained

by repeated use of the definition and the results for the correlation functions,

CR(t1, t2) ≡θ(t1 − t2) [C>(t1, t2)− C<(t1, t2)] (A.6)

=θ(t1 − t2)

∫ ∞
−∞

dt
{
AR(t1, t)[B

>(t, t2)−B<(t, t2)] (A.7)

+ [A>(t1, t)− A<(t1, t)]B
A(t, t2)

}
(A.8)

=θ(t1 − t2)
{∫ t1

−∞
dt[A>(t1, t)− A<(t1, t)][B

>(t, t2)−B<(t, t2)] (A.9)

+

∫ t2

−∞
dt[A>(t1, t)− A<(t1, t)][B

<(t, t2)−B>(t, t2)]
}

(A.10)

=

∫ t1

t2

dtAR(t1, t)B
R(t, t2), (A.11)



A.2. Langreth’s theorem 153

and the corresponding advanced expression replacing “R” with “A”.

Expressions (A.5) and (A.11) are readily generalized to products of more Green’s functions.

Using a compact notation, in which (A.5) and (A.11) are written as

C< =ARB< + A<BA, (A.12)

CR =ARBR. (A.13)

In this notation, a contour-ordered average of the form D = ABC has the real-time

components

D< =ARBRC< + ARB<CA + A<BACA, (A.14)

DR =ARBRCR. (A.15)

The proof consists of the repeated application of the the rules for a single product.

In the evaluation of self energies, e.g. via diagrammatic perturbation expansion, often

terms of the form

C(τ, τ ′) =A(τ, τ ′)B(τ, τ ′), (A.16)

D(τ, τ ′) =A(τ, τ ′)B(τ ′, τ) (A.17)

appear. The lesser and greater parts follow directly from their definition,

C≶(t, t′) =A≶(t, t′)B≶(t, t′), (A.18)

D≶(t, t′) =A≶(t, t′)B≷(t′, t). (A.19)

The retarded and advanced components are obtained by procedures similar to those leading

to Eq. (A.11),

CR(t, t′) ≡θ(t− t′) [C>(t, t′)− C<(t, t′)] (A.20)

=θ(t− t′) [A>(t, t′)B>(t, t′)− A<(t, t′)B<(t, t′)] (A.21)

=θ(t− t′)
[
A>(t, t′)B>(t, t′)− A<(t, t′)B>(t, t′)

+ A<(t, t′)B>(t, t′)− A<(t, t′)B<(t, t′)
]

(A.22)

=AR(t, t′)B>(t, t′) + A<(t, t′)BR(t, t′) (A.23)

=AR(t, t′)B>(t, t′)− AR(t, t′)B<(t, t′)

+ AR(t, t′)B<(t, t′) + A<(t, t′)BR(t, t′) (A.24)

=AR(t, t′)BR(t, t′) + AR(t, t′)B<(t, t′) + A<(t, t′)BR(t, t′), (A.25)

CA(t, t′) =AA(t, t′)BA(t, t′) + AA(t, t′)B>(t, t′) + A>(t, t′)BA(t, t′) (A.26)

=− AA(t, t′)BA(t, t′) + AA(t, t′)B<(t, t′) + A<(t, t′)BA(t, t′), (A.27)

DR(t, t′) =AR(t, t′)B<(t, t′) + A<(t, t′)BR(t, t′), (A.28)

DA(t, t′) =AA(t, t′)B>(t, t′) + A>(t, t′)BA(t, t′). (A.29)
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Table A.1 summarizes the rules provided by the Langreth theorem.

A.3 Keldysh formalism

An alternative, but completely analogous formulation is that of Keldysh [168]: Defining a

GF matrix

G =

(
GC G<

G> GC̃

)
(A.30)

and the corresponding self-energy matrix

Σ =

(
ΣC Σ<

Σ> ΣC̃

)
, (A.31)

the Dyson’s equations can be written as

G(1, 1′) = G0(1, 1′) +

∫
d2d3G0(1, 2)Σ(2, 3)G(3, 1′). (A.32)

The components of this equation correspond to those obtained from the application of the

Langreth rules.

contour real time

C =
∫
C AB C< =

∫ (
ARB< + A<BA

)
CR =

∫
ARBR

D =
∫
C ABC D< =

∫ (
ARBRC< + ARB<CA + A<BACA

)
DR = ARBRCR

C(τ, τ ′) = A(τ, τ ′)B(τ, τ ′) C<(t, t′) = A<(t, t′)B<(t, t′)

CR(t, t′) = AR(t, t′)B>(t, t′) + A<(t, t′)BR(t, t′)

= AR(t, t′)BR(t, t′) + AR(t, t′)B<(t, t′) + A<(t, t′)BR(t, t′)

D(τ, τ ′) = A(τ, τ ′)B(τ ′, τ) D<(t, t′) = A<(t, t′)B>(t, t′)

DR(t, t′) = A<(t, t′)BA(t, t′) + AR(t, t′)B<(t, t′)

Table A.1: Rules for the analytic continuation as provided by the Langreth theorem.
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The recursive Green’s function

formalism

We start from the equation of motion for GR and G<,{
(E + iη)1−H0 − ΣR − ΣRB

}
GR = 1, (B.1){

(E + iη)1−H0 − ΣR − ΣRB
}
G< = (Σ< + Σ<B)GA. (B.2)

We denote with gRr the retarded Green’s function that couples only to the right, i.e.

the Green’s function takes into account everything on the right exactly while the coupling

elements to the left are set to zero. The equation of motion for the right connected Green’s

function gRr reads(
Tnn Tn,n+1:N

Tn+1:N,n Tn+1:N,n+1:N

)
·

(
gRrnn gRrn,n+1:N

gRrn+1:N,n gRrn+1:N,n+1:N

)
=

(
1 0n,n+1:N

0n+1:N,n 1n+1:N,n+1:N ,

)
(B.3)

with T = E1 − H0 − ΣR and Tn,n+1:N = [Tnn+1 0 ... 0], Tn+1:N,n = [Tn+1n 0 ... 0]†. This

yields the equations

Tnng
Rr
nn + Tn,n+1:Ng

Rr
n+1:N,n = 1, (B.4)

Tn+1:N,ng
Rr
nn + Tn+1:N,n+1:Ng

Rr
n+1:N,n = 0n+1:N,n. (B.5)

From the first equation follows

Tnng
Rr
nn + Tnn+1g

Rr
n+1n = 1, (B.6)

and from the second, with Tn+1:N,n+1:N = (gRrn+1:N,n+1:N)−1,

(gRrn+1:N,n+1:N)−1gRrn+1:N,n = −Tn+1:N,ng
Rr
nn , (B.7)

⇒ gRrn+1:N,n = −gRrn+1:N,n+1:NTn+1:N,ng
Rr
nn , (B.8)

⇒ gRrn+1,n = −gRrn+1n+1Tn+1ng
Rr
nn . (B.9)
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The combination of the two results yields a recursion relation for gRr,

gRrnn =
(
Tnn − Tnn+1g

Rr
n+1n+1Tn+1n

)−1
. (B.10)

The boundary element on the right, gRrN,N , is derived in Appendix D.

The equation of motion for the exact Green’s function GR is(
Tnn Tn,n+1:N

Tn+1:N,n Tn+1:N,n+1:N

)
·

(
GR
nn GR

n,n+1:N

GR
n+1:N,n GR

n+1:N,n+1:N

)
=

(
1 0n,n+1:N

0n+1:N,n 1n+1:N,n+1:N ,

)
(B.11)

and also(
GR
nn GR

n,n+1:N

GR
n+1:N,n GR

n+1:N,n+1:N

)
·

(
Tnn Tn,n+1:N

Tn+1:N,n Tn+1:N,n+1:N

)
=

(
1 0n,n+1:N

0n+1:N,n 1n+1:N,n+1:N ,

)
(B.12)

The equations coupling G1:n,1:n and Gn+1:N,n+1:N that can be extracted from the above

systems are

Tn+1:N,1:nG
R
1:n,n+1:N + Tn+1:N,n+1:NG

R
n+1:N,n+1:N = 1n+1:N,n+1:N , (B.13)

GR
1:n,1:nT1:n,n+1:N +GR

1:n,n+1:NTn+1:N,n+1:N = 01:n,n+1:N . (B.14)

From the first of these equations and Eq. (B.3), one obtains

Gn+1:N,n+1:N = gRrn+1:N,n+1:N − gRrn+1:N,n+1:NTn+1:N,1:nG
R
1:n,n+1:N , (B.15)

and from the second

GR
1:n,n+1:N = −GR

1:n,1:nT1:n,n+1:Ng
Rr
n+1:N,n+1:N , (B.16)

and from the combination of the two follows

GR
n+1:N,n+1:N = gRrn+1:N,n+1:N + gRrn+1:N,n+1:NTn+1:N,1:nG

R
1:n,1:nT1:n,n+1:Ng

Rr
n+1:N,n+1:N . (B.17)

For a tri(block)diagonal matrix T, the recursion relation for the diagonal elements of GR

follows as

GR
n+1n+1 = gRrn+1n+1 + gRrn+1n+1Tn+1nG

R
nnTnn+1g

Rr
n+1n+1 . (B.18)

The boundary element GR
11 follows from

T11G11 + T12G
R
21 = 1, (B.19)

where the coupling to the left lead is absorbed int the corresponding boundary selfenergy

ΣRB
L contained in ΣR

11. To determine GR
11, GR

21 has to be eliminated. From Eq. (B.11), one

has

Tn+1:N,1:nG1:n,1:n + Tn+1:N,n+1:NGn+1:N,1:n = 0n+1:N,1:n, (B.20)
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which can be written as

Gn+1:N,1:n = −gRrn+1:N,n+1:NTn+1:N,1:nG
R
1:n,1:n, (B.21)

providing the off-diagonal elements of GR,

Gn+1n = −gRrn+1n+1Tn+1nG
R
nn,

Gnn+1 = −GR
nnTnn+1g

Rr
n+1n+1.

(B.22)

The first element is

GR
n+11 = −gRrn+1n+1Tn+1nG

Rr
n1 , (B.23)

which provides GR
21, the boundary element thus follows as

GR
11 =

(
T11 − T12g

Rr
22 T21

)−1
. (B.24)

The lesser Green’s function are calculated from Eq. (B.2). Again, a right connected lesser

Green’s function g<r is introduced. The equations of motion for g<r can be written as(
Tnn Tn,n+1:N

Tn+1:N,n Tn+1:N,n+1:N

)
·

(
g<rnn g<rn,n+1:N

g<rn+1:N,n g<rn+1:N,n+1:N

)
= (B.25)(

Σ<
nn Σ<

n,n+1:N

Σ<
n+1:N,n Σ<

n+1:N,n+1:N

)
·

(
gArnn gArn,n+1:N

gArn+1:N,n gArn+1:N,n+1:N

)
(B.26)

where Σ<
n,n+1:N =

[
Σ<
nn+1 0 ... 0

]
, Σ<

n+1:N,n =
[
Σ<
n+1n 0 ... 0

]†
. From Eq. (B.26), two

coupled equations can be extracted,

Tnng
<r
nn + Tn,n+1:Ng

<r
n+1:N,n = Σ<

nng
Ar
nn + Σ<

n,n+1:Ng
Ar
n+1:N,n+1:N , (B.27)

Tn+1:N,ng
<r
nn + Tn+1:N,n+1:Ng

<r
n+1:N,n = Σ<

n+1:N,ng
Ar
nn + Σ<

n+1:N,n+1:Ng
Ar
n+1:N,n. (B.28)

Using again Tn+1:N,n+1:N = (gRrn+1:N,n+1:N)−1, the second equation becomes

g<rn+1:N,n = −gRrn+1:N,n+1:NTn+1:N,ng
<r
nn (B.29)

+ gRrn+1:N,n+1:N

(
Σ<
n+1:N,ng

Ar
nn + Σ<

n+1:N,n+1:Ng
Ar
n+1:N,n

)
. (B.30)

With Eq.(B.9) for gArn+1:N,n,

gArn+1:N,n = −gArn+1:N,n+1:NT
∗
n+1:N,ng

Ar
nn (B.31)

and

Σn+1:N,n+1:Ng
Ar
n+1:N,n+1:N = Tn+1:N,n+1:Ng

<r
n+1:N,n+1:N , (B.32)
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the second part of Eq. (B.30) can be simplified as follows:

gRrn+1:N,n+1:NΣ<
n+1:N,n+1:Ng

Ar
n+1:N,n = −gRrn+1:N,n+1:NΣ<

n+1:N,n+1:Ng
Ar
n+1:N,n+1:NT

∗
n+1:N,ng

Ar
nn

(B.33)

= −gRrn+1:N,n+1:NTn+1:N,n+1:Ng
<r
n+1:N,n+1:NT

∗
n+1:N,ng

Ar
nn

(B.34)

= −g<rn+1:N,n+1:NT
∗
n+1:N,ng

Ar
nn . (B.35)

Eq. (B.30) becomes

g<rn+1:N,n = −gRrn+1:N,n+1Tn+1,ng
<r
nn − g<rn+1:N,n+1T

∗
n+1,ng

Ar
nn + gRrn+1:N,n+1:NΣ<

n+1:N,ng
Ar
nn , (B.36)

which is then inserted into the first equation of (B.28) to obtain a recursion relation for

g<r:(
Tnn − Tnn+1g

Rr
n+1n+1Tn+1n

)︸ ︷︷ ︸
(gRrnn)−1

g<rnn = Tnn+1g
<r
n+1n+1T

∗
n+1ng

Ar
nn − Tnn+1g

Rr
n+1n+1Σ<

n+1ng
Ar
nn

(B.37)

+ Σ<
nng

Ar
nn − Σ<

nn+1g
Ar
n+1n+1T

∗
n+1ng

Ar
nn , (B.38)

yielding

g<rnn = gRrnn

[
Tnn+1g

<r
n+1n+1T

∗
n+1n − Tnn+1g

Rr
n+1n+1Σ<

n+1n − Σ<
nn+1g

Ar
n+1n+1T

∗
n+1n + Σ<

nn

]
gArnn .

(B.39)

The equations of motion for the exact GF G< are(
T1:n,1:n T1:n,n+1:N

Tn+1:N,1:n Tn+1:N,n+1:N

)
·

(
G<

1:n,1:n G<
1:n,n+1:N

G<
n+1:N,1:n G<

n+1:N,n+1:N

)
= (B.40)(

Σ<
1:n,1:n Σ<

1:nn,n+1:N

Σ<
n+1:N,1:n Σ<

n+1:N,n+1:N

)
·

(
GA

1:n,1:n GA
1:n,n+1:N

GA
n+1:N,1:n GA

n+1:N,n+1:N ,

)
(B.41)

or (
G<

1:n,1:n G<
1:n,n+1:N

G<
n+1:N,1:n G<

n+1:N,n+1:N

)
·

(
T ∗1:n,1:n T ∗1:n,n+1:N

T ∗n+1:N,1:n T ∗n+1:N,n+1:N

)
= (B.42)(

GR
nn GR

n,n+1:N

GR
n+1:N,n GR

n+1:N,n+1:N

)
·

(
Σ<
nn Σ<

n,n+1:N

Σ<
n+1:N,n Σ<

n+1:N,n+1:N .

)
(B.43)
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The two equations that one extracts to find the recursion relation between G<
n+1n+1 and

G<
nn are

Tn+1:N,1:nG
<
1:n,n+1:N + Tn+1:N,n+1:NG

<
n+1:N,n+1:N =Σ<

n+1:N,n+1:NG
A
n+1:N,n+1:N

+ Σ<
n+1:N,1:nG

A
1:n,n+1:N , (B.44)

G<
1:n,1:nT

∗
1:n,n+1:N +G<

1:n,n+1:NT
∗
n+1:N,n+1:N =GR

1:n,n+1:NΣ<
n+1:N,n+1:N

+GR
1:n,1:nΣ<

1:n,n+1:N . (B.45)

The first equation provides

G<
n+1:N,n+1:N = gRrn+1:N,n+1:N

[
− Tn+1:N,1:nG

<
1:n,n+1:N (B.46)

+ Σ<
n+1:N,n+1:NG

A
n+1:N,n+1:N + Σ<

n+1:N,1:nG
A
1:n,n+1:N

]
, (B.47)

and from the second follows

G<
1:n,n+1:N =

[
−G<

1:n,1:nT
∗
1:n,n+1:N +GR

1:n,n+1:NΣ<
n+1:N,n+1:N (B.48)

+GR
1:n,1:nΣ<

1:n,n+1:N

]
gArn+1:N,n+1:N . (B.49)

With the further relations

GA
1:n,n+1:N = −GA

1:n,1:nT
∗
1:n,n+1:Ng

Ar
n+1:N,n+1:N (B.50)

and

g<rn+1:N,n+1:N = gRrn+1:N,n+1:NΣ<
n+1:N,n+1:NG

A
n+1:N,n+1:N , (B.51)

the seeked recursion relation follows as

G<
n+1n+1 = g<rn+1n+1 + gRrn+1n+1Tn+1nG

<
nnT

∗
nn+1g

Ar
n+1n+1

+ gRrn+1n+1Tn+1nG
R
nnTnn+1g

<r
n+1n+1 + g<rn+1n+1T

∗
n+1nG

A
nnT

∗
nn+1g

Ar
n+1n+1

− gRrn+1n+1Tn+1nG
R
nnΣ<

nn+1g
Ar
n+1n+1 − gRrn+1n+1Σ<

n+1nG
<
nnT

∗
nn+1g

Ar
n+1n+1.

(B.52)

The off-diagonal elements are obtained from the remaining equations of (B.41):

G<
n+1:N,1:n = gRn+1:N,n+1:N

[
− Tn+1:N,1:nG

<
1:n,1:n + Σ<

n+1:N,1:nG
A
1:n,1:n + Σ<

n+1:N,n+1:NG
A
n+1:N,1:n

]
,

(B.53)

G<
1:n,n+1:N =

[
−G<

1:n,1:nT
∗
1:n,n+1:N +GR

1:n,n+1:NΣ<
n+1:N,n+1:N +GR

1:n,1:nΣ<
1:n,n+1:N

]
gAn+1:N,n+1:N ,

(B.54)

which yields

G<
n+1n = −gRrn+1n+1Tn+1nG

<
nn − g<rn+1n+1T

∗
n+1nG

A
nn + gRrn+1n+1Σ<

n+1nG
A
nn,

G<
nn+1 = −G<

nnT
∗
nn+1g

Ar
n+1n+1 −GR

nnTnn+1g
<r
n+1n+1 +GR

nnΣ<
nn+1g

Ar
n+1n+1.

(B.55)
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The starting values at the boundaries are given by

g<rNN = −fN
(
gRrNN − gArNN

)
(B.56)

and

G<
11 = g<r11 . (B.57)



Appendix C

Multiband formalism

C.1 Introduction

To properly describe interband transitions, a multiband model is required. III-V materials

like GaAs or AlxGa1−xAs have been described by various empirical tight-binding (ETB)

models of increasing sophistication, from a simple two-band nearest neighbor model [126]

to next-nearest neighbor twenty-band sp3s∗ including the effects of spin-orbit coupling

[125].

In this appendix, the basic principles of the tight-binding approach to the investigation of

electronic and optical properties of semiconductors are reviewed, focusing on models for

layered systems.

C.2 Bulk Hamiltonian and band structure

Due to the periodical nature of crystalline solids, their electronic structure follows from

the solution of an eigenvalue problem of the form [252]

[Ĥ − εn(k)]|n,k〉 = 0, n = 1, 2, . . . , Nb (C.1)

which gives the dispersion εn(k) of the Nb bands and the corresponding Bloch states |n,k〉.
In the ETB approach, the actual Hamiltonian Ĥ is replaced by a pseudo-Hamiltonian

which involves only a small number of atomic-like pseudo-orbitals [236], which in the case

of symmetrically orthogonalized atomic orbitals are called the Löwdin orbitals [253] and

provide the basis

|αb,k〉 =
1√
N

N∑
j=1

eik·Rj+vb|αb,Rj〉, (C.2)
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where α labels the atomic-like orbitals, b the basis atoms of a unit cell and vb the dis-

placement vector of the basis atoms. N is the number of atoms, which corresponds to the

number of wave vectors k in the first Brillouin zone.

In the basis (C.2), the Bloch equation (C.1) takes the form∑
α′,b′

{〈αb,k|Ĥ|α′b′,k〉 − εn(k)δα,α′δb,b′}〈α′b′,k|n,k〉 = 0. (C.3)

The solutions |n,k〉 can be expressend in terms of the |αb,k〉-basis via

|n,k〉 =
∑
α,b

|αb,k〉〈αb,k|n,k〉 ≡
∑
α,b

Cn
αb(k)|αb,k〉. (C.4)

Eq. (C.3) can therefore be written as∑
α′,b′

[Hαb;α′b′(k)− εn(k)δα,α′δb,b′ ]C
n
α′b′(k) = 0. (C.5)

The coefficients Cn
α′b′(k) are the entries of the eigenvectors of Hαb;α′b′ which result from

the diagonalization providing the band dispersions εn(k).

To obtain the Hamiltonian in terms of tight-binding matrix elements using the localized

atomic orbitals, the expansion of the Bloch basis (C.2) is used in Eq. (C.3) to find

Hαb,α′b′(k) ≡ 〈αb,k|Ĥ|α′b′,k〉 =
1

N

∑
j,j′

〈αb,Rj|Ĥ|α′b′,Rj′〉eik·(Rj′−Rj) (C.6)

=
∑
j

〈αb,R0|Ĥ|α′b′,Rj〉eik·(Rj−R0) (C.7)

≡
∑
j

[H(Rj −R0)]αb,α′b′e
ik·(Rj−R0), (C.8)

where [H(Rj − R0)]αb,α′b′ are the tight-binding matrix elements of the Hamiltonian. In

practical applications, the sum over real space indices is restricted to unit cells with non-

negligible overlap, e.g. nearest-neighbors.

C.3 Optical matrix elements

As shown by several authors [133, 134, 137], the optical matrix elements can be derived

directly from the tight-binding representation of the Hamiltonian Ĥ0 making use of the

Feynman-Hellman theorem,

pαb,α′b′(k) =
m0

~
∇kHαb,α′b′(k), Hαb,α′b′(k) ≡ 〈αb,k|Ĥ0|α′b′,k〉 (C.9)

=
im0

~
1

N

∑
R,R′

eik·(R
′−R)(R′ −R)〈αb,R|Ĥ0|α′b′,R〉. (C.10)
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To obtain the elements corresponding to the various interband transitions with respect to

the different bands, the momentum matrix elements are transformed into the band basis,

pnm(k) =
∑
αb,α′b′

Cn
αb(k)∗Cm

α′b′(k)pαb,α′b′(k), (C.11)

where n,m are the band indices and with the coefficients Ci
αb given by Eq. (C.5).

C.4 Tight-binding model for layered semiconductors:

planar orbital basis

C.4.1 Basis functions and representation of the Hamiltonian

In layered structures such as (multi) quantum well systems or superlattices, the char-

acteristic behavior is due to the existence of parallel planar defects or interfaces along

the growth axis z. The atomic planes parallel to the interfaces are grouped into layers

L, and the orbitals α of the atoms in a given atomic plane i form the so called pla-

nar orbitals [238] in terms of the sum of localized atomic orbitals |αi, L,R‖〉 centered at

RL = (R‖ + vα‖,i, L∆ + vαz,i) and weighted by the phase factor eik·(R‖+v
α
‖,i),

|αi, L,k‖〉 =
1√
N‖

∑
R‖

eik‖·(R‖+v
α
‖,i)|αi, L,RL

‖ 〉, (C.12)

where RL denotes the lattice position of the atoms, k‖ and R‖ are the transverse 1 com-

ponent of momentum and position, respectively, and N‖ is the number of points in the

transverse Brillouin zone. In the planar orbital basis (POB), the matrix elements of the

noninteracting Hamiltonian H0 acquire the general form

〈αi, L,k‖|H0|αi′, L′,k‖〉 = Dαi,αi′;L(k‖)δL,L′ − tαi,L;αi′,L′(k‖)(1− δL′,L). (C.13)

where the diagonal block D contains the orbital on-site energies, the electrostatic potential

U and the anion-cation coupling matrix elements, while the off-diagonal elements t repre-

sent the interlayer coupling2, as given by the matrix elements with respect to the localized

basis states |αi, L,R‖〉. To obtain the Hamiltonian matrix elements in the planar orbital

1Transverse means normal to the direction of current flow
2It is often convenient to use block matrix notation and suppress orbital indices, or even full matrix

notation, where all indices are suppressed.
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basis (C.12), the latter is related to the bulk Hamiltonian in the orbital Bloch basis |αi,k〉
via [239]

|αi, L,k‖〉 =
1√
LBZ

∫
dkze

−ikz(L∆+vαz,i)|αi,k〉, (C.14)

where LBZ is the size of the 1D longitudinal Brillouin zone. The Hamiltonian elements in

(C.13) follow as

〈αi, L,k‖|H0|αi′, L′,k‖〉 =
1

LBZ

∫
dkze

ikz [(L−L′)∆+vαz,i−vα
′

z,i′ )[H(k)]αi,α′i′ (C.15)

with H(k) given in (C.8). This integration modifies the k-dependent phase factors of the

bulk Hamiltonian.

C.4.2 Dipole-matrix elements for optical transitions

The POB representation of the momentum matrix elements is given by

pα,L;α′,L′(k‖) ≡〈α,L,k‖|p̂|α′, L′,k‖〉 (C.16)

=
1

N‖

∑
R‖,R

′
‖

eik‖·(R
L′,α′
‖ −RL,α

‖ )〈α,L,R‖|p̂|α′, L′,R′‖〉, (C.17)

〈α,L,R‖|p̂|α′, L′,R′‖〉 =
m0

i~
〈α,L,R‖|

[
r̂, Ĥ0

]
|α′, L′,R′‖〉 (C.18)

=
m0

i~

[
(R′‖ + vα

′

‖,b′ , L
′∆ + vα

′

z,b′)− (R‖ + vα‖,b, L∆ + vαz,b)
]

× 〈α,L,R‖|Ĥ0|α′, L′,R′‖〉, (C.19)

where R = (R‖ + vα
′

‖,i, L∆ + vα
′

z.i) ≡ (Rα
‖ , L

α∆) (i.e. the atomic and orbital indices i and

α′ are merged into a single index α) and N = N‖ · Nz. This result can also be derived

from the expression for the bulk transition elements given in (C.10) by integrating in the

growth direction,

pα,L;α′,L′(k‖) =
1

LBZ︸︷︷︸
Nz

∫
dkze

ikzLα∆

∫
dk′ze

−ik′zLα
′
∆〈α,k‖, kz|p̂|α′,k‖, k′z〉 (C.20)

=
1

N

∑
L̃,L̃′

∑
R̃‖,R̃

′
‖

Nz

∫
dkze

ikz(Lα−L̃α)∆︸ ︷︷ ︸
δLα,L̃α

∫
dk′ze

−ik′z(Lα
′−L̃α′ )∆︸ ︷︷ ︸

δ
Lα
′
,L̃α
′

× eik‖·(R̃′
α′
‖ −R̃α

‖ )(R̃′ − R̃)〈α, L̃, R̃‖|Ĥ0|α′, L̃′, R̃′‖〉 (C.21)

=
im0

~
1

N‖

∑
R‖,R

′
‖

eik‖·(R
′α′
‖ −Rα

‖ )(R′ −R)〈α,L,R‖|Ĥ0|α′, L′,R′‖〉, (C.22)
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which corresponds exactly to the expression (C.19). The POB expressions for the optical

matrix elements can therefore be obtained in a form similar to the bulk case,

pα,L;α′,L′(k‖) =
m0

~
[∇H0]α,L;α′,L′(k‖), (C.23)

[∇H0]α,L;α′,L′(k‖) ≡
1

LBZ

∫
dkze

−ikz [(L′−L)∆+vα
′

z −vαz ]∇kHα,α′(k). (C.24)

C.4.3 Green’s functions

The Green’s functions and self-energies are found using the planar orbital representation

of the field operators (3.144)-(3.145) (neglecting spin)

Ψ̂(r, t) =
∑
k,L

∑
α

〈r|α,L,k〉ĉα,L,k(t), (C.25)

Ψ̂†(r, t) =
∑
k,L

∑
α

〈α,L,k|r〉ĉ†α,L,k(t), (C.26)

where ĉα,L,k(t) (ĉ†α,L,k(t)) is the annihilation (creation) operator for an electron in state

|α,L,k〉 at time t, and k ≡ k‖. From Eq. (3.147), the Green’s functions follow as

G(1, 1′) =
∑
k,k′

∑
L,L′

∑
α,α′

〈α,L,k|r〉Gα,L;α′,L′(k, t; k
′, t′)〈r′|α′, L′,k′〉 (C.27)

with

Gα,L;α′,L′(k, t; k
′, t′) ≡ 〈T̂C{ĉα,L,k(t)ĉ†α,L′,k′(t)}〉 (C.28)

Using the definition of the planar orbitals in (C.12) and since the atomic orbitals are very

localized, the wave functions can be written as

〈r|α,L,k〉 ≡ 1√
N‖

∑
R‖

eik·(R‖+v
α
‖ )〈r‖, z|α,L,R‖〉 (C.29)

≈ 1√
N‖

∑
R‖

eik·(R‖+v
α
‖ )δ(z − {L∆ + vαz })δ(r‖ − {R‖ + vα‖ })|α〉, (C.30)

which, inserted in Eq.(C.27), yields

G(1, 1′) =
∑
k,k′

∑
L,L′

∑
α,α′

1

N‖

∑
R‖,R

′
‖

e
i
h
k′·
“
R′‖+v

α′
‖

”
−k·(R‖+vα‖,i)

i
δ(z − {L∆ + vαz })δ(r‖ − {R‖ + vα‖ })

× δ(z′ − {L′∆ + vα
′

z })δ(r′‖ − {R′‖ + vα
′

‖ })〈α|α′〉Gα,L;α′,L′(k, t; k
′, t′) (C.31)

=
∑
k,k′

∑
L,L′

∑
αi

1

N‖

∑
R‖,R′‖

ei[k
′·(R′‖+vα‖ )−k·(R‖+vα‖ )]δ(z − {L∆ + vαz })δ(r‖ − {R‖ + vα‖ })

× δ(z′ − {L′∆ + vαz })δ(r′‖ − {R′‖ + vα‖ })Gα,L;α,L′(k, t; k
′, t′), (C.32)
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Due to the lattice periodicity in the transverse plane, the Green’s function is invariant

under r‖ → r‖ + R‖ + vα‖,, r′‖ → r′‖ + R‖ + vα‖ , and replacing R′‖ = R‖ + R̃‖, the above

expression becomes

∑
k,k′

∑
L,L′

∑
α

∑
R̃‖

eik
′·R̃‖

≡δk,k′︷ ︸︸ ︷
1

N‖

∑
R‖

ei(k
′−k)·(R‖+vα‖ ) δ(z − {L∆ + vαz })δ(r‖)

× δ(z′ − {L′∆ + vαz })δ(r′‖ − R̃‖)Gα,L;α,L′(k, t; k
′, t′) (C.33)

=
∑
k

∑
L,L′

∑
α

∑
R̃‖

eik·R̃‖δ(z − {L∆ + vαz })δ(r‖)

× δ(z′ − {L′∆ + vαz })δ(r′‖ − R̃‖)Gα,L;α,L′(k; t, t′), (C.34)

or, for steady state,

G(r, r′;E) =
∑
k

∑
L,L′

∑
α

1

N‖

∑
R̃‖

eik·R̃‖δ(z − {L∆ + vαz })δ(r‖)

× δ(z′ − {L′∆ + vαz })δ(r′‖ − R̃‖)Gα,L;α,L′(k;E). (C.35)

C.4.4 Density and current

Within the layer or slab model, the average steady state density at layer L is given by the

integration of the density over the layer volume V = A∆, where A is the transverse cross

section,

nL =
1

A∆

∫
VL

drn(r). (C.36)

Inserting expression (3.115) for the steady-state density in terms of the Green’s functions

yields

nL =
−2i

A∆

∫
VL

dr

∫
dE

π
G<(r, r;E) (C.37)

=
−2i

A∆

∫
dE

π

∑
k

∑
L′

∑
α

∑
R̃‖

eik·R̃‖
∫

dr‖δ(r‖)δ(r‖ − R̃‖)︸ ︷︷ ︸
δR‖,0

×
∫
zL

dzδ(z − {L′∆ + vαz })︸ ︷︷ ︸
δL,L′

G<
α,L;α,L′(k;E) (C.38)

=
−2i

A∆

∑
k

∑
α

∫
dE

π
G<
α,L;α,L(k;E) =

−2i

A∆

∑
k

∫
dE

π
Tr{G<

L;L(k;E)}, (C.39)
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where the trace is over orbital indices.

The current density within the layer model is derived in a similar fashion: starting from

Eq. (C.27), but expanding into localized orbitals, and using the abbreviated notation

ϕν(r) ≡ 〈r|αν , Lν ,Rν
‖〉 (C.40)

for the localized orbital basis functions, Eq. (3.129) for the current can be written (in-

cluding a factor two to account for spin degeneracy)

J(r) = lim
r′→r

1

N‖

∑
k,k′

∑
ν,µ

e
i
“
k′·Rµ

‖−k·Rν
‖

”
([H0(r), r]− [H0(r′), r′])G<

µνϕν(r)ϕ∗µ(r′). (C.41)

To express the velocity operator in the planar orbital basis, the equation is multiplied with

unity operators from the orthogonality and completeness relations of the basis,∫
dr1 δ(r− r1) =

∫
dr1

∑
α

ϕα(r)ϕ∗α(r1), (C.42)∫
dr2 δ(r

′ − r2) =

∫
dr2

∑
β

ϕβ(r2)ϕ∗β(r′), (C.43)

which yields

J(r) = lim
r′→r

1

N‖

∑
k,k′

∑
ν,µ

∑
α,β

e
i
“
k′·Rµ

‖−k·Rν
‖

” ∫
dr1

∫
dr2ϕα(r)ϕ∗α(r1)ϕβ(r2)ϕ∗β(r′)

× ([H0(r1), r1]− [H0(r2), r2])G<
µνϕν(r1)ϕ∗µ(r2) (C.44)

= lim
r′→r

1

N‖

∑
k,k′

∑
ν,µ

∑
α,β

e
i
“
k′·Rµ

‖−k·Rν
‖

”[
(rν − rα)H0,ανδµβ

− (rµ − rβ)H∗0,βµδνα
]
G<
νµϕα(r)ϕ∗β(r′) (C.45)

= lim
r′→r

1

N‖

∑
k,k′

∑
ν,µ

e
i
“
k′·Rµ

‖−k·Rν
‖

”[∑
α

(rν − rα)H0,ανG
<
νµϕα(r)ϕ∗µ(r′)

−
∑
β

(rµ − rβ)H∗0,βµG
<
νµϕν(r)ϕ∗β(r′)

]
(C.46)

≈ 1

N‖

∑
k,k′

∑
ν,µ

e
i
“
k′·Rµ

‖−k·Rν
‖

”[∑
α

(rν − rα)H0,ανG
<
νµδα,µδ(r− rµ)

−
∑
β

(rµ − rβ)H0,µβG
<
νµδβ,νδ(r− rν)

]
(C.47)

=
1

N‖

∑
k,k′

∑
ν,µ

e
i
“
k′·Rµ

‖−k·Rν
‖

”[
(rν − rµ)H0,µνG

<
νµδ(r− rµ)− (rµ − rν)H0,µνG

<
νµδ(r− rν)

]
(C.48)

=
1

N‖

∑
k,k′

∑
ν,µ

e
i
“
k′·Rµ

‖−k·Rν
‖

”
(rµ − rν)

[
H0,νµG

<
µν −G<

νµH0,µν

]
δ(r− rν), (C.49)
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which in planar geometry notation is

J(r, t) =
1

N‖

∑
k,k′

∑
L,L′

∑
α,α′

∑
R‖,R

′
‖

ei(k
′·R′‖−k·R‖)

[
R′‖ −R‖, (L

′ − L)∆
]

×
(
〈α,L,R‖|Ĥ0|α′, L′,R′‖〉G<

α′,L′;α,L(k, t; k′, t′)

−G<
α,L;α′,L′(k, t; k

′, t′)〈α′, L′,R′‖|Ĥ0|α,L,R‖〉
)
δ(r‖ −R‖)δ(z − L∆). (C.50)

In the slab model, the current passing from layer L to layer L+1 is obtained via integrating

the current density component perpendicular to the planes in the shifted slab between the

two layer centers, which corresponds to the layer current density

JL(t) =
2

A∆

∫
VL

drJz(r, t) (C.51)

=
1

2A∆

∑
k,k′

∑
L1,L2

∑
α,α′

1√
N‖

∑
R̃‖

eik·R̃‖δk,k′(L2 − L1)∆

×
(
〈α,L1, R̃‖|Ĥ0|α′, L2,0〉G<

α′,L2;α,L1
(k, t; k′, t′)

−G<
α,L1;α′,L2

(k, t; k′, t′)〈α′, L2,0|Ĥ0|α,L, R̃‖〉
)

×
∫

dr‖δ(r‖ − R̃‖)︸ ︷︷ ︸
1

∫
dzδ(z − L1∆)︸ ︷︷ ︸
δL1,L

+δL1,L+1

(C.52)

=
1

2A∆

∑
k

∑
L′

∑
α,α′

[
(L′ − L)∆

{
[H0]α,L;α′,L′(k)G<

α′,L′;α,L(k; t, t′)

−G<
α,L1;α′,L′(k; t, t′)[H0]α′,L′;α,L(k)

}
+ [L′ − (L+ 1)∆]

{
[H0]α,L+1;α′,L′(k)G<

α′,L′;α,L+1(k; t, t′)

−G<
α,L+1;α′,L′(k; t, t′)[H0]α′,L′;α,L(k)

}]
. (C.53)

Since only the current flow within the slab is considered, the restriction L′ ∈ {L,L + 1}
holds, and we obtain the expression

JL(t) =
1

A
∑
k

Tr
{

[H0(k)]L;L+1G
<
L+1;L(k; t, t′)−G<

L;L+1(k; t, t′)[H0(k)]L+1;L

}
, (C.54)

where the trace is over orbital indices, with the steady state form

JL =
1

~A
∑
k

∫
dE

π
Tr
{

[H0(k)]L;L+1G
<
L+1;L(k;E)−G<

L;L+1(k;E)[H0(k)]L+1;L

}
. (C.55)
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C.4.5 Multi-atom basis

Typical III-V semiconductors with important applications as opto-electronic devices, like

GaAs, are of the zinc-blende type, which means that they have the diamond structure

with a two-atom basis. For such binary materials, one principal layer consists of the two

atomic layers of the cations (c) and anions (a) that form the basis, e.g. Ga and As in the

case of GaAs. The basis states |αi, L,RL
t 〉, αi = a, c for such a structure are the localized

atomic orbitals at positions RL (anions) and RL + v, v = ∆
2

(111) (cations), with ∆ the

principal layer width (half of the width aL of the conventional cubic cell). The nearest

neighbor cations to an anion centered at R0 = (0, 0, 0) are located at

R1 = (1, 1, 1)
aL
4
, R2 = (−1, 1,−1)

aL
4
, R3 = (−1,−1, 1)

aL
4
, R4 = (1,−1,−1)

aL
4
.

(C.56)

Fig. C.1 shows a projection of the zinc-blende lattice on the (001) direction, with the

corresponding intra- and interlayer couplings and on-site energies. The associated kinetic

Figure C.1: Projection of the zinc-blende lattice on the (001) direction. Ea,c are the

on-site energies, while U and V denote the intra- and inter-layer couplings elements.

term of the nearest neighbor TB-Hamiltonian for the noninteracting system reads

HTB =



. . . . . . . . .

Vca Ec Uca
Uac Ea Vac

Vca Ec Uca
Uac Ea Vac

. . . . . . . . .


, (C.57)
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where all the elements are b × b-matrices, with b the number of orbitals per atom, corre-

sponding to half of the total number of bands. To obtain the solvable Hamiltonian H0,

the electrostatic potential U has to be added to the diagonal elements. In terms of layers,

the Hamiltonian can be written as

H0 =



. . . . . . . . .

−tL−1L−2 DL−1 + UL−11b −tL−1L

−tLL−1 DL + UL1b −tLL+1

−tL+1L DL+1 + UL+11b −tL+1L+2

. . . . . . . . .

 ,

(C.58)

where the intra-layer elements D and the inter-layer couplings t are given by

DL =

(
Ea(L) Uca(L)

Uac(L) Ea(L)

)
, tLL+1 =

(
0 0

−Vac(L) 0

)
, tLL−1 =

(
0 −Vca(L)

0 0

)
. (C.59)

The Hamiltonian being Hermitean, Uca = U †ac and Vca = V †ac.

C.5 Single-band model

In the simplest single band nearest-neighbor coupling model, only one s-orbital per lattice

site is assumed, i.e. b = 1, and dm = ∆ is the lattice spacing. In the case of binary

compounds, the two different atomic contributions of cations and anions are lumped into

one single orbital. With the phase factors given by the locations of nearest neighbors,

which for the fcc-lattice are

R1−4 = (±1,±1, 0)
aL
2
, R5−8 = (0,±1,±1)

aL
2
, R9−12 = (±1, 0,±1)

aL
2
, (C.60)

and Vss denoting the overlap integral between neighboring orbitals, the TB-matrix in (C.8)

becomes the scalar function

H(k) =εs +
12∑
i=1

Vsse
ik·Ri = εs + 4Vssg0(k) (C.61)

g0(k) = cos(kx
aL
2

) cos(kz
aL
2

) + cos(kx
aL
2

) cos(ky
aL
2

) + cos(ky
aL
2

) cos(kz
aL
2

).

(C.62)



C.5. Single-band model 171

Since for both transport and direct optical transitions the vicinity of the transverse band

extrema at k‖ = 0 is most important, the dispersion is expanded around that point,

H(k‖, kz) ≈H(0, kz) +
1

2

(
∂2

∂k2
x

H(k)
∣∣
k‖=0

k2
x +

∂2

∂k2
y

H(k)
∣∣
k‖=0

k2
y

)
(C.63)

≈4Vssg0(0, kz) + εs +
~2k2

‖

2m∗‖(kz)
, (C.64)

where the definition of the effective mass and the assumption of isotropy of the transverse

dispersion were used. The relation between tight-binding parameters and effective mass

theory is found from the expression for longitudinal effective mass,

m∗z = ~2

[
∂2E

∂k2
z

]−1 ∣∣
k=0

=
~2

2a2
L

1

Vss
⇒ Vss = − ~2

2m∗za
2
L

. (C.65)

The corresponding value for the on-site energy is obtained from the normalization E(0) =

0, which yields εs = −12Vss. The first term in (C.64) thus becomes

H(0, kz) = 8Vss

[
cos(kz

aL
2

)− 1
]
. (C.66)

Defining the hopping element t ≡ −4Vss = ~2

2m∗z∆2 with the computational layer width

∆ ≡ aL
2

, the quasi-1D effective Hamiltonian with isotropic, parabolic transverse dispersion

yields the band structure

ε(k‖, kz) = −2t [cos(kz∆)− 1] +
~2k2

‖

2m∗‖
(C.67)

= D(k‖)− 2t cos(kz∆) (C.68)

where D(k‖) = 2t +
~2k2
‖

2m∗‖
. We thus recover the dispersion of the single orbital quasi-one-

dimensional chain.

C.5.1 Boundary self energies

The general form of the boundary self-energy for tight-binding models is derived in App.

D and reads, e.g. for the left contact

ΣRB
1;1 = −t1;0

(
U−Λ−1

z U−1
−
)−1

, (C.69)

where t1;0 is the hopping element between device and contact, U− contains the left-

propagating Bloch states of the contact and Λz the corresponding propagation factors.
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In the case of the single orbital model, all these quantities are scalars, and the boundary

self-energy simplifies to

ΣRB
1;1 = −t1;0e

ikLz ∆. (C.70)

with the longitudinal wave vector determined from the dispersion relation (C.68),

kLz (k‖;E) =
1

∆
arccos

(
D1;1(k‖)− E

2t0;1

)
. (C.71)

This is identical to the self-energy of a semi-infinite quasi-one-dimensional tight-binding

chain, which is often used as a simple model for an ideal electrode with finite band-width.

The self energy can be written as

ΣRB
1;1 (k‖;E) ≡ ∆(k‖;E)− i

2
Γ(k‖;E) (C.72)

where

∆(k‖;E) = −t1;0 cos
[
kLz (k‖;E)∆

]
(C.73)

≡ −t1;0e
−|={arccos[(D1;1(k‖)−E)/(|2t0;1|∆)]}|∆ cos

(
<{arccos

[
(D1;1(k‖)− E)/(|2t0;1|∆)

]
}
)

(C.74)

is the level renormalization and

Γ(k‖;E) = 2t1;0 sin
[
kLz (k‖;E)∆

]
(C.75)

≡ 2t1;0e
−|={arccos[(D1;1(k‖)−E)/(|2t0;1|∆)]}|∆ sin

(
<{arccos

[
(D1;1(k‖)− E)/(|2t0;1|∆)

]
}
)

(C.76)

is the rate of carrier escape into the contact. Fig. C.2 shows the dependence on energy of

the two parts, normalized by the band-width |2t| and at k‖ = 0.

Due to the isotropic dispersion relation for transverse momentum, the summation over

transverse momentum can be approximated by a one dimensional integration up to some

cutoff, ∑
k

≈ A
(2π)2

∫
BZ⊥

d2k =
A
2π

∫
dkk ≈ A

2π

∑
k

k∆k, (C.77)

where A is the device cross section, BZ⊥ is the projected Brillouin zone and k = |k| is

the absolute value of the transverse momentum.

C.5.2 Single orbital two-band model

To describe transport and optical transitions within the same theoretical framework, both

electrons and holes have to be represented by the microscopic theory. The single orbital
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Figure C.2: Level renormalization ∆

and escape rate Γ for the contact self-

-energy in the single orbital tight binding

model.

Figure C.3: Two-band dispersion re-

lation for a model made of two single

orbital tight binding components. The

hole-branch corresponds to heavy holes.

model derived above also applies to the description of holes in the valence band, if the

electronic effective mass is replaced by a corresponding negative value, both in the longitu-

dinal and transverse direction. In the following, the zero of energy is placed at the valence

band maximum, and the on-site energy of the electrons is shifted upwards in energy by

the value Eg of the band gap. Fig. C.3 shows the longitudinal single-orbital two-band

dispersion for GaAs: while the parameters are chosen to reproduce the effective mass at

the Γ-point, the deviation from the physical gap is considerable near the boundary of the

Brillouin zone. To improve this behaviour, more orbitals need to be included.

C.6 Diatomic two-band model

Multiband tight-binding models are obtained by placing multiple orbitals on the same

atomic site or by choosing a multi-atom basis for the unit cell. The simplest multiband

tight-binding model to approximate the conduction and valence band structure of direct

semiconductors like e.g. GaAs is the diatomic model with a two-atom basis. In this model,

a two-band dispersion is produced by placing an s-type orbital on the cation (Ga) and

a pz-type orbital on the anion (As). The tight-binding parameters which determine the

dispersion relation in the (001) direction are the onsite-energies and hopping parameters

displayed in table C.6. For further simplification, the transverse band structure is replaced

by the parabolic approximation in a similar way as for the single-band model, replacing the
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Es cation on-site energy

Ep anion on-site energy

Vs inter-layer coupling of s-orbitals

Vp inter-layer coupling of p-orbitals

Vsp = −Vps inter-orbital coupling

electronic effective mass by the corresponding hole effective mass in the case of the valence

band and performing the integration over transverse momentum using the isotropic one

dimensional approximation of Eq. (C.77). What remains in the direction of propagation

is a spz model with k = 0, which is equivalent to a linear chain of atoms, with the cation

layers at z = LaL/2 and the anion layers at z = (LaL/2 + aL/4), where L ∈ N labels the

monolayer of thickness ∆ = aL/2, with aL the lattice constant of the binary compound,

i.e. 5.65 Å in the case of GaAs. In terms of the parameters in table C.6, the elements of

the TB-Hamiltonian (C.58), including parabolic transverse energy, are given by

DL ≡HLL =

(
Es + ~k2

2m∗el
−Vsp

−Vsp Ep − ~k2

2m∗hl

)
, (C.78)

tLL+1 ≡−HLL+1 =

(
−Vp 0

−Vsp −Vs

)
, tLL−1 ≡ −HLL−1 =

(
−Vp −Vsp

0 −Vs

)
. (C.79)

where m∗el/hl is the effective electron and hole mass, respectively. Via Eq. (C.8), this yields

the bulk Hamiltonian

H(k, kz) =

(
Es + 2Vs cos(kz

aL
2

) + ~k2

2m∗el
2iVsp sin(kz

aL
4

)

−2iVsp sin(kz
aL
4

) Ep + 2Vp cos(kz
aL
2

)− ~k2

2m∗hl

)
. (C.80)

which for k = 0 gives rise to the dispersion relation

det[H(kz)− E] = 0 ⇒ ECb,V b(kz) =
1

2

[
Ep + Es + 2(Vp + Vs) cos

(
kz
aL
2

)
(C.81)

±
√(

Ep − Es + 2(Vp − Vs) cos
(
kz
aL
2

))2

+ 16V 2
sp sin2

(
kz
aL
4

)]
,

(C.82)

For the GaAs TB-parameters, the two bands shown in Fig. C.4 are produced.

To fit a specific band structure, the measured effective masses for electrons and heavy

holes at the Γ-point and the electronic X-point mass are used together with the band gap

Eg and some arbitrary zero-energy reference level, which is chosen at the valence band
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Figure C.4: Dispersion of the 2-band model with parameters adjusted to fit the effective

masses of GaAs and Al0.3Ga0.7As at the Γ-point.

edge. The band gap is given in terms of the TB-parameters as

Eg = |Ep − Es + 2(Vp − Vs)|, (C.83)

and the effective mass m∗z is obtained from the longitudinal dispersion relation, as m∗z =

~2

m0

[
∂2Ez
∂k2
z

]−1

, with Ez resulting from the secular equation det[H0(kz) − Ez)] = 0, where

H0(kz) = H(k)− ~2k‖
2m∗‖

. From Eq. (C.82), one finds the relation between the effective mass

and the tight-binding parameters,

m∗Γel,z =
~2

m0

a2

4

[
−(Vp + Vs) +

−(Ep − Es + 2(Vp − Vs))(Vp − Vs) + 2V 2
sp

|Ep − Es + 2(Vp − Vs)|

]−1

, (C.84)

m∗Xel,z =
~2

m0

a2

4

(Vp + Vs) +
(Ep − Es − 2(Vp − Vs))(Vp − Vs)− 2V 2

sp√
(Ep − Es − 2(Vp − Vs))2 + 16V 2

sp

−1

, (C.85)

m∗Γhl,z =
~2

m0

a2

4

[
−(Vp + Vs) +

(Ep − Es + 2(Vp − Vs))(Vp − Vs)− 2V 2
sp

|Ep − Es + 2(Vp − Vs)|

]−1

. (C.86)

To obtain the optical matrix elements from the standard Hellman-Feynman theorem (Eq.

(C.24)) in the case of longitudinal polarization is straightforward:

pα,L;α′,L′(k‖) =
m0

i~
[(L′ − L)∆ + vα

′

z − vαz ]Hα,L;α′,L′(k‖). (C.87)

For transverse polarization, the transverse Hamiltonian H(k‖) for free carriers needs to be

replaced by a more realistic term that reproduces the right k‖-dependence. One possibility
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would be to take the spz-elements as derived from a sp3s∗ model (see below), which

provides the correct transverse band structure. A simpler approach is to assume the

same band structure in the transverse direction as along the growth axis (except for the

additional homogeneity in composition), which means that the same spz-model is used for

the transverse Hamiltonian. In contrast to the previous case of z-polarized light, there is

no direct light induced modification of the inter-plane coupling, and the summation over

the transverse atomic positions leads to the optical element for bulk:

p
‖
α,L;α′,L′(k‖) =

1

N

∑
R‖,R

′
‖

eik‖(R
′
‖−R‖)〈α,L,R‖|p‖|α′, L′,R′‖〉 (C.88)

=
1

N

∑
R‖,R

′
‖

eik‖(R
′
‖−R‖)m0

i~
(R′‖ −R‖)〈α,L,R‖|H0|α′, L′,R′‖〉 (C.89)

=
1

N

N∑
k=1

m0

i~
aL
4

[
eik‖

aL
4 〈α,L,Rk

‖|H0|α′, L′,Rk
‖ +

aL
4
〉 (C.90)

− e−ik‖
aL
4 〈α,L,Rk

‖|H0|α′, L,Rk
‖ −

aL
4
〉
]
, (C.91)

Since only nearest-neighbor elements of the TB-Hamiltonian are nonzero, the (R′‖ −R‖)-

factor confines the elements to a single layer; for the POB TB-elements of the 2-band

model, although only one orbital per atom is assumed, the diagonal element will be an

effective one including the contributions of the only nonzero elements Vsp. With

〈α,L,Rk
‖|H0|α′, L′,Rk

‖ +
aL
4
〉 = 〈α,L,Rk

‖|H0|α′, L′,Rk
‖ −

aL
4
〉 (C.92)

and

〈α,L,Rk
‖|H0|α′, L′,Rk

‖ +
aL
4
〉 = −〈α,L,Rk

‖ +
aL
4
|H0|α′, L′,Rk

‖〉, (C.93)

which yields the momentum matrix elements

p
‖
α,L;α′,L′(k‖) = δL,L′(−1)δα,a

im0

2~
aLVsp cos

(
k‖
aL
4

)
. (C.94)

C.7 Spinless sp3s∗ model

To reproduce the band structure of semiconductors like GaAs or Si with reasonable ac-

curacy, Vogl et al. [236] introduced the sp3s∗ empirical tight-binding model, which in

addition to the sp3 basis required for the valence bands uses an excited s∗ orbital to im-

prove the fit of the conduction bands. The basis functions are the corresponding Löwdin

orbitals, i.e. the symmetrically orthogonalized atomic orbitals

|α, b,k〉 =
1√
N

∑
j,b

eik·(Rj+vb)|α, b,Rj〉, (C.95)
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where α ∈ {s, px, py, pz, s∗} labels the atomic like orbitals on the anion (b = a) or the

cation (b = c) at position Rj + vb, with vb = δb,c
aL
4

(1, 1, 1), and the N wave vectors

k = 2π
aL

(u1, u2, u3) with u1 + u2 + u3 ≤ 3
2

lie in the first Brillouin zone (fcc-lattice in real

space, bcc-lattice in reciprocal space).

In this basis, the Schrödinger equation for the Bloch functions |n,k〉

(Ĥ − εn(k))|n,k〉 = 0, (C.96)

where n is the band index, is written∑
β

{
〈α, b,k|Ĥ|β, b′,k〉 − εn(k)δα,βδb,b′

}
〈β, b′,k|n,k〉 = 0. (C.97)

Expanding the Bloch functions in the tight-binding basis (C.95)

|n,k〉 =
∑
α,b

|α, b,k〉|〈α, b,k|n,k〉 ≡
∑
α,b

Cn
α,b(k)|α, b,k〉, (C.98)

the eigenequation (C.96) becomes∑
β

[Hα,b;β,b′(k)− εn(k)δα,βδb,b′ ]C
n
α,b′(k) = 0, (C.99)

with Cn
α,b′(k) the elements of the eigenvectors corresponding to the eigenvalues εn(k)

containing the dispersion. The bulk band structure is thus obtained by diagonalizing

Hα,b;β,b′(k), which is given in Tab. C.2.

The geometrical phase factors are given by

g0(k) = cos(kxaL/4) cos(kyaL/4) cos(kzaL/4)− i sin(kxaL/4) sin(kyaL/4) sin(kzaL/4)

(C.100)

g1(k) =− cos(kxaL/4) sin(kyaL/4) sin(kzaL/4) + i sin(kxaL/4) cos(kyaL/4) cos(kzaL/4),

(C.101)

g2(k) =− sin(kxaL/4) cos(kyaL/4) sin(kzaL/4) + i cos(kxaL/4) sin(kyaL/4) cos(kzaL/4),

(C.102)

g3(k) =− sin(kxaL/4) sin(kyaL/4) cos(kzaL/4) + i cos(kxaL/4) cos(kyaL/4) sin(kzaL/4).

(C.103)

Fig. C.5 shows the complex band structure, the transmission coefficient and the density of

states for flat-band bulk GaAs and Al0.3Ga0.7As using the parameters of Vogl et al., given

in Tab. C.3and the virtual crystal approximation.
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Figure C.5: Band structure, transmission and density of states for flat-band bulk GaAs

and Al0.3Ga0.7As as obtained from the sp3s∗ model using the parameters in Tab. C.3.

Table C.3: Orbital matrix elements of the sp3s∗ Hamiltonian for GaAs and AlAs.

Compound Esa Epa Esc Es∗a Es∗c Vss

GaAs -8.3431 1.0414 -2.6569 3.6686 8.5914 6.7386 -6.4513

AlAs -7.5273 0.9833 -1.1627 3.5867 7.4833 6.7267 -6.6642

Compound Vxx Vxy Vsapc Vs∗apc Vpas∗c Vs∗s∗

GaAs 1.9546 5.0779 4.4800 5.7839 4.8422 4.8077 0.0000

AlAs 1.8780 4.2919 5.1106 5.4965 4.5216 4.9950 0.0000
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Planar orbital Hamiltonian for sp3s∗ basis

Labelling the atomic planes by j, the elements of the POB Hamiltonian given in Eq.

(C.15) can be written as

〈αbjk‖|Ĥ|α′b′j′k‖〉 =
1

LBZ

∫
dkze

ikz(j−j′)aL
4 〈αbk|Ĥ|α′b′k〉, (C.104)

where the k-dependence of the bulk Hamiltonian is contained in the phase-factors (C.103).

Longitudinal integration of these phase factors,

g̃n,jj′(k‖) ≡
1

LBZ

∫
dkze

ikz(j−j′)aL
4 gn(k), n = 0, 1, 2, 3, (C.105)

yields the new expressions

g̃0,jj′(k‖) = δj+1,j′c+ + δj−1,j′c−, (C.106)

g̃1,jj′(k‖) = δj+1,j′is+ + δj−1,j′is−, (C.107)

g̃2,jj′(k‖) = δj+1,j′is+ − δj−1,j′is−, (C.108)

g̃3,jj′(k‖) = δj+1,j′c+ − δj−1,j′c−, (C.109)

where

c± ≡
1

2
cos k‖ · d±, s± ≡

1

2
sin k‖ · d±, d± = (1,±1)

aL
4
. (C.110)

For instance, if j labels the anion layer, one finds the matrix element

〈sajk‖|Ĥ|pzcj′k‖〉 = Vsapcg̃3,ij′(k‖) = Vsapc(δj+1,j′c+ − δj−1,j′c−). (C.111)

The elements of the block-diagonal POB-Hamiltonian (C.57) follow as

Eb =


Esb

Epb
Epb

Epb
Es∗b

 , b = c, a, (C.112)

Uac =


Vssc− iVsapcs− −iVsapcs− −Vsapcc− 0

−iVpascs− Vxxc− −Vxyc− −iVxys− −iVpas∗cs−
iVpascs− −Vxyc− Vxxc− iVxys− iVpas∗cs−
Vpascc− −iVxys− iVxys− Vxxc− Vpas∗cc−

0 iVs∗apcs− −iVs∗apcs− −Vs∗apcc− Vs∗s∗c−

 , (C.113)

Vac =


Vssc+ iVsapcs+ iVsapcs+ Vsapcc+ 0

−iVpascs+ Vxxc+ Vxyc+ iVxys+ −iVpas∗cs+

−iVpascs+ Vxyc+ Vxxc+ iVxys+ −iVpas∗cs+

−Vpascc+ iVxys+ iVxys+ Vxxc+ −Vpas∗cc+

0 iVs∗apcs+ iVs∗apcs+ Vs∗apcc+ Vs∗s∗c+

 , (C.114)
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and Uca = U †ac, Vca = V †ac.

Optical transitions

Fig. C.6 shows the squared optical matrix elements |pnm(k)|2 for bulk GaAs and x-

polarization. For the POB-representation of the optical elements, the objects in (C.24) are

required. Since the whole k-dependence is contained in the phase-factors, both derivative

and longitudinal momentum integration affect only those.

For transverse polarization (→ interband transitions), the derivative is only with respect

to k‖, such that the integration is not modified. The derivative can thus be considered by

replacing

c± → −s±d±, s± → c±d± (C.115)

in the expressions for Uac and Vac.

In the case of z-polarized light, the derivative with respect to kz leads to the replacement

g̃0 → i
aL
4
g̃3, g̃1 → i

aL
4
g̃2, g̃2 → i

aL
4
g̃1, g̃3 → i

aL
4
g̃0 (C.116)

in the POB-Hamiltonian. In this case the result may be obtained via partial integration,

which yields

pα,L;α′,L′(k‖) =
m0

i~
[(L′ − L)∆ + vα

′

z − vαz ]Hα,L;α′,L′(k‖). (C.117)
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Figure C.6: Bulk band structure for the sp3s∗ model (left). Corresponding optical tran-

sition matrix elements .





Appendix D

Boundary self-energies for multiband

models

To properly model the effect of semi-infinite bulk at the lead-device interface, the interface

Green’s function hast to be linked to the propagating and evanescent states in the leads.

The total electron wave function can be expressed in terms of the Bloch sum of the anion

(a) and cation (c) states as a linear combination of planar orbitals |α,L,k〉 defined in

(3.165) [238, 213],

|Ψ(k, kz)〉 =
∑
α,L

Cα,L(k, kz)|α,L,k〉 (D.1)

=
∑
α

Cα(k, kz)|α, kz〉, (D.2)

|α, kz〉 =
1√
N

∑
L

eikzL|α,L,k〉. (D.3)

In the planar orbital equation, projecting onto the atomic orbitals α′ located at layer L,

the Schrödinger equation for the Bloch function becomes∑
α

〈α′, L,k| ˆ̄H|α, kz〉 = 0, (D.4)

〈α′, L,k| ˆ̄H|α, kz〉 ≡ 〈α′, L,k|Ĥ|α, kz〉 − E〈α′, L,k|α, kz〉. (D.5)

For a tight-binding Hamiltonian coupling m neighboring layers, which is of the form

H̄(k, kz) =
m∑

σ=−m

H̄σ(k)eiσkz∆, (D.6)

where H̄σ(k) represents a matrix which couples a given layer to the σth neighboring layer

and ∆ is the layer spacing, and defining

Cσ
α ≡ eiσkz∆Cα, σ = −m, ..,m, (D.7)

183
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Eq. (D.5) can be written as

m−1∑
σ=−m

H̄σCσ + H̄meikz∆Cm−1 = 0, (D.8)

where it was used that Cm = eikz∆Cm−1.

For a nearest neighbor Hamiltonian (m = 1), the projected Schrödinger equation is recast

into

H̄σ−1Cσ−1 + H̄σCσ + H̄σ+1Cσ+1 = 0, (D.9)

which, using Cσ±1 = e±ikz∆Cσ, can be written as

H̄σ−1e−ikz∆Cσ + H̄σCσ + H̄σ+1eikz∆Cσ = 0. (D.10)

This equation can then be transformed into an eigenequation for the propagation factors

λ = eikz∆ and the lead Bloch states in local orbital basis:

TCL = λCL ≡ CL+1 (D.11)

where CL =

(
Ca
Cc

)
and T = TcTa, where Ta and Tc are the atomic layer transfer matrices

defined as

Tb =

− [H(b)
l,l−1

]−1 [
H

(b)
l,l

]
−
[
H

(b)
l,l−1

]−1 [
H

(b)
l,l+1

]
1 0

 , (b = a, c) (D.12)

with the matrix elements given by (l denotes the atomic layer)

H
(b)
l,l−1,α,α′ = 〈α, l,k|H|α′, l − 1,k〉, (D.13)

H
(b)
l,l,α,α′ = 〈α, l,k|H|α′, l,k〉 − Eδα,α′ , (D.14)

H
(b)
l,l+1,α,α′ = 〈α, l,k|H|α′, l + 1,k〉. (D.15)

The eigenstates χ and eigenvalues λ = eikz∆ of Eq. (D.11) correspond to the bulk modes

propagating (real kz) or decaying (complex kz) to the left (={kz} < 0) and to the right

(={kz} > 0), respectively. For an Nb-band model with a two atom basis, there are Nb/2

states χν propagating or decaying to the right (ν = +) and to the left (ν = −), respectively.

At a given layer L, the components for left- and right travelling waves can be written as

[248]

CL± = U±C±, (D.16)

where Cν is a vector containing the expansion coefficients, and

U+ =

(
χ

(a)1
+ . . . χ

(a)Nb/2
+ 0

0 χ
(c)1
+ . . . χ

(c)Nb/2
+

)
. (D.17)
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The corresponding expression for the adjacent layer L+ 1 is

CL+1± = U±Λ±1
z C±, (D.18)

with the propagation matrix

Λz =



ek
1
z∆ 0

. . . 0

0 eik
Nb/2
z ∆

ek
1
z∆ 0

0
. . .

0 eik
Nb/2
z ∆


(D.19)

The relation between the two layers follows as

C(L+1)± = F±CL± (D.20)

with

F± = U±Λ±1
z U−1

± . (D.21)

Relation (D.20) can be used to derive the left-coupling retarded Green’s function glR at

the right boundary lz = 1 of the uncoupled semi infinite left lead, i.e. for the case where

all the couplings to the right are set to zero. The equation

[(E + iη)1−H0] glR = 1 (D.22)

yields for the boundary element

[(E + iη)1−D1] glR1;−1 − t1;1g
lR
0;1 = 0. (D.23)

Eq. (D.20) provides the relation

glR0;1 = F−1
− glR1;1, (D.24)

which determines the left boundary lead Green’s function in terms of the bulk modes as

glR1;1 = [E1−D1 − t1;0F
−1
− ]−1 (D.25)

≡ [E1−D1 − ΣRB
1;1 ]−1, (D.26)

and providing thus an expression for the (left) retarded boundary self energy,

ΣRB
1;1 = −t1;0

(
U−Λ−1

z U−1
−
)−1

. (D.27)
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The corresponding expression at the right boundary is

ΣRB
N ;N = −tN ;N+1U+ΛzU

−1
+ . (D.28)

To evaluate the Keldysh equation (3.178) for the correlation functions G≶, the boundary

terms Σ≶B have to be determined. Under the assumption that the carriers in the contacts

have an equilibrium Fermi distribution characterized by a chemical potential µL,R, the

fluctuation-dissipation theorem for the scattering functions yields

Σ<B
i;i =ifµiΓ

B
i , Σ>B

i;i = −i[1− fµi ]ΓB1 , (D.29)

ΓBi =i[ΣRB
i,i − (ΣRB)†i,i], (D.30)

i =1, N , µ1 ≡ µL, µN ≡ µR, (D.31)

where ΓB denotes the broadening function of the contact, i.e. it quantifies the level

broadening in the open system due to the connection to the reservoir.



Appendix E

Interaction self-energies

E.1 Introduction

In this appendix, the perturbative derivation of the interaction self-energies entering the

Dyson’s equations for the Green’s functions is illustrated on the example of the generic

interaction beween fermionic and bosonic degree’s of freedom applying to both carrier-

photon and carrier-phonon interaction, with restriction to single particle operators for

both types of particles and equilibrium averages in the case of the bosons.

E.2 Diagrammatic perturbation expansion

The interaction self-energies as defined by the Dyson equation (3.51) can be evaluated

from the perturbation expansion of the nonequilibrium statistical average defining the

interacting NEGF using either Wick’s theorem or Feynman diagrams. In the first case, the

(contour ordered) self energy Σ is derived from a perturbation expansion of the exponential

in the definition of the contour ordered Green’s function as the nonequilibrium expectation

value of single-carrier operators,

Gα,L;α′,L′(k; t, t′) ≡ − i
~
〈T̂C

{
e−

i
~
R
C dsH

′(s)cα,L,k(t)c†α′,L′,k(t′)
}
〉 (E.1)

which has the form of a Dyson equation. The diagrammatic version of the Dysons equation

is shown in Fig. E.2.

In order to obtain the self-energies in the planar orbital basis, the Dyson equation is

187
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rewritten as1

GL;L′(k; t, t′) = G0
L;L′(k; t, t′)+

∫
C

ds

∫
C

ds′
∑
L1

∑
L2

[
G0
L;L1

(k; t, s)ΣL1;L2(k; s, s′)G0
L2;L′(k; s′, t′)

]
,

(E.2)

where G, G0 and Σ correspond to the contour-ordered full and bare electron Green’s func-

tions and self-energy, respectively, with G0 describing the unperturbed, solvable system.

The real time self-energies Σ≶,R,A are then obtained by the Langreth relations.

�
=

�
+

�
Σ

Figure E.1: Diagrammatic Dyson equation for carrier Green’s function.

E.3 Interactions of carriers with phonons and pho-

tons

The Hamiltonian for the interaction of carriers with bosons, e.g. phonons or photons, is

of the form (in planar orbital basis)

Ĥcb(t) =
∑
L,L′

∑
α,α′

∑
k,q

Mα,L;α′,L′(k,q)ĉ†α,L,k(t)ĉα′,L′,k−q‖(t)[b̂q(t) + b̂†−q(t)], (E.3)

where b̂†−q, b̂q are bosonic creation and annihilation operators, and the coupling element

between fermions and bosons is contained in M(k,q)2. The contour ordered self energy

is derived inserting the above Hamiltonian into the perturbation expansion (E.1), i.e.

Ĥ ′(s) = Ĥcb(s). The first order contribution vanishes as it is proportional to 〈b̂〉 = 0 or

〈̂b†〉 = 0. For the second order contribution, one finds

G
(2)
α,L;α′,L′(k, t, t

′) =

(
−i
~

)3

〈T̂C
∫
C

ds

∫
C

ds′Ĥcb(s)Ĥcb(s
′)ĉα,L,k(t)ĉ†α′,L′,k(t′)〉

=〈T̂C
∫
C

ds

∫
C

ds′
∑

L1,...,L4

∑
α1,...,α4

∑
k′,k′′

∑
q,q′

Mα1,L1;α2,L2(k′,q)
{
b̂q(s) + b̂†−q(s)

}
× ĉ†α1,L1,k′

(s)ĉα2,L2,k′−q‖(s)Mα3,L3;α4,L4(k′′,q′)
{
b̂q′(s

′) + b̂†−q′(s
′)
}

× c†α3,L3,k′′
(s′)ĉα4,L4,k′′−q′‖

(s′)ĉα,L,k(t)ĉ†α′,L′,k(t′)〉. (E.4)

1The orbital indices are supressed, assuming the usual block matrix notation
2Note that k is a 2D vector, while q is a 3D-vector.
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Applying Wick’s theorem, the average factorizes into(
−i
~

)3 ∫
C

ds

∫
C

ds′
∑

L1,...,L4

∑
α1,...,α4

∑
k′,k′′

∑
q,q′

[
〈T̂C ĉα,L,k(t)ĉ†α1,L1,k′

(s)〉

×Mα1,L1;α2,L2(k′,q)〈T̂C [b̂q(s) + b̂†−q(s)][b̂q′(s
′) + b̂†−q′(s

′)]〉(−1)〈T̂C ĉα4,L4,k′′−q′‖
(s′)ĉ†α3,L3,k′′

(s′)〉

×Mα3,L3;α4,L4(k′′,q′)〈T̂C ĉα2,L2,k′−q‖(s)ĉ
†
α′,L′,k(t′)〉〉

+ 〈T̂C ĉα,L,k(t)ĉ†α1,L1,k′
(s)Mα1,L1;α2,L2(k′,q)〈T̂C ĉα2,L2,k′−q‖(s)ĉ

†
α3,L3,k′′

(s′)〉

× 〈T̂C [b̂q(s) + b̂†−q(s)][b̂q′(s
′) + b̂†−q′(s

′)]〉Mα3,L3;α4,L4(k′′,q′)〈T̂C ĉα4,L4,k′′−q′‖
(s′)ĉ†α′,L′,k(t′)〉

]
=

∫
C

ds

∫
C

ds′
∑

L1,...,L4

∑
α1,...,α4

∑
k′,k′′

∑
q,q′

[
− δk,k′G0

α,L;α1,L1
(k; t, s)Mα1,L1;α2,L2(k′,q)

× δq′‖,0G
0
α4,L4;α3,L3

(k′′; s′, s′)δq,−q′D
0(q; s, s′)Mα3,L3;α4,L4(k′′,q′)δk,k′−q‖G

0
α2,L2;α′,L′(k; s, t′)

+ δk,k′G
0
α,L;α1,L1

(k; t, s)Mα1,L1;α2,L2(k′,q)δk′′,k′−q‖G
0
α2,L2;α3,L3

(k′′; s, s′)δq,−q′D
0(q; s, s′)

×Mα3,L3;α4,L4(k′′,q′)δk,k′′−q′‖
G0
α4,L4;α′,L′(k; s′, t′)

]
, (E.5)

where the definition of the bare fermionic and bosonic contour ordered Green’s functions

G0 and D0 were used, which in terms of diagrams are shown in Fig. E.2, together with

the interaction vertex M 3 .

i~GL;L′(k; τ, τ ′) ≡ 〈TC{cL,k(τ)c†L′,k(τ ′)}〉 = �
i~G0

L;L′(k; τ, τ ′) = �
i~D0(q; τ, τ ′) ≡ 〈TC{[a†−q(τ) + aq(τ)][a†−q(τ ′) + aq(τ ′)]}〉 = �

M(k,q) = �

Figure E.2: Definition of Green’s functions in terms of non-equilibrium expectation values

of single particle operators an Feynman the equivalent Feynman diagrams.

The diagrammatic perturbation expansion of the full Green’s fucntion in the case of carrier-

phonon/photon interaction is given in Fig. E.3.

3Unlike the electrons, phonons and photons are assumed to remain in equilibrium even in the case
of interaction with electrons. Within the Born-Oppenheimer approximation, it would be natural to first
study the influence of the bare electron states and then calculate the effects on the electrons of the
renormalized phonon states. However, considering phonon renormalization is beyond the scope of this
investigation. We will therefore only use the bare phonon/photon Green’s function (propagator).
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� = � +� +

�
+� +�
+

�
+

�
+ ...

Figure E.3: Diagrammatic perturbation expansion of the full carrier Green’s function

Diagrammatically, the self-energy is obtained as the sum of irreducible diagrams without

externals lines, as shown in Fig. E.4. For practical applications, the infinite sum has

�Σ = � +� +�
+ � +� + ...

Figure E.4: Irreducible self energy diagrams

to be approximated. The first Born approximation to the perturbation expansion just

neglects all higher order contributions. Including higher order terms into dressed first order

diagrams corresponds to replacing the bare with the full Green’s function, as shown in Fig.

E.3, therefore leading to a self-consistent solution, as the Green’s function both follows
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ΣH
SCBA =

�
, ΣF

SCBA =�
Figure E.5: Hartree- and Fock diagramms of the self-consistent Born approximation to

the interaction self-energy.

from and determines the self-energy. This approximation is called the self-consistent Born

approximation (SCBA). The self-energy diagrams to lowest order in the interaction vertex

are the Hatree- and Fock diagrams. The corresponding SCBA-diagrams are shown in

Fig. E.3. Using Wick’s theorem, the two nonvanishing contributions of lowest order are

obtained by comparison, recalling the formal definition of the self energy in the Dyson

equation,

G
(2)
α,L;α′,L′(k; t, t′) =

∫
C

ds

∫
C

ds′
∑

L1,...,L4

∑
α1,...,α4

[
−
∑
k,qz

G0
α,L;α1,L1

(k; t, s)Mα1,L1;α2,L2(k, qz)

× i~D0(qz; s, s
′)G<0

α4,L4;α3,L3
(k; s′, s′)Mα3,L3;α4,L4(k,−qz)G0

α2,L2;α′,L′(k; s, t′)

+
∑
q

G0
α,L;α1,L1

(k; t, s)Mα1,L1;α2,L2(k,q)G0
α2,L2;α3,L3

(k− q‖; s, s
′)

× i~D0(q; s, s′)Mα3,L3;α4,L4(k− q‖,−q)G0
α4,L4;α′,L′(k; s′, t′)

]
(E.6)

≡
∫
C

ds
∑
L1

∑
L2

∑
α1,α2

G0
α,L;α1,L1

(k; t, s)ΣH
α1,L1;α2,L2

(s, s)G0
α2,L2;α′,L′(k; s, t′)

+

∫
C

ds

∫
C

ds′
∑
L1

∑
L2

∑
α1,α2

G0
α,L;α1,L1

(k; t, s)

× ΣF
α1,L1;α2,L2

(k; s, s′)G0
α2,L2;α′,L′(k; s′, t′) (E.7)

⇒ ΣH
α,L;α′,L′(t, t) =− i~

∑
k,qz

Mα,L;α′,L′(k, qz)
∑
L1,L2

∑
α1,α2

∫
C

ds′D0(qz; t, s
′)

×G<0
α1,L1;α2,L2

(k; s′, s′)Mα2,L2;α1,L1(k,−qz), (E.8)

ΣF
α,L;α′,L′(k; t, t′) = i~

∑
L1,L2

∑
α1,α2

∑
q

Mα,L;α1,L1(k,q)D0(q; t, t′)

×G0
α1,L1;α2,L2

(k− q‖; t, t
′)Mα2,L2;α′,L′(k− q‖,−q). (E.9)
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Again, in the SCBA, the bare carrier Green’s functions are replaced by the full ones,

ΣH
L;L′(t, t) = −i~

∑
k,qz

ML;L′(k, qz)

∫
C

ds′D0(qz; t, s
′)Tr {G<(k; s′, s′)M(k,−qz)} , (E.10)

ΣF
L;L′(k; t, t′) = i~

∑
L1,L2

∑
q

ML;L1(k,q)D0(q; t, t′)GL1;L2(k− q‖; t, t
′)ML2;L′(k− q‖,−q),

(E.11)

where we have used block-matrix notation. Application of the Langreth theorem yields

the real time Keldysh components

ΣH,≶
L;L′(t, t) = −i~

∑
k,qz

ML;L′(k, qz)

∫ ∞
−∞

dt′D0≶(0; t, t′) Tr {G<(k; t′, t′)M(k,−qz)} ,

(E.12)

ΣH,R
L;L′(t, t) = −i~

∑
k,qz

ML;L′(k, qz)

∫ ∞
−∞

dt′D0R(0; t, t′)Tr {G<(k; t′, t′)M(k,−qz)} ,

(E.13)

ΣF,≶
L;L′(k; t, t′) = i~

∑
L1,L2

∑
q

ML;L1(k,q)D0≶(q; t, t′)G≶
L1;L2

(k− q‖; t, t
′)ML2;L′(k− q,−q),

(E.14)

ΣF,R
L;L′(k; t, t′) = i~

∑
L1,L2

∑
q

ML,L1(k,q)
[
D0R(q; t, t′)GR

L;L′(k− q‖; t, t
′)

+D0R(q; t, t′)G<
L;L′(k− q‖; t, t

′) +D0<(q; t, t′)GR
L;L′(k− q‖; t, t

′)
]

×ML2;L′(k− q,−q), (E.15)

The Hartree term is time-independent. For steady state, where only time differences

appear, it can be written as

ΣH,R≶
L;L′ = −i~

∑
k,qz

ML;L′(k, qz)

∫ ∞
−∞

dt′D0R,≶(qz; t
′)Tr

{∫
dE ′

2π~
G<(k;E ′)M(k,−qz)

}
(E.16)

= −i~
∑
k,qz

ML;L′(k, qz)D
0R,≶(qz;E = 0)Tr

{∫
dE ′

2π~
G<(k;E ′)M(k,−qz)

}
. (E.17)
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The steady state Fourier transformation for the Fock term yields

ΣF<
L;L′(k;E) = i~

∑
q

∑
L1,L2

∫
dE ′

2π~
ML,L1(k,q)D0<(q;E ′)G<

L1;L2
(k− q‖;E − E ′)

×M †
L2,L′

(k− q,−q), (E.18)

ΣFR
L;L′(k;E) = i~

∑
q

∑
L1,L2

∫
dE ′

2π~
ML,L1(k,q)

[
D0R(q;E ′)GR

L1;L2
(k− q‖;E − E ′)

+D0R(q;E ′)G<
L1;L2

(k− q‖;E − E ′) +D0<(q;E ′)GR
L1;L2

(k− q‖;E − E ′)
]

×ML2,L′(k− q,−q), (E.19)

The equilibrium expressions for the boson propagators are

D0≶(q, t) = − i
~
[
(Nq + 1)e±iωqt +Nqe

∓iωqt
]
, (E.20)

D0R,A(q, t) = ∓2

~
θ(±t) sin(ωqt). (E.21)

Fourier-transforming to energy-dependent quantities yields

D0≶(q, E) = −2πi [Nqδ(E ∓ ~ωq) + (Nq + 1)δ(E ± ~ωq)] , (E.22)

D0R,A(q, E) =
1

E − ~ωq ± iη
− 1

E + ~ωq ± iη
, (E.23)

and, especially,

D0≶(q, E = 0) = 0, D0R,A(q, E = 0) = − 2

~ωq

. (E.24)

Inserting Eq. (E.23) for the free boson propagator, and applying the Cauchy principal

value theorem (Eq. (3.102)) for the energy integration, the self-energies become (in full
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matrix form)

ΣH≶ = 0, ΣHR = i~
∑
k,qz

2

~ωq=(0,qz)

ML;L′(k, qz)Tr

{∫
dE ′

2π
G<(k;E ′)M(k,−qz)

}
.

(E.25)

ΣF≶(k;E) =
∑
q

M(k,q)
[
NqG

≶(k− q‖;E ∓ ~ωq) + (Nq + 1)G≶(k− q‖;E ± ~ωq)
]

×M(k− q,−q), (E.26)

ΣFR(k;E) =
∑
q

M(k,q)
[
(Nq + 1)GR(k− q‖;E − ~ωq) +NqG

R(k− q‖;E + ~ωq)

+
1

2

(
G<(k− q‖;E − ~ωq)−G<(k− q‖;E + ~ωq)

)
+ iP

{∫
dE ′

2π

(G<(k− q‖;E − E ′)
E ′ − ~ωq

−
G<(k− q‖;E − E ′)

E ′ + ~ωq

)}]
M(k− q,−q)

(E.27)

=
∑
q

M(k,q)
[
NqG

R(k− q‖;E − ~ωq) + (Nq + 1)GR(k− q‖;E + ~ωq)

+
1

2

(
G>(k− q‖;E − ~ωq)−G>(k− q‖;E + ~ωq)

)
+ iP

{∫
dE ′

2π

(G>(k− q‖;E − E ′)
E ′ − ~ωq

−
G>(k− q‖;E − E ′)

E ′ + ~ωq

)}]
M(k− q,−q),

(E.28)

ΣFA(k;E) =
∑
q

M(k,q)
[
(Nq + 1)GA(k− q‖;E − ~ωq) +NqG

A(k− q‖;E + ~ωq)

+
1

2

(
G<(k− q‖;E + ~ωq)−G<(k− q‖;E − ~ωq)

)
+ iP

{∫
dE ′

2π

(G<(k− q‖;E − E ′)
E ′ − ~ωq

−
G<(k− q‖;E − E ′)

E ′ + ~ωq

)}]
M(k− q,−q).

(E.29)

Eq. (E.28) was written to obtain a form of the retarded self energy containing only the

retarded Green’s GR function and the hole correlation function G<, which is used to treat

the processes in the valence band, while (E.27) is used for the conduction band.
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The electrostatic problem

F.1 Introduction

QWSC are based on bipolar p-i-n-structures, where the doping difference between the

contacts produces a built-in electric field that is used to separate the different species of

photogenerated carriers. Near equilibrium, the resulting potential profile is well described

by the depletion approximation. At larger bias, this is no longer true due to significant

charge accumulation in the quantum wells located in the intrinsic region. To consider the

resulting modification of the built-in potential and electric field, which significantly affects

the shape of the local density of states and the location and width of the confinement

levels, the poisson equation has to be solved selfconsistently together with the equations

that provide the carrier densities.

F.2 Poisson’s equation for bipolar structures

At finite lattice temperature T , the density of ionized donors and acceptors is given by

NT (z) =N+
D (z)−N−A (z), (F.1)

N+
D (z) =ND(z)

{
1−

[
exp

(
εA − εF
kBT

)
+ 1

]}
, N−A (z) = NA(z)

[
exp

(
εA − εF
kBT

)
+ 1

]
,

(F.2)

where εD,A are the donor and acceptor binding energies, respectively, and the Fermi energy

is given by εF = µ−U(1) where U(1) is a correction shift due to the adjustment of the built-

in potential to ensure local charge neutrality n−p+NA−ND = 0 in the bulk contact. The

one dimensional Poisson equation for a dispersive medium with dielectric constant ε(z),

195
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carrier densities n(z), p(z), doping profile NT (z) and one dimensional Hartree potential

U(z) is given by

ε0
∂

∂z

[
ε(z)

∂

∂z
U(z)

]
= n(z)− p(z)−N(z). (F.3)

As the discretization of the system is determined by the atomic positions, a finite difference

scheme is applied. The resulting linear system is converted into a nonlinear equation

containing only the Hartree potential by writing the densities in terms of this potential

and an additional quasi-Fermi-level EFρ , ρ = n, p,, which is found via equating the carrier

densities from the NEGF to the expression for the equilibrium bulk density ρb,

n[G<] = nb[Fn] =NCF 1
2

(
EFn − EC − U

kBT

)
, (F.4)

p[G>] = pb[Fp] =NVF 1
2

(
EV + U − EFp

kBT

)
, (F.5)

where

NC = 2

(
m∗CekBT

2π~2

) 3
2

, NV = 2

(
m∗V ekBT

2π~2

) 3
2

, (F.6)

are the effective densities of states for the conduction band and the valence band, respec-

tively, and

Fj(x) =
1

Γ(j + 1)

∫ ∞
0

tj

exp(t− x) + 1
dt (F.7)

is the Fermi-Dirac integral of order j. The nonlinear equations for the quasi-Fermi poten-

tials are solved with a Newton algorithm.

The nonlinear problem resulting for the Poisson equation is discretized using a first order

finite difference scheme with the atomic spacing ∆ as spatial resolution:[
Ui+1ε

+
i − Ui(ε+i + ε−i ) + Ui−1ε

−
i

] 1

∆2
− e2(Ni − ni + pi) = 0, (F.8)

where ε+i = ε0(εi+1 + εi)/2 and ε−i = ε0(εi+ εi−1)/2. The global charge neutrality condition

corresponds to a vanishing derivative of the potential at the boundaries,

∂U

∂z

∣∣
iz=0

=
∂U

∂z

∣∣
iz=Np

≡ 0, (F.9)

which is equivalent to a vanishing field or open boundary condition. In finite difference

form, the boundary conditions read

ε+1 (U2 − U1), ε−Np(UNp−1 − UNp). (F.10)
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The discrete version of Eq.(F.3) can thus be written as

P · U +N − n+ p = 0, (F.11)

whith

P =



−ε+1 ε+1 0 . . . 0

ε−2 −(ε+2 + ε−2 ) ε+2
. . .

...

0
. . . . . . . . . 0

...
. . . ε−Np−1 −(ε+Np−1 + ε−Np−1) ε+Np−1

0 . . . 0 ε−Np −ε−Np


(F.12)

Eq. (F.11) is then solved using a Newton-Raphson method, providing the update to U .

If the nonlinear system is written as f(U) = 0, the linearized equation to solve in the

iterative Newton procedure is

J(Um) · δUm+1 = −f(Um) ⇒ Um+1 = Um + δUm+1, (F.13)

where

Jij(U
m) =

∂fi(U
m)

∂Um
j

(F.14)

are the elements of the Jacobian matrix. In the calculation of these elements, the deriva-

tives of the densities are determined within the semiclassical bulk approximation,

∂ni(U)

∂Uj
≈ ∂nb,i(U)

∂Uj
= δi,j

NC
kBT
F− 1

2

(
EFn,i − EC,i − Ui

kBT

)
, (F.15)

∂pi(U)

∂Uj
≈ ∂pb,i(U)

∂Uj
= −δi,j

NV
kBT
F− 1

2

(
EV,i + Ui − EFp,i

kBT

)
. (F.16)

This approximation is crucial, since for the exact derivative, the system becomes singular

under the imposition of open boundary conditions (F.9).

After each step of the iteration, the density is recalculated solving the steady state equa-

tions for the NEGF with the new Hartree potential. This procedure is very efficient,

converging in less then ten steps at arbitrary bias voltage.

The discretized field E corresponding to the potential calculated above is defined on the

intercalated sites defined by

zi′ =
1

2
(zi+1 + zi) ≡ z+

i . (F.17)

The macroscopic quantity that is continuous across the dielectric multilayer formed by the

multi-quantum-well system is not the electric field E , but the electric displacement [254]

D = εE , which has the discrete values

Di′ ≡ D+
i =

ε+i
∆

(Ui+1 − Ui),Di′−1 ≡ D−i , Di =
1

2
(D+

i +D−i ). (F.18)
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