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Abstract 
Unstable rock slopes are major hazards to the growing number of people that live and 

travel through mountainous regions. In many countries, socio-economic losses due to 

rockslides are growing as human development expands into vulnerable areas. To mitigate the 

effects of slope failures, early warning systems and robust protective barriers need to be 

constructed. Such installations require reliable knowledge on the positions, dimensions, and 

geometries of the structures that promote instability. In addition to this static characterization 

of the ground, detailed knowledge on the kinematic and dynamic conditions of unstable 

slopes is essential for understanding and predicting failure.  

My thesis is part of a multidisciplinary project to understand the internal structure 

and processes of complex crystalline rockslides. It contains two major parts, both concerned 

with an unstable mountain slope: (1) structural investigation based on geophysical logs and 

borehole radar data, and (2) a study of microseismic activity. The overall project involved 

geological mapping, surface geophysics, geotechnical monitoring, and numerical analyses.  

The study site is located above the scarp of the 30-million m3 Randa rockslides that 

occurred in 1991 close to the village of Randa in the Matter Valley (Switzerland). Geodetic 

monitoring suggests that 2.7-9.2 million m3 of the remaining mountain slope continues to 

move 0.01-0.02 m/year southeastwards. These movements have been concentrated across 

major fracture zones and faults that likely control the instability. Three sets of brittle 

discontinuities affected the foliated gneisses on the unstable mountain slope, one shallow- 

dipping set and two steep-dipping sets.  

To map and characterize fracture zones and faults within the unstable mountain 

slope, geophysical log, single-hole radar, vertical radar profiling (VRP), and crosshole radar 

data were acquired in three moderately deep boreholes (depths of 51.0-120.8 m). Spallation 

zones, displacements, and borehole radar velocity anomalies were observed at 16 of 46 

discontinuities identified in the borehole optical televiewer images. Much useful structural 

information was provided by the single-hole radar reflection sections, but images provided 

by the other radar surveys were either disappointing (VRP sections) or surprisingly 

featureless (crosshole tomograms). Radar reflections were recorded primarily from steeply 

dipping fracture zones and faults; however, their orientations could not be derived from the 

radar data alone. The combined interpretation of single-hole radar reflections and fracture 
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zone/fault orientations measured at the surface or in the boreholes enabled six surface and 

four borehole fracture zones/faults to be mapped at depth. Six additional borehole radar 

reflections were interpreted as unmapped fracture zones. On the basis of the radar reflection 

sections, it was concluded that the major fracture zones/faults extended to at least 50-75 m 

depth.  

Rockslide-related microearthquakes were recorded by a network of twelve 

3-component geophones that were installed near the bottom of the three moderately deep 

boreholes and in nine shallow holes. The microseismic network with an aperture of -250 m 

was deployed across the rugged terrain above the rockslide scarp. It was designed to operate 

under harsh, high-alpine conditions. Semi-automatic detection and classification routines 

were developed to identify rockslide-generated microseismicity out of 66,409 triggered 

events. During the network's 31-month lifetime, 223 microearthquakes with moment 

magnitudes of -2 to 0 were recorded. The frequency content of the microseismic recordings 

was limited to 5- 100 Hz, suggesting that attenuation of seismic energy within the fractured 

and faulted rock mass was substantial. Locating the recorded microearthquakes was 

challenging because of highly heterogeneous P-wave velocities, shortage of first-break and 

no reliable S-wave picks, and microearthquakes just outside the network boundaries. To 

derive reliable hypocenters and uncertainties, I took advantage of a comprehensive 3-D 

seismic velocity model and a novel probabilistic earthquake location algorithm. The 

observed microseismic activity was concentrated in two main zones: one that followed the 

rockslide scarp and extended ~35 m to north, and one that coincided with the area of highest 

fracture zone/fault density. Most microearthquakes occurred at shallow depths within 

50-100 m of the surface. Microseismic activity was also observed near and beyond the 

western boundary of the microseismic network. Minor microseismicity near the base of the 

location model suggested that activity may extend deeper into the mountain.  

My thesis includes a comprehensive model of discontinuities at the Randa site based 

on an integrated interpretation of borehole radar data with geological and geotechnical data. 

The location of microseismicity detected by the monitoring network is consistent with this 

model, and with displacements measured at the surface and within boreholes. The results 

suggest that the currently unstable volume of mountain slope at Randa is delineated by 

steeply dipping fracture zones and faults. Unfortunately, it is not possible to delineate a 

master fault at depth that could control any future rockslide. 
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Zusammenfassung 
Hanginstabilitäten in den Alpen stellen eine bedeutende Bedrohung für die 

wachsende Bevölkerung und den zunehmenden Tourismus dar. In vielen Ländern sind die 

sozialen und ökonomischen Einbussen durch Felsrutschungen/Bergstürze am steigen, da 

weiterhin gefährdete Gebiete besiedelt werden. Um die Auswirkungen von solchen 

Instabilitäten zu entschärfen, müssen Frühwarnsysteme installiert und geeignete 

Schutzbauten erstellt werden. Zuverlässige Systeme erfordern dabei detailliertes Wissen über 

die Lage, Erstreckung und Geometrie der Strukturen im Gebirge, die destabilisierend auf den 

Felshang wirken. Zusammen mit dieser statischen Charakterisierung des Gebirges sind die 

kinematischen und dynamischen Vorgänge von Bedeutung, damit das Bruch- und 

Absturzverhalten der instabilen Felsmassen besser verstanden und vorhergesagt werden 

kann.  

Meine Arbeit ist Teil eines multidisziplinären Projekts mit dem Ziel, die interne 

Struktur und Prozesse einer Felsrutschung im kristallinen Gebirge zu verstehen. Die Arbeit 

umfasst zwei Teile, die sich beide mit einer Felsrutschung in den Alpen befassen: (1) 

geophysikalische Bohrlochmessungen und Bohrlochgeoradar zur strukturellen 

Untersuchung, und (2) eine Studie zur mikroseismischen Aktiviät. Im Rahmen des gesamten 

Projektes wurden zudem geologische Kartierung, Oberflächengeophysik, geotechnische 

Überwachung und numerische Modellierungen durchgeführt.  

Das Untersuchungsgebiet liegt oberhalb der Abbruchkante des Bergsturzes von 

Randa, wo im Jahre 1991 etwa 30 mio. m3 Gestein ins Mattertal stürzten. Der Hang wird 

seitdem vermessungstechnisch überwacht und zeigt südostwärts gerichtete Bewegungen von 

0.01-0.02 m/Jahr. Das Volumen der instabilen Felsmasse wird auf 2.7-9.2 mio. m3 geschätzt. 

Die beobachteten Verschiebungen konzentrieren sich an Kluftzonen und grossen Störungen, 

die wahrscheinlich die instabile Masse begrenzen. Es handelt sich dabei um drei Gruppen 

von Kluft- und Störzonen in den geschieferten Gneisen des Hanges, entlang derer meist 

spröde Deformationen stattgefunden haben. 

Um diese Kluftzonen und grossen Störungen innerhalb der instabilen Masse zu 

charakterisieren, wurden in den drei mitteltiefen Bohrlöchern (51.0-120.8 m) 

geophysikalische Logs und Bohrlochradardaten (single-hole radar) aufgezeichnet. Die 
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Radarmessungen beinhalten auch Messungen von den Bohrlöchern zur Oberfläche (VRP) 

und zwischen zwei Bohrlöchern (crosshole). Anhand von Aufnahmen einer Bohrlochkamera 

(televiewer images) wurden 46 Diskontinuitäten identifiziert, wobei an deren 16 

Absplitterungen, Verschiebungszonen oder Anomalien in den Radargeschwindigkeiten 

beobachtet wurden. Die wertvollsten lnformationen ergaben Reflexionen von Borhlochradar 

(single-hole radar), die anderen Radarsektionen waren enttäuschend (VRP) oder nichts 

sagend (crosshole). Die Radarreflexionen stammten hauptsächlich von steil einfallenden 

Kluftzonen oder Störungen, deren Streichrichtung mit Borhlochradar alleine nicht bestimmt 

werden konnte. Die Bohrlochradardaten erlaubten jedoch, sechs an der Oberfläche kartierte 

Kluft- und Störzonen vier in den Bohrlöchern beobachteten Kluft-/Störzonen zuzuordnen. 

Weitere sechs Reflexionen bezeugten die Existenz bisher nicht kartierter Kluftzonen. 

Aufgrund der Radarreflexionen konnte auf tiefgreifende Zerklüftung des Gesteins bis in 

Tiefen von mindestens 50-75 m geschlossen werden.  

Eine Felsrutschung induziert höchstwahrscheinlich Mikroerdbeben. Um solche 

Mikroerdbeben zu messen, wurde ein spezielles Netzwerk von zwölf triaxialen 

Bohrlochgeophonen (je eines im untersten Teil der drei mitteltiefen Bohrlöcher, neun 

weitere in kurzen Bohrungen) errichtet. Das Netzwerk mit einem Durchmesser von ca. 

250 m befand sich unmittelbar oberhalb der Abbruchkante des Bersturzes von Randa. Hohe 

Anforderungen wurden an die verschiedenen technischen Komponenten gestellt, damit das 

Netzwerk in der hochalpininen Umgebung betrieben werden konnte. Um aus den 66'409 

aufgezeichneten Ereignissen die relvanten auszuwählen, habe ich halbautomatische 

Erkennungs- und Klassifizierungsverfahren angewandt. Während 31 Monaten wurden so 

223 Mikroerdbeben mit Momentenmagnituden zwischen -2 und 0 aufgezeichnet. Die 

spektralen Bandbreiten der aufgezeichneten Signale beschränkten sich auf 5-100 Hz, was auf 

relative hohe Dämpfung von seismischen Wellen durch Klüfte und Brüche schliessen lässt. 

Die Mikroerdbeben zu lokalisieren war schwierig. Komplikationen ergaben sich durch sehr 

heterogene P-Wellen Geschwindigkeiten, mittelmässige Datenqualität, schlecht detektierbare 

S-Wellen und durch Lokalisierungen ausserhalb des Netzwerkes. Ein dreidimensionales 

Geschwindigkeitsmodell und eine Lokalisierung auf Grundlage der Wahrscheinlichkeits-

theorie ergaben zuverlässige Herdkoordinaten mit zugehörigen Fehlern. Die beobachtete 

Seismizitat konzentrierte sich in zwei Zonen: Die eine folgte der Abbruchkante und 

erstreckte sich ca. 35 m weit nach Norden, die andere umfasste die Zone mit der höchsten 
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Dichte and Klüften und Störungen. Die meisten Mikroerdbeben ereigneten sich innerhalb der 

ersten 50-100 m unterhalb der Erdoberfläche. Geringe mikroseismische Aktiviät wurde 

entlang und ausserhalb der westlichen Begrenzung des Netzwerkes beobachtet. Zusätzliche 

Mikroerdbeben wurden an der unteren Modellgrenze lokalisiert; diese Beben dürften sich 

jedoch in noch grösserer Tiefe ereignet haben.  

Meine Arbeit beinhaltet eine umfassende Interpretation von Bohrlochradar mit 

geologischen und geotechnischen Daten. Ein Modell der wichtigen Kluft- und Störzonen im 

Untersuchungsgebiet wurde daraus abgeleitet und dargestellt. Die aufgezeichnete 

mikroseismische Aktivitat ist konsistent mit diesem Modell und auch mit den 

Verschiebungsmessungen and der Oberfläche und in den Bohrlöchern. Gemäss diesen 

Resultaten ist die instabile Felsmasse durch steilstehende Kluft- und Störzonen begrenzt. 

Leider war es weder möglich, eine basale Scherzone festzustellen, noch ihre Existenz zu 

widerlegen. 
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1 Introduction 
 

1.1 ROCKSLIDE HAZARD 

Landslides and more specifically rockslides are natural hazards in mountainous 

regions worldwide. Many landslide/rockslide disasters have resulted in hundred’s to 

thousand’s of deaths (Table 1.1). European examples, such as the 1801 Goldau (Heim, 

1932), 1886 Elm (Cooke and Doornkamp, 1990), 1963 Vaiont (Müller, 1968), and 1987 Val 

Pola (Govi et al., 2002) rockslides, caused heavy damage and numerous fatalities in the 

Alps. The tremendous power and destruction of catastrophic mass movement was 

highlighted by the 1970 Huascarán rock and ice avalanche (Cooke and Doornkamp, 1990; 

Erismann and Abele, 2001), which resulted in the loss of 25,000 lives. 

In many countries, socio-economic losses due to rockslides are growing as human 

development expands into unstable hillslope areas (Schuster, 1996). Although the effects of 

global warming on rockslide hazard has yet to be established, the growing number of people 

that live and recreate in mountainous areas is clearly increasing the risks associated with 

rockslides. Society expects such risks to be quantified. The locations and volumes of 

unstable rock as well as the time and modes of failure need to be predicted, so that 

appropriate countermeasures can be taken. There is a requirement to improve our 

understanding of rockslide slip mechanisms in order to forecast better the behavior of 

unstable slopes. 

Traditionally, slopes are classified as either stable or unstable on the basis of the 

margin of stability (i.e. factor of safety), defined as the shear strength to shear stress ratio 

(Hufschmidt et al., 2005). Such an approach is an effective way of quantitatively evaluating 

slope stability, but knowledge or assumptions about the shape of the rupture surface and its 

strength are required. In fractured brittle rock, the boundaries of an unstable mass are likely 

to be controlled by existing discontinuities. To obtain the required information on the 

locations, sizes, and geometries of brittle discontinuities, a wide variety of geological, 

geotechnical, and geophysical techniques is available (Cooke and Doornkamp, 1990; 

McCann and Forster, 1990; Turner and Schuster, 1996; Hack, 2000; Glade et al., 2005a). 
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Table 1.1: Examples of disastrous landslide/rockslide events worldwide. The 1991 Randa rockslide is 

highlighted. Modified after Cooke and Doornkamp (1990). 

Place Date Type of landslide Impact
Goldau, Switzerland 2 Sept 1806 457 fatalities
Elm, Switzerland 1881 115 fatalities
Frank Slide, Canada 1903 Rockslide 72 fatalities
Java 1919 Debris flow 5100 fatalities, 140 villages 

destroyed
Kansu, China 16 Dec. 1920 Loess flows 10,000 fatalities
California, USA 31 Dec. 1934 Debris flow 40 fatalities, 400 houses destroyed

Kure, Japan 1945 1154 fatalities
Khait, Tadjikistan 1949 Earthquake-triggered 

landslide
~12,000 fatalities

SW of Tokyo, Japan 1958 1100 fatalities
Ranrachirca, Peru 10 June 1962 Ice and rock 

avalanche
3500+ fatalities

Vaiont, Italy 1963 Rockslide into 
reservoir

about 2600 fatalities

Aberfan, UK 21 Oct. 1966 Coal tip collapse 144 fatalities
Rio de Janeiro, Brazil 1966 1000 fatalities
Rio de Janeiro, Brazil 1967 1700 fatalities
Virginia, USA 1969 Debris flow 150 fatalities
Japan 1969-72 Various 519 fatalities, 7328 houses 

destroyed
Huascarán, Peru 31 May 1970 Earthquake-triggered 

rock/ice avalanche
up to 25,000 fatalities

Chungar 1971 259 fatalities
Hong Kong June 1972 Various 138 fatalities
Kamijima, Japan 1972 112 fatalities
S. Italy 1972-3 Various about 100 villages abandoned 

affecting about 200,000 people
Mayunmarca, Peru 25 Apr. 1974 Debris flow town destroyed, 451 fatalities
Mantaro Vally, Peru 1974 450 fatalities
Mt. Semeru 1981 500 fatalities
Yacitan, Peru 1983 233+ fatalities
W. Nepal 1983 186 fatalities
Dongxiang, China 1983 227 fatalities
Val Pola, Italy 1987 Rockslide 28 fatalities
Randa, Swizterland 1991 Rockslide
Santa Tecla, El Salvador 2001 Earthquake-triggered 

landslide
Kolka, Russian Caucasus 2002 Rock/ice avalanche 140 fatalities

Leyte, Philippines 2006 Rockslide/mudslide ~1500 fatalities  
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Although a detailed description of the structure of a mountain slope allows its 

stability and consequences of failure to be appraised, a reliable hazard assessment also needs 

the probability of failure to be quantified. Internal fracturing may gradually reduce slope 

stability until it reaches a point when a small trigger can release the unstable mass. A rising 

groundwater table as a result of increased precipitation or snow melt is a possible internal 

trigger. External triggering mechanisms include large earthquakes or the removal of lateral 

or underlying support by undercutting the unstable slope (Cooke and Doornkamp, 1990). 

In some cases, evidence of triggering is not recognized and/or the cause of failure 

remains largely unresolved (e.g. Pandemonium Creek - Evans et al., 1989; Frank slide - 

Benko and Stead, 1998; Randa rockslide - Schindler et al., 1993). It is likely that complex 

mechanisms involving fracturing of intact rock and/or shearing along existing discontinuities 

contribute to many failures. Our knowledge about the evolutionary development of future 

sliding surfaces is based mainly on back-analyses of natural or engineered slope failures 

(Kawamoto and Takeda, 1979; Chowdhury, 1992; Einstein et al., 1995; Tanaka, 1998; 

Eberhardt et al., 2004a). Validation of the resulting models requires information on the 

displacement fields prior and during the catastrophic rockslides. Presently, standard ground-

deformation measurements must be made over large periods of time to resolve key details on 

pre-failure deformation. A method sensitive to small displacements preceding failure would 

be of significant value for improving early warning systems. 

1.2 BRIEF OVERVIEW OF ROCKSLIDE INVESTIGATIONS 

1.2.1 Detection of unstable zones 

Rockslide investigations are typically only initiated after certain unusual signals (e.g., 

opening fractures or increasing rock fall) have been observed. The increasing exposure of 

civilization and infrastructure to rockslide risk requires more systematic approaches for 

detecting rockslide prone areas. Improvements to catalogues of unstable slopes may be 

expected from applications of various remote sensing techniques (e.g., aerial photographs 

and ground, airborne, and/or satellite images; Metternicht et al., 2005). Recent developments 

of the InSAR and DInSAR techniques have improved the resolution and accuracy of space-

borne interferometric radar data, such that slowly moving masses with dimensions of 

<100 m and displacement rates <1.6 mm/y may be detected (Canuti et al., 2004; Catani et 

al., 2005; Rott and Nagler, 2006). Unfortunately, several factors can limit the use of remote 
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sensing techniques: slope face and slip direction may be oriented in directions unfavorable to 

the satellite’s orbit, and vegetation may cover the slope. To assess the geological structure 

and instability mechanisms of potentially unstable slopes in a more deterministic fashion 

requires the use of ground-based geological, geotechnical and geophysical investigations 

(Soeters and van Westen, 1996). 

1.2.2 Structural characterization: geophysical techniques 

Structural characterization of rockslides is a complex task, because the combination 

of different rocks, varying topography and diverse structures can produce very different 

types of slope displacement. Surface-based geophysical techniques provide the means to 

investigate subsurface geological structures in a fast and non-invasive manner. Seismic 

methods are of particular interest, because seismic velocities are directly related to the elastic 

parameters of materials. The overview of important geophysical studies on rockslides in 

Table 1.2 suggests that seismic refraction methods are becoming standard in rockslide 

investigations. The relatively fast and robust tomographic seismic refraction technique 

allows complex variations of material properties in 2-D and 3-D to be mapped, which is 

useful when rockslide boundaries follow lithological units (Havenith et al., 2000; Schmutz et 

al., 2000; Glade et al., 2005b; Meric et al., 2005).  

The development of a sliding surface parallel to lithological boundaries is not always 

observed: rockslide slip surfaces may transect the bedding. This applies especially to slope 

instabilities in crystalline rock, where failure is likely to be controlled by fractures or faults. 

Jongmans et al. (2000), Dussauge-Peisser et al. (2003), Brückl and Brückl (2006) and 

Heincke et al. (2006a) have demonstrated that seismic tomographic images can distinguish 

highly fractured, and hence weakened, unstable zones from sound rock. 

In principle, higher resolution information on the location of important 

discontinuities can be obtained from interpretations of seismic reflection data. In practice, it 

is generally very difficult to obtain detailed seismic reflection images of shallow fractures. 

Shallow reflections are typically overwhelmed by strong surface, guided, and air waves. 

Furthermore, complexities in the acquired data may originate from multiple scattering, 

attenuation, dispersion and wave-conversion effects. Nevertheless, at least two groups have 

been successful in obtaining seismic reflection images of structures that influence slope 

stability (Figure 1.1; Bruno and Marillier, 2000; Bichler et al., 2004). 
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Highly detailed information on the location and orientation of rock discontinuities in 

the shallow subsurface are provided by ground-penetrating radar (georadar or GPR) 

techniques (Grasmueck, 1996; Dussauge-Peisser et al., 2003; Heincke et al., 2005; 2006b; 

Jeannin et al., 2006). However, the depth penetration of surface-based georadar may be 

limited by the presence of conductive surface layers. 

 

 
Figure 1.1: Interpretation of geophysical surveys across the Boup landslide. Landslide body and 

lower boundary were characterized by an electrical conductivity anomaly and seismic reflections. 

Information on water flow was inferred from self potential (SP) measurements (after Bruno and 

Marillier, 2000). 

 

There is a variety of electrical, electromagnetic and gravimetric methods that can be 

used to characterize rockslides (Table 1.2, Figure 1.1). Generally, details of the rockslide 

mass and lower boundary have been supplied by these methods. Information on water flow 

has been inferred from self potential (SP) measurements (Bruno and Marillier, 2000). The 

resolution provided by standard applications of these methods is generally not sufficient for 

mapping and characterizing individual fractures in crystalline rock. 

Borehole geophysical methods provide the means to extend surface-based 

information to greater depth. Although many boreholes have been drilled at or near 

rockslides, borehole geophysical investigations are uncommon. The few documented studies 

employed vertical seismic profile (VSP) data to derive seismic and geotechnical parameters 

(Jongmans et al., 2000; Liu et al., 2001; Godio et al., 2006). It is worth noting that valuable 
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information on the nature and distribution of fractures in brittle rock has been provided by 

borehole geophysical studies related to nuclear waste disposal (Olsson et al., 1992; Wänstedt 

et al., 2000; Serzu et al., 2004) and in an investigation of a granite quarry (Seol et al., 2004). 

1.2.3 Kinematic and dynamic characterization: microseismic monitoring 

To gain insight into the kinematics of instabilities, ground deformation is usually 

measured using surface survey markers, benchmark arrays, or inclinometer tubes installed 

through the potentially unstable mass (Brunsden and Prior, 1984; Turner and Schuster, 1996; 

Jaboyedoff et al., 2004; Willenberg et al., 2004). Because these measurements are restricted 

to distinct observation points or to boreholes, assessing the displacement field of complex 

rockslides requires dense networks of observation points covering larger areas. Ground-

based interferometric radar methods (Tarchi et al., 2003; Antonello et al., 2004) provide the 

opportunity to obtain kinematic information more quickly and efficiently. However, these 

methods do not provide insight into the physical processes that control sliding and slope 

failure. 

Monitoring microearthquakes, caused by fracture initiation, fracture propagation or 

sliding along existing discontinuities, and analyzing the generated seismic waves offers an 

alternative method for assessing slip. The presence of an earthquake is an indication of strain 

within rock under stress. Local stress maxima that exceed the shear strength of a rock result 

in strain. Simple measurements have shown that count rates of microseismic events or 

acoustic emissions are good indicators of future slope failure (Chichibu et al., 1989; Hardy, 

1989). Unfortunately, typical acoustic emissions are in the kHz range, a frequency band that 

is rapidly attenuated in fractured rock. This limits the acoustic emission technique to small-

scale investigations with dimensions of a few tens of meters. 

To study the microseismicity of typical rockslides with dimensions of ~100 m to a 

few kilometers requires a microseismic network with an aperture that is between those used 

for acoustic emissions and those used for monitoring major active tectonic faults. Similar 

networks have been used to monitor open pit mines (McCauley, 1975), deep mines 

(Gibowicz et al., 1991; Trifu and Urbancic, 1996; Iannacchione et al., 2005), fracturing and 

fluid flow in hydrocarbon reservoirs and hot-dry-rock systems (Jupe et al., 1992; Jones et al., 

1995; Rutledge et al., 1998; Talebi et al., 1998; Vécsey et al., 1998; Moriya et al., 2002; Oye 

and Roth, 2003; Evans et al., 2005a) and volcanoes (Vilardo et al., 1996; De Natale et al., 
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1998; Lomax et al., 2001; Pezzo et al., 2004; Presti et al., 2004; Lippitsch et al., 2005). This 

variety of successful applications suggests that the microseismic method is well suited for 

investigating deformation processes in unstable slopes. 

Publications on the microseismic monitoring of landslides in a broad sense may be 

divided into three groups: (1) investigations of local seismicity related to slope instabilities 

(Figure 1.2; Rouse et al., 1991; Gomberg et al., 1995; Scheikl et al., 2000; Eberhardt et al., 

2004b; Amitrano et al., 2005; Brückl and Parotidis, 2005; Merrien-Soukatchoff et al., 2005; 

Roth et al., 2005), (2) detection and classification of large landslide signals recorded on 

regional seismic networks (Norris, 1994; Weichert et al., 1994; Arattano and Marchi, 2005; 

Suriñach et al., 2005), and (3) studies of topographic or structural amplification of ground 

motion that may promote failure (Havenith et al., 2003; Meric et al., 2005). 

The goal of the first set of studies was to derive fundamental earthquake parameters: 

hypocenter coordinates, magnitudes and fault mechanisms of rockslide-related seismicity. 

The second set of studies was mainly initiated to identify the seismic signatures of landslides 

in order to remove them from tectonic earthquake catalogues. As by-products of this set of 

studies, the analyses of rupture mechanisms (Kawakatsu, 1989) and estimates of basal 

friction angles (Brodsky et al., 2003) or of the released mass (Norris, 1994) have provided 

bulk estimates of important landslide parameters. The third set of studies evaluated the 

amplification of ground motion on slopes, which can be an important factor in the triggering 

of landslides by earthquakes. 

 
Figure 1.2: Results of seismic monitoring at Hochmais-Atemskopf (Austria; after Brückl and 

Parotidis, 2005). (a) Location of 12 seismic stations (squares with station number), (b) epicenters of 

13 seismic events (circles with event number). Thick lines outline the unstable area. 
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1.3 THE RANDA ROCKSLIDE PROJECT 

In 2000, the Engineering Geology and Applied and Environmental Geophysics 

groups of ETH initiated a multidisciplinary research project titled “Rockslide processes and 

mechanisms: Progressive development of shear/slide surfaces in rock slopes”. The project 

was designed to supply an improved understanding of instability mechanisms leading to 

natural slope failure. One focus of research involved detailed investigations of structures 

using geotechnical and geophysical methods employed at the surface and within boreholes. 

A second focus was concerned with the establishment and operation of a 

geotechnical/microseismic monitoring network to examine the time-dependent character of 

displacements, pore pressures and micro-earthquake patterns. 

Preliminary investigations at seven potential sites in Switzerland (Willenberg, 2004) 

resulted in the selection of the Randa rockslide region (Figure 1.3) in Canton Valais 

(Switzerland) as the research site that optimally met key requirements of the study 

objectives: (1) no obvious pre-existing sliding plane, (2) topography suitable for drilling and 

instrumentation, and (3) low ambient seismic noise to facilitate microseismic monitoring. 

 

 
Figure 1.3: Perspective view of the Matter valley showing the Randa rockslide scarp and debris 

cone. Randa is located in the Southern Swiss Alps. Figure after F. Lemy (personal communication, 

2006), reproduced with permission of Swisstopo (BA068028). 
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1.3.1 1991 Randa rockslides 

The Randa study site lies immediately above the scarp of the largest mass movement 

to have occurred in recent Swiss history (Table 1.2). The two rockslide episodes (April 18 

and May 9, 1991) released a total ~30 million m3 of crystalline rock. The released debris 

obliterated holiday apartments and barns close to the village of Randa and blocked the main 

transport route connecting the Rhône valley to the major tourist resort of Zermatt (Schindler 

et al., 1993; Sartori et al., 2003; Figure 1.4). Fortunately, there were no fatalities, but the 

 
Figure 1.4: Orthophoto showing the scarp and debris cone of the Randa rockslide in the Matter 

valley. Current instability is outlined by the black line. A-A’ locates the cross-section in Figure 1.5. 

Reproduced with permission of Swisstopo (BA068028). 
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debris cone dammed the Mattervispa River, causing flooding in upstream regions of the 

valley. Whereas the first rockslide on April 18 event occurred unexpectedly, a monitoring 

system installed soon after provided information that allowed the second rockslide on May 9 

to be forecast. 

Failure at Randa was highly oblique to the rock foliation, which dips southwesterly 

into the slope (Figure 1.5). It is clear that pre-existing fractures and faults played a 

significant role in the catastrophic failure. A persistent northeast dipping fault at the foot of 

the pristine cliff, now covered by debris, has been proposed as the fundamental zone of 

weakness and basal sliding plane for the first failure episode that occurred dominantly in 

augengneiss (Figure 1.5; Sartori et al., 2003). After removal of this mass, pre-existing 

southeast dipping fractures in the paragneiss probably contributed to the development of the 

second collapse that sequentially released smaller volumes from the upper paragneissic 

rocks. These latter rockfalls resulted in the moderately dipping, southeast-directed failure 

plane. Both rockslide episodes lasted for several hours (Schindler et al., 1993; Sartori et al., 

2003). 

 
Figure 1.5: Cross-section of the 1991 Randa rockslides (after Schindler, 1993). Sartori (2003) 

identified the NE dipping basal fault as the initial failure plane of the first slide. 
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Internal degradation of rock strength over long periods of time likely influenced 

rock-slope stability at Randa. Progressive degrading mechanisms may have included the 

promotion of existing fractures and/or the reduction of their shear strength by failure of 

interlocking asperities (Eberhardt et al., 2004a). These failure mechanisms may have been 

accelerated by increases in pore pressure and/or ground accelerations associated with nearby 

large earthquakes (Eberhardt et al., 2004a; Stead et al., 2006). 

Eberhardt et al. (2004a) presented a series of back-analysis studies of progressive 

rock mass destabilization that successfully predicted the general topography at Randa 

(Figure 1.6). These authors suggested that glacial retreat and associated oversteepening was 

accompanied by intensive fracturing. They demonstrated that failure planes similar to those 

of the second 1991 rockslide events evolved when frictional strength was reduced and 

fracturing of intact rock occurred (Figure 1.6). 

 

 
Figure 1.6: Progressive development of the slide surfaces predicted from a hybrid finite-/discrete-

element modeling approach (after Eberhardt et al., 2004a). 

 

A direct triggering mechanism has yet to be confidently identified for the 1991 

rockslides. Groundwater may have played an important role; water sprays accompanied 

ejected rock slabs shortly before the April 18 event (Jaboyedoff et al., 2003; Schindler et al., 

1991). However, meteorological data suggest that groundwater conditions were normal at 

the time of the rockslides (Eberhardt et al., 2001). 
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1.3.2 Current instability 

Repeat geodetic surveys after the 1991 rockslides have indicated that 2.7 – 9.2 

million m3 of the remaining rock mass continues to move slowly southeastwards (Ischi et al., 

1991; Figure 1.4). The depth extent of this rock mass is not well constrained; estimates of the 

unstable volume are based on the assumption that the upward projection of the second 1991 

rockslide failure plane is the lower level of mobility (Sartori et al., 2003; Jaboyedoff et al., 

2004). It is this unstable volume that became the focus of the Randa rockslide project. 

1.3.3 Geology and discontinuities 

Viewed on a broad scale, the area of investigation is located in gneissic rocks that 

belong to the Penninic Siviez-Mischabel nappe (Bearth, 1964). The core of the Siviez-

Mischabel nappe is the Randa-Augengneiss, a Permian porphyritic granite that intruded 

Palaeozoic rocks of the paragneiss series. Randa Augengneiss outcropping from the valley 

bottom to approximately 1900 m altitude is overlain by the paragneiss series (Figure 1.5). 

Field mapping by Willenberg (2004) has lead to the recognition of three different gneiss 

types distinguished by their rock strengths, mineral contents, grain sizes and/or deformation 

structures: (1) augengneiss and medium-grained feldspar-rich heterogeneous gneiss, (2) 

chloritic gneiss with feldspar-porphyroblasts and (3) a thin band of chloritic gneiss and schist 

at 2300 – 2300 m. 

Large scale structural models of discontinuities and faults zones at Randa have been 

presented by Wagner (1991), Schindler et al. (1993), Sartori et al. (2003), and Willenberg 

(2004). In the latest model of Willenberg (2004), three sets of faults and fracture zones were 

distinguished: one gently dipping southwesterly, parallel to foliation, and two moderately to 

steeply northwesterly and easterly dipping sets. Geodetic surveys and crack openings 

suggested that large scale fracture zones bound the actively sliding rock mass. Major 

discontinuities parallel to the failure plane of the second 1991 event have not been identified 

within the currently unstable volume. 

1.3.4 Boreholes and borehole experiments 

During the summer of 2001, three moderately deep boreholes (SB120, SB50S and 

SB50N) were drilled through two flat terraces on top of the unstable slope. Borehole SB120 

was 120.8 m deep and closest to the scarp. The 52.5- and 51.0-m-deep boreholes SB50S and 
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SB50N were positioned in rock blocks characterized by successively lower displacement 

rates. Except for the lowermost 10 m of SB120, all boreholes were dry.  

After drilling, the borehole geometries were determined and optical images of the 

borehole walls were recorded. The single-hole radar, vertical radar profiling (VRP) and 

crosshole radar data (Chapter 2) were acquired before the boreholes were cased with PVC 

tubes. The tubing allowed SB50S and SB50N to be temporarily filled with water, thus 

facilitating the sonic logging. 

1.3.5 Monitoring network 

The PVC casing provided guide tracks for repeated inclinometer measurements and 

for the emplacement of monitoring piezometers and 3-component geophones. To record and 

locate rockslide-related microearthquakes, the three borehole geophones were complemented 

by nine 3-component geophones located in shallow holes (Chapter 3 and 4). In addition, 

SB120 was equipped with steel rings that allowed strain along the borehole axis to be 

determined. 

Surface based components of the geotechnical monitoring system included 

extensometers (continuously monitored crackmeters) and manually monitored benchmark 

arrays. The surface and borehole geotechnical equipment provided detailed information on 

local displacements (Willenberg et al., 2004). 

1.3.6 Surface geophysics 

To characterize the highly fractured region of the unstable slope and adjacent 

regions, Heincke et al. (2005, 2006a, 2006b) conducted extensive surface 3-D georadar and 

3-D tomographic seismic refraction surveys. The surface 3-D georadar data provided vivid 

images of the shallow- to moderate-dipping fracture zones and faults and evidence for the 

depth extent of the steep-dipping ones. Information on the distribution of seismic velocities 

supplied by the tomographic surveys proved critical in my attempt to locate slope-instability-

related microearthquakes (Chapter 4).  



15 
 

 

1.4 THESIS OBJECTIVES 

The objectives of my thesis were to: 

1. Investigate the internal structure of the unstable slope at Randa using 

borehole radar techniques. 

2. Develop interpretation strategies for integrating geological, geotechnical and 

geophysical data and construct a comprehensive 3-D model of important 

discontinuities. 

3. Design, deploy and operate a microseismic monitoring system in the remote 

high alpine Randa area. 

4. Process the recorded microseismic data and study microearthquakes 

associated with rockslide-related processes. 

1.5 STRUCTURE OF THE THESIS 

The four objectives listed above cover two major themes: structural investigations 

using borehole radar methods and microseismic monitoring of rockslide processes. In 

Chapter 2, I present information on the acquisition, processing and interpretation of the 

borehole radar data. I describe radar velocities and attenuation determined from single-hole, 

vertical radar profile (VRP) and crosshole data in terms of their ability to detect 

discontinuities. Special emphasis is placed on the integrated analysis of single-hole radar 

reflection sections with geotechnical and geological observations. I also demonstrate the use 

of VRP reflections for imaging steeply dipping fractures. Finally, an integrated structural 

model of the unstable volume is presented. Chapter 2 has been published in Journal of 

Applied Geophysics. 

Acquisition and analysis of rockslide-related microearthquake data was the focus of 

Chapters 3 and 4. Technical details on the installation and operation of the combined 

microseismic-geotechnical monitoring system in the high-alpine environment are presented 

in Chapter 3. A short presentation of a covariance method for optimizing seismic networks is 

followed by descriptions of our deployment of 3-component geophones in deep and shallow 

holes. Installation and operation of a high-performance network in a high-alpine 

environment at reasonable cost is difficult. The experience I gained in running a 

microseismic network is outlined in this and the following chapter. Of necessity, some 
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details provided in Chapter 3 are also summarized in the anticipated publication of 

Chapter 4. 

Chapter 4 is dedicated to the data analysis and interpretation of the recorded 

microearthquake signals. The huge volume of recorded data required the development of 

automatic algorithms to detect rockslide-related microseismicity. Hypocenters were 

determined using a probabilistic earthquake location scheme and a comprehensive 3-D 

velocity model. These results have been submitted for publication in the Journal of 

Geophysical Research. 

Finally, Chapter 5 summarizes the results of my thesis and presents some ideas for 

future research on unstable mountain slopes. 
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ABSTRACT 

Unstable rocky slopes are major hazards to the growing number of people that live 

and travel though mountainous regions. To construct effective barriers to falling rock, it is 

necessary to know the positions, dimensions and shapes of structures along which failure 

may occur. To investigate an unstable mountain slope distinguished by numerous open 

fracture zones, we have taken advantage of three moderately deep (51.0-120.8 m) boreholes 

to acquire geophysical logs and record single-hole radar, vertical radar profiling (VRP) and 

crosshole radar data. We observed spallation zones, displacements and borehole radar 

velocity and amplitude anomalies at 16 of the 46 discontinuities identified in the borehole 

optical televiewer images. The results of the VRP and crosshole experiments were 

disappointing at our study site; the source of only one VRP reflection was determined and 

the crosshole velocity and amplitude tomograms were remarkably featureless. In contrast, 

much useful structural information was provided by the single-hole radar experiments. Radar 

reflections were recorded from many surface and borehole fracture zones, demonstrating that 

the strong electrical property contrasts of these features extended some distance into the 

adjacent rock mass. The single-hole radar data suggested possible connections between 6 

surface and 4 borehole fractures and led to the discovery of 5 additional near-surface fracture 

zones. Of particular importance, they supplied key details on the subsurface geometries and 

minimum subsurface lengths of 8 of the 10 previously known surface fracture zones and all 

of the newly discovered ones. The vast majority of surface fracture zones extended at least 

40-60 m into the subsurface, demonstrating that their depth and surface dimensions are 

comparable. Keywords: fracture mapping; borehole geophysics; vertical radar profiling 

(VRP); crosshole radar; single-hole radar. 

2.1 INTRODUCTION 

Characterizing unstable rock slopes is an increasingly important task in mountainous 

regions worldwide. Significant expansions of population centres and transport routes in 

mountain valleys and exceptional climatic events related to global warming are amplifying 

the risk of catastrophic rock-slope failures (Bader and Kunz, 2000). To prevent loss of life 

and expensive infrastructure, appropriate mitigation measures in the form of early warning 

systems and protective barriers need to be implemented. For the construction of effective 
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barriers, knowledge of the locations, sizes and geometries of brittle discontinuities that are 

the sources of rock-slope instabilities is required. 

Traditional approaches of investigating unstable mountain slopes include geological 

mapping, remote sensing, analyses of borehole logs and strain measurements at the surface 

and in boreholes (Cooke and Doornkamp, 1990; Erismann and Abele, 2001; Glade et al., 

2005a). Since these approaches only provide limited information on the depth distribution of 

geological structures, a variety of surface-based geophysical techniques have recently been 

employed in landslide and rockfall studies (McCann and Forster, 1990; Hack, 2000). 

Various combinations of ground-penetrating radar (georadar), seismic reflection, seismic 

refraction, electrical resistivity, self-potential and electromagnetic methods have been used 

to determine the geometries of failure planes and volumes of unstable rock (Bruno and 

Marillier, 2000; Cummings, 2000; Havenith et al., 2000; Jongmans et al., 2000; Schmutz et 

al., 2000; Dussauge-Peisser et al., 2003). In areas of crystalline rock distinguished by 

ubiquitous fractures and faults, the high-resolution capabilities of surface-based georadar 

methods have proven to be particularly useful. For example, Grasmueck (1996) and Heincke 

et al. (2005) have shown how three-dimensional (3-D) georadar mapping is capable of 

providing high-resolution images of shallow- to moderate-dipping fractures and brittle faults.  

Unfortunately, surface-based georadar methods have limited depth penetration in 

areas covered by fine-grained sediments and they are not well suited for the reflection 

imaging of steeply dipping features, primarily because of the unfavourable radiation patterns 

of typical antennas (Engheta et al., 1982). This latter point is a fundamental shortcoming, 

because it is the steeply dipping fractures and faults that define the instability of many rocky 

mountain slopes. 

To address the issue of probing deeper and mapping steeply dipping brittle 

discontinuities within unstable rock masses, we have investigated the utility of the single-

hole radar reflection, vertical radar profiling (VRP) and crosshole radar techniques at an 

unstable mountain site in southern Switzerland. Individual and combined interpretations of 

the different radar data sets were constrained by the results of surface geological mapping 

and information supplied by geophysical borehole logs. 

After a brief introduction to the study site and borehole radar techniques, we describe 

our borehole logging and radar data acquisition and processing procedures. We then present 
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individual and combined interpretations of the processed data sets. Although all three types 

of borehole data furnish new information on subsurface features, the most important details 

are supplied by the single-hole radar reflection data. When constrained by complementary 

geological and geophysical information, these data yield high-resolution images of numerous 

steeply dipping fracture zones1. 

2.2 RANDA STUDY SITE 

2.2.1 The 1991 Randa rockslides 

The area of interest lies immediately above a scarp created by the largest mass 

movement of rock in recent Swiss history. During the Spring of 1991, two major rockslides 

resulted in the release of 30 million m3 of crystalline rock and the formation of a debris cone 

that obliterated holiday apartments and barns close to the village of Randa (Figure 2.1) and 

blocked the main transport route connecting the Rhône valley to the main tourist resort of 

Zermatt (Schindler et al., 1993; Sartori et al., 2003). The debris cone dammed the 

Mattervispa River, causing flooding in upstream regions of the valley. 

2.2.2 Continued instability 

Various estimates based on geodetic measurements suggest that 2.7-9.2 million m3 of 

the remaining mountain slope have been moving 0.01-0.02 m/year southeastwards since the 

1991 rockslides (Eberhardt et al., 2001; Jaboyedoff et al., 2004; Willenberg, 2004). 

Movements have been concentrated across major fracture zones with opening rates of 0.001-

0.003 m/year (Willenberg, 2004). Many of these brittle discontinuities occur within or close 

to our study site (Figure 2.2). The continued instability of the mountain slope at Randa is a 

concern for the local population and responsible authorities. 

2.2.3 Topographic relief, rock lithologies and fracture/fault distribution 

The 140 x 143 m study site is located above the tree line at elevations of 2310-

2400 m (Figure 2.1b). Although the topography is extremely rugged (i.e. >90 m of elevation 

variation over the site), there are several relatively flat terraces (Figures 2.2 and 2.3a). 

                                                 

1 Since differential motion has occurred across many of the brittle discontinuities at our study site, they are 
faults. However, for simplicity we will refer to all brittle discontinuities as fracture zones in this contribution. 
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Information on the geology in this region is based on rock exposures, geophysical 

logs recorded in three boreholes and analyses of aerial photographs (Willenberg, 2004). The 

upper volume of the rock mass is dominated by heterogeneous gneisses with a strong 20-25° 

west-southwest-dipping foliation and three major fracture/fault systems F1-F3. The F1 

system of fracture zones and ductile faults dips at shallow angles to the southwest, parallel to 

the strong bedrock foliation, whereas the other two systems comprise fracture zones that are 

mostly steeply dipping. On average, fractures of the F2 system strike between northeast-

southwest and northwest-southeast with northwest to northeast dips (Z1 and Z6-Z10 in 

Figure 2.2b), respectively, whereas those of the F3 system strike approximately north-south 

with easterly dips (Z2- Z5 in Figure 2.2b). It is the steeply dipping fracture zones, some of 

which have openings of ten's of centimetres, that mostly influence the instability of the 

Randa mountain slope (Willenberg, 2004).  

Photographs in Figures 2.3b-2.3d provide overviews of three open fracture zones. 

They range from jagged (Figure 2.3b) to planar (Figure 2.3c) and from closed (Figure 2.3c) 

to open (Figure 2.3d). At a number of locations, the fracture zones are buried beneath 

moraine and slope debris (maximum thickness of a few meters) covered by pasture and low-

lying vegetation (Figure 2.3a). In these regions, their interpolated or extrapolated positions 

are based on lineaments identified on aerial photographs. Fracture zones observed in outcrop 

or interpolated/extrapolated beneath the cover material are referred to as surface fracture 

zones in this contribution.  

2.2.4 Boreholes 

In an attempt to improve our understanding of failure mechanisms in massive 

crystalline rock, the unstable mountain slope at Randa has been subjected to a variety of 

geological, geotechnical and geophysical investigations (Eberhardt et al., 2001; Willenberg 

et al., 2004; Willenberg, 2004; Heincke et al., 2005, 2006a, 2006b) Three moderately deep 

boreholes (SB120, SB50S and SB50N) were drilled through two of the flat terraces (Figure 

2.2). Borehole SB120 was 120.8 m deep and vertical until about 40 m depth. Thereafter, it 

deviated to the east so that the hole bottom lay 18 m to the east of the wellhead. In contrast, 

the 52.5 and 51.0 m deep boreholes SB50S and SB50N were approximately vertical, with 

maximum horizontal deviations of ~2 m. In many of the figures and the following text 



22 Borehole logs and borehole radar 
 

(unless stated otherwise), depths are given relative to a horizontal datum defined to be the 

top of borehole SB50N (2360.4 m above sea level). 

2.3 BOREHOLE RADAR METHODS 

2.3.1 Single-hole radar 

To record single-hole full-waveform radar data, a fixed-offset transmitter-receiver 

antenna pair is pulled slowly up the length of a borehole. Such data supply information on 

the velocity and attenuation of radar waves in the vicinity of the borehole and on the nature 

of reflectors distributed about the borehole (Olsson et al., 1992; Wänstedt et al., 2000; Seol 

et al., 2004). The principle of the single-hole reflection method is similar to that of the 

surface-based georadar technique, except that reflectors may occur on all sides of the 

borehole recording line (Figure 2.4). Planar features intersected by a borehole will appear as 

V-shaped reflections on a single-hole radar section. Because there is a finite separation 

between the transmitter and receiver antennas, reflections near the intersections of the two 

arms of the V's will be hyperbolic shaped and no reflections will be recorded at the apices of 

the V's (i.e. along the axis of the recording system), where the antennas are located on 

opposite sides of the intersecting features. 

Compared to surface-based georadar data, recordings in near-vertical boreholes are 

well suited for detecting steeply dipping features that are located more than a wavelength 

from the borehole, but not subhorizontal ones (Wänstedt et al., 2000). Due to the rotational 

symmetry of non-directional antennas operating in straight boreholes, the georadar data on 

their own do not provide sufficient information to determine unambiguously the locations of 

reflectors not intersected by the boreholes. To compensate for this limitation, constraints 

from other observations are necessary. 

2.3.2 Vertical radar profiling (VRP) 

Vertical radar profiling (VRP), the electromagnetic wave equivalent of the well know 

vertical seismic profiling (VSP) technique (Hardage, 1983; Dillon and Thomson, 1984), 

involves transmitting radar signals from multiple locations along lines at the surface to 

multiple locations in a borehole, or vice versa (Zhou and Sato, 2000; Tronicke and Knoll, 

2005). As for the single-hole radar method, both the transmitted and reflected arrivals 

provide useful information and there may be ambiguities in reflector locations. The presence 

of a thick layer of electrically conductive sediments at the surface may preclude the use of 
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the VRP technique and low amplitude signals will be recorded for certain locations and 

orientations of the receiver antenna relative to the transmitter antenna (Tronicke and Knoll, 

2005). 

2.3.3 Crosshole radar  

By transmitting radar signals from one borehole to another, radar velocities and 

attenuation between the two boreholes can be estimated (e.g. Olsson et al., 1992; Wänstedt et 

al., 2000; Washbourne et al., 2002). For optimum illumination of target structures, the 

lengths of the boreholes used for a crosshole survey should be substantially greater than the 

borehole separation. Nevertheless, it is generally difficult to map thin elongated structures 

that parallel the boreholes (Menke, 1984; Rector III and Washbourne, 1994).  

2.4 DATA ACQUISITION 

Drilling of boreholes at the Randa study site required a substantial logistical effort. 

Approximately 30 tons of equipment had to be transported by helicopter to the high 

mountain slope. Since the holes were percussion drilled, no cores were available. Steel 

casing was installed in the top 5 m of the three holes, which were dry except for the lower 

10 m of SB120. 

Table 2.1 provides an overview of parameters used for the geophysical logging and 

radar surveying; note, that depth information in this table is relative to the top of the 

respective boreholes. Lithological and structural information were determined from optical 

televiewer logs (column a in Figures 2.5-2.7) and caliper logs (column f in Figures 2.5-2.7). 

To derive horizontal displacements across active fracture zones, inclinometer casings 

grouted into the boreholes after completion of the geophysical measurements were 

resurveyed twice per year using a 0.61 m long inclinometer probe (column g in Figures 2.5-

2.7).  

A MALA system with 100 MHz borehole and surface antennas was used to acquire 

all radar data. Single-hole full-waveform data were recorded in all three holes at 0.1 or 0.2 m 

increments using transmitter and receiver antennas separated by 2.75 m. Three VRP's were 

collected along two surface lines. For one VRP, antennas were deployed in SB120 and along 

a roughly north-south line and for the other VRP's, antennas were deployed in SB50S and 

SB50N and along a line connecting the two boreholes (Figure 2.2b). The antenna increment 

was 0.5 m and the surface antenna was oriented perpendicular to the surface lines (Tronicke 



24 Borehole logs and borehole radar 
 

and Knoll, 2005). Crosshole radar signals with sufficient signal-to-noise ratios could only be 

transmitted between SB50S and SB50N. Using an antenna increment of 0.5 m, signals from 

93 transmitter positions were registered at 90 receiver positions.  

 

Table 2.1: Acquisition parameters used for borehole logging and georadar measurements at the 

Randa study site. Depths in this table are relative to the top of the respective boreholes. 

SB120 SB50S SB50N
Borehole length 120.8 m 52.5 m 51.0 m

Optical televiewer
    Depth range 5.0 - 112.3 m 5.0 - 50.1 m 5.0 - 49.9 m

Four-arm caliper
    Depth range 5.0 - 120.0 m 5.0 - 52.0 m 5.0 - 50.6 m
    Increment 0.01 m 0.01 m 0.01 m

Inclinometer
    Midpoint depth range 5.0 - 113.3 m 5.0 - 43.4 m 5.0 - 35.2 m
    Increment 0.61 m 0.61 m 0.61 m

Vertical radar profile (VRP)
    Profile azimuth 6° 328° 148°
    Surface offset range 5.0 - 28.5 m 0.5 - 30.5 m 0.0 - 24.0 m
    Antenna depth range 5.2 - 50.7 m 5.2 - 51.2 m 5.2 - 49.7 m
    Antenna increment 0.5 m 0.5 m 0.5 m

Single-hole radar
    Midpoint depth range 5.5 - 118.0 m 5.0 - 50.2 5.4 - 48.8 m
    Increment 0.2 m 0.1 m 0.2 m

Crosshole radar transmitter receiver
    Antenna depth range 5.2 - 51.2 m 5.2 - 49.7 m
    Increment 0.5 m 0.5 m

Sonic
    Midpoint depth range 5.0 - 38.1 m 5.0 - 32.6 m
    Increment 0.05 m 0.05 m

Depths in this table are relative to the top of the respictive boreholes.  
 

Shortly after the radar surveys, the boreholes were cased with PVC tubes. This 

allowed SB50S and SB50N to be filled with water, thus facilitating the sonic logging. 
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Installation of induction rings on the SB120 casing for vertical extension measurements 

resulted in a diameter that was too small to allow the sonic sonde to be used along the length 

of this hole. The SB50S and SB50N sonic logs were acquired using a borehole-compensated 

tool with a source frequency of 23 kHz and receivers located 0.71 and 1.11m from the 

source. Full waveforms were recorded every 0.05 m.  

2.5 RADAR AND SONIC LOG DATA PROCESSING 

2.5.1 Single-hole radar 

Based on their traveltimes and numerical modelling, the first detected arrivals in the 

single-hole radar data represent waves that travel through the rock (the amplitudes of the 

airwaves travelling along the borehole are too small to be detected). Correlation of these 

arrivals provide time lags that are converted to velocities representing the volumes of rock 

within 0.5-1.0 m of the boreholes (column j in Figures 2.5-2.7). We estimate that the 

correlation process results in traveltime uncertainties of approximately ±0.5 ns, which 

translates to a velocity uncertainty of ±2.5% or ±0.003m/ns for the Randa data; based on the 

results of the three types of radar survey, a representative velocity for the Randa rock mass is 

taken to be 0.120 m/ns. The absolute value of the first arriving pulses, be they negative or 

positive, provide the corresponding amplitude information (column k in Figures 2.5-2.7).  

To enhance the coherency of reflections, a relatively standard processing scheme was 

applied to the single-hole radar data. After aligning the first arriving pulses to compensate 

for near-borehole velocity heterogeneities, the data were amplitude scaled (i.e. trace 

equalisation using a narrow window centred on the first arrivals followed by multiplication 

of each trace value by t2, where t is time), bandpass filtered (30-60 - 200-300 MHz) and FX 

deconvolved (Figures 2.8a, 2.8d and 2.8g). To aid the interpretation, automatic-gain 

controlled (150 ns window) versions of the data were phase-shift migrated (Figures 2.8c, 

2.8f and 2.8i). Conventional migration is a valid processing step for the nearly vertical 

boreholes SB50S and SB50N and for the upper vertical part (~40 m) of SB120. It will 

produce only approximate or erroneous results for the lower curved part. 

2.5.2 Vertical radar profiling (VRP) 

Georadar velocities in the vicinity of the boreholes were derived from the VRP data. 

From the SB120, SB50S and SB50N data sets, we were able to pick 2439, 1445 and 1016 

first arrival traveltimes with a picking uncertainty of ±2.0 ns. Inversions of these traveltimes 
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provided velocity-depth models for the planes containing the boreholes and the surface 

recording lines (column i in Figures 2.5-2.7). 

Processing of the VRP reflection data included amplitude scaling (as for the single-

hole radar data), bandpass filtering (30-60 - 150-230 MHz) and median filtering (3 samples, 

11 traces) to minimize the effects of the direct arrivals. Examples of the only extensive 

reflections identified as originating from a common boundary at the Randa study site are 

outlined by red lines on the SB120 transmitter gathers displayed in Figure 2.9. Numerous 

other reflections and diffractions in the Randa VRP data were either too limited in extent or 

observed on too few transmitter and receiver gathers to be located (see below and Appendix 

2.9). For the SB120 VRP data, transmitter positions extended to a maximum distance of 

28.5 m and receivers were lowered to a maximum depth of 50.5 m relative to the top of the 

borehole (Table 2.1). From these data, a total of 1608 reflection times (event highlighted in 

Figure 2.9) could be picked with an average picking uncertainty of ±5 ns. 

Techniques developed for vertical seismic profiling data are intended primarily for 

mapping shallow- to moderate-dipping sedimentary units (Hardage, 1983; Dillon and 

Thomson, 1984). Since a preliminary analysis suggested that the identified reflections in 

Figure 2.9 originated from a steeply dipping planar structure, it was necessary to develop an 

alternative approach (Figure 2.10 and Appendix 2.9.A). Given sources is  (i = 1 … number 

of source positions) along a surface profile and receivers jr  ( j = 1 … number of receiver 

positions) within a borehole, the goal is to estimate the position of planar feature P that is the 

origin of reflections with observed traveltimes ijt . The position of P can be represented by a 

vector pn that originates from an arbitrary origin and is perpendicular to P. The parameters 

defining pn can be estimated using a brute force grid search approach, in which a trial vector 
trial
np  is systematically varied in an attempt to determine the minimum root-mean square 

(RMS) difference between the observed reflection times and those predicted by trial
np . Using 

a homogeneous velocity model, the predicted reflection times trial
ijt  can be calculated rapidly 

using the mirror source is : 

 i jtrial
ij ν

−
=

s r
t , (2.1) 
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where v is the georadar propagation velocity and i j−s r  is the distance between is  and jr  

(see Figure 2.10). The results of applying our grid search algorithm to four synthetic 

reflectors with different orientations are shown in Appendix 2.9.A. Given a suite of 

reflection traveltimes trial
ijt , these tests demonstrate that there are generally two equally 

plausible solutions for  pn. 

Application of the grid search algorithm to the SB120 VRP data set (Appendix 2.9.B) 

demonstrates that two planar reflectors with the following parameters can explain the picked 

reflection traveltimes with RMS differences of 3-4 ns: (1) surface distance to the top of 

SB120 = 23.6±1.0 m, dip azimuth = 86±8o, dip = 82±4o dip, (2) surface distance to the top of 

SB120 = 22.0±1.0 m, dip azimuth = 284±8o, dip = 88±4o. The parameters of reflecting plane 

(1) correspond closely to those of surface fracture zone Z3 (Figure 2.2b): surface distance to 

the top of SB120 = 22 m, dip azimuth = 93o, dip = 80o. No surface features correlate with the 

reflecting plane (2). Consequently, our preferred solution is reflecting plane (1). 

2.5.3 Crosshole radar 

From the 93 x 90 crosshole radar traces acquired from boreholes SB50S and SB50N, 

we were able to measure the traveltimes and amplitudes of 7066 first-arrival pulses. The 

average picking uncertainty of the traveltimes was ~2 ns. A non-linear tomographic scheme 

was employed for the inversion of the traveltimes (Musil et al., 2006). It included a finite-

difference Eikonal solver for computing traveltimes and wave paths (Podvin and Lecomte, 

1991) and a fat-ray method that accounts for the finite bandwidth of the data in calculating 

the sensitivities (Husen and Kissling, 2001). The zero times of the transmitted signals were 

refined during the inversion process using the procedure outlined by Maurer (1996).  

After 10 iterations of the inversion scheme that was controlled 6% by the damping, 

31% by the smoothing and 63% by the data, the velocity tomogram shown in Figure 2.11a 

was obtained. The RMS difference between the observed traveltimes and those predicted by 

the final model was 0.7 ns, well below the estimated picking accuracy. Standard ray-based 

inversion of the amplitude data (Holliger et al., 2001; Musil et al., 2006) was performed 

using the radiation pattern of an infinitesimal vertical electric dipole and the ray paths 

obtained from the traveltime inversion. The resultant attenuation tomogram is presented in 

Figure 2.11b. 
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2.5.4 Sonic logs 

Arrival times of the P-wave onsets were picked manually from the full-waveform 

sonic data. Uncertainties in the traveltime differences between the two receivers were 

roughly 4 μs, which translated to a velocity uncertainty of approximately ±4% or ±0.2 km/s 

for the Randa data. The resulting velocity-depth functions were smoothed using a three-point 

median filter (column h in Figures 2.6 and 2.7). 

2.6 RESULTS AND INTERPRETATION 

Considering the limited depth information available from surface observations, the 

local nature of the borehole logs and the ambiguities associated with the various georadar 

data sets, an integrated interpretation of all relevant details is necessary to estimate the depth 

distribution of fracture zones at the Randa study site. Even though fracture zones are 

observed at a large number of outcrops, substantial portions of these features are buried 

beneath thin layers of surficial material (Figure 2.3a). As a consequence, our knowledge of 

the continuity and size of fracture zones shown in Figure 2.2 is incomplete and other major 

brittle discontinuities may be hidden beneath the surficial cover. After describing the 

essential characteristics of the borehole logs, crosshole radar tomograms, VRP velocity-

depth profiles and single-hole radar reflection sections, we use this information to determine 

the minimum depth extents of many fracture zones observed at the surface and within the 

boreholes and reveal the existence of major brittle discontinuities that have not been 

previously identified. 

2.6.1 Borehole logs 

Optical televiewer logs supply detailed information on the fractures intersected by 

the three boreholes. Discontinuities that have thicknesses of ≥2 mm and are either open or 

contain phyllonitic infill are highlighted by red lines in column a of Figures 2.5-2.7. 

Repeated inclinometer measurements demonstrate that many of these are moving (column g 

in Figures 2.5-2.7). Nevertheless, except for two or three examples, it is not obvious from the 

televiewer logs which of these fractures are major features that connect to the surface-

mapped fracture zones (Figures 2.2 and 2.3) or are examples of equally important hidden 

discontinuities. Furthermore, the azimuths and dips of discontinuities inferred from their 

expressions at the borehole walls may not be representative of their large-scale orientations.  
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The cross-sectional areas of the boreholes recorded in the caliper logs are 

significantly larger than those of the drill bits, with a tendency to decrease slightly with 

depth in SB120 and SB50 (column f in Figures 2.5-2.6). These facets are consequences of 

the percussive drilling method used. There are also numerous anomalous increases and 

decreases in hole size, many of which correlate with the fracture zones. Hole enlargements 

can be explained by spalling of weak material around the discontinuities. Zones of spallation 

are particularly evident at the active fracture zones A2-A3, A16 and A17-A18 in SB120, S2-

8 in SB50S and N1-2 and N7-8 in SB50N. At several locations in all boreholes, the cross-

sectional areas are smaller than those of the drill bits. We do not have an explanation for 

these phenomena.  

Our sonic log data are highly variable, with P-wave velocity estimates varying 

between 3.6 and 5.1 km/s (column h in Figures 2.6-2.7). Intact rock at 30-40 depth in SB50S 

has an average velocity of ~4.7 km/s and that throughout much of SB50N has a slightly 

lower average velocity of ~4.5 km/s. Large deviations from these values occur near most 

intersected fractures in SB50S, but only near N1 and N2 in SB50N.  

The general trends in the single-hole radar velocities are not significant; decreasing 

velocities in the lower parts of SB120 and SB50S (column j in Figures 2.5-2.6) correlate 

with the decreasing borehole cross-sectional areas (column f in Figures 2.5-2.6). Notable 

deviations from the median 0.120 m/ns radar velocity that exceed the estimated inaccuracy 

of ±0.003 m/ns are recorded near discontinuities A4-A7 and A16 in SB120, S1-S7 and S10 

in SB50S and N1-N2 and N7-N9 in SB50N. Most of these velocity deviations are 

accompanied by amplitude anomalies (column k in Figures 2.5-2.7).  

2.6.2 Crosshole tomogram and VRP velocity-depth models 

Radar velocities and attenuations are remarkably uniform in the SB50S-SB50N 

tomograms of Figure 2.11. It is for this reason that we represent them in terms of only three 

ranges of values. More than 80% of the velocities lie between 0.118 and 0.122 m/ns and all 

values are between 0.114 and 0.126 m/ns (i.e. 5%±  variation about the median value of 

0.120 m/ns). The trends of the VRP velocity-depth models (column i in Figures 2.6 and 2.7) 

follow closely the velocities along the edges of the tomograms, with small positive velocity 

anomalies near SB50S at depths of 11-17 m and 30-38 m and near SB50N at 19-20 m. 
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Attenuations between SB50S and SB50N are mostly between 0.00025 and 0.00035 m-1, with 

a single noteworthy anomalous zone of 0.00040 m-1 near SB50N at 18-21 m depth. 

Velocity and attenuation anomalies that intersect SB50N near 20 m depth coincide 

with spallation zones and displacements at the N1 and N2 discontinuities and associated 

prominent sonic velocity and single-hole radar velocity and amplitude anomalies. The slight 

increase in velocity at 11-17 m depth near SB50S occurs close to air-filled fracture zone S1 

and the low velocities and coincident high attenuations at 18-19 depth may be explained by 

the presence of clays and silts in fracture zone S2. There are no explanations from the 

televiewer log for the small decreases and increases in velocity at other locations near 

SB50S. There is a hint in the attenuation tomogram that the two shallow dipping 

discontinuities N1 and S1 are connected. Regardless, N1 is the only shallow dipping fracture 

zone that can be shown to be laterally extensive on the basis of any radar data. 

2.6.3 Single-hole and VRP reflection sections 

All three single-hole sections (Figures 2.8a, 2.8d and 2.8g) contain reflections that 

extend to 500 ns traveltime, indicating the presence of numerous moderately to steeply 

dipping features within ~30 m of the boreholes. From these sections, we can only define the 

inclinations of reflectors relative to the boreholes and the depths to those reflectors cut by the 

boreholes. To locate all reflectors and determine their azimuths requires additional 

information.  

Given that the lithological contacts and foliations of the gneissic rocks are mostly 

shallow dipping, it is unlikely that geological variations or rock fabrics are the source of 

reflections in Figure 2.8. For the same reason, the shallow-dipping F1 fracture zones and 

ductile faults can also be eliminated from consideration. From the geological information, it 

is highly likely that the moderately to steeply dipping F2 and F3 fracture zones are the 

source of strong reflections. Many are open air-filled structures that have large impedance 

contrasts relative to the adjacent intact rock. Although the openings of some parts of the F2 

and F3 discontinuities may be quite narrow relative to the ~1 m dominant wavelength of our 

100 MHz georadar signal, georadar surveying at other locations has shown that damage 

zones around discontinuities in gneissic rock may be sufficiently wide to generate strong 

reflections (e.g. Grasmueck, 1996). 

Our procedure for interpreting the single-hole radar reflections in terms of surface 

fracture zones F2 and F3 is relatively simple. For a given borehole data set, we begin by 
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linearly extrapolating the significant radar reflections updip until they intersect the horizontal 

plane containing the borehole collar. Considering the rotational ambiguity of the acquisition 

geometry, possible intersecting points for each radar reflection describe a circle centred on 

the borehole collar. We also linearly project the locations of nearby fracture zones on to the 

same horizontal plane. If the radius of a radar reflection circle is approximately tangent to 

the projected trace of a fracture zone and the dips of the two features are comparable, we 

assume that the reflection originates from the depth extension of that fracture zone. 

Our interpretations of the various radar reflection zones are presented in Figures 2.8b, 

2.8e and 2.8h. Dips and extrapolated positions of the surface fracture zones at the level of the 

borehole collars are shown along the tops of these figures. They are plotted to the left or 

right of the borehole axes according to the reflection zones with which they are correlated. 

Reflection zones that can be related to borehole or surface discontinuities are marked red in 

Figures 2.8b, 2.8e and 2.8h (also reproduced in column l of Figures 2.5-2.7). Other important 

reflection zones are marked blue. In Figure 2.12, we display the projected surface locations 

of all significant radar reflectors together with their dips and minimum lengths.  

2.6.4 Fracture zones near SB120 

No radar reflections are associated with Z4 and Z5, the two surface fracture zones 

closest to the collar of SB120 (Figures 2.8a-2.8c and 2.12). Simple linear extrapolation 

demonstrates that Z4, which is only ~2 m from the collar, and the actively moving borehole 

fracture A1 are the same discontinuity (note the similarity of their dip azimuths and dips in 

columns b and c of Figure 2.5). Although the discrete reflection X1 projects upwards to the 

general vicinity of the borehole collar, its very steep dip and lack of projected intersection 

with the borehole are not compatible with it being a reflection from the Z4-A1 fracture zone. 

In Figure 2.12, we place the surface projection of X1 to the east of SB120. This speculative 

interpretation assumes that X1 is caused by an F3-type fracture zone that parallels the Z4-A1 

and Z5 fracture zones. 

Surface fracture zone Z3 is the probable source of (i) a broad band of steeply dipping 

strong reflections that can be traced to at least 50m depth on the single-hole radar section 

(Figure 2.8a-2.8c) and (ii) the continuous reflection recorded on the VRP data set (Figure 2.9 

and Appendix 2.9.B). The dips and locations of these reflections are consistent with surface 

observations (Figure 2.12). A much thinner band of reflections projects from ~70 m depth to 
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near the expected position of surface fracture zone Z2. A rare steeply dipping event recorded 

on surface 3-D georadar data (Figure 2.13; for the location of the cross-section in Figure 

2.13 see Figure 2.2b) supports our assertion that Z2 is a radar reflector at this location. 

Of the twenty-six fracture zones identified along the length of SB120 in Figure 2.5, 

only A10, A13, A16 and A26 generate moderate to strong radar reflections. According to 

Figures 2.8a-2.8c, they dip 53-67o and can be followed over lengths of at least 20-40 m. The 

320-350o azimuths indicated by the televiewer logs suggest that they all belong to the F2 

fracture system and the repeat inclinometer measurements demonstrate that they are all 

moving. Only A16 has an associated spallation zone and a significant single-borehole radar 

velocity anomaly. None of these reflection zones can be traced beyond a sequence of 

prominent steeply dipping reflections starting at ~300 ns traveltime. Nevertheless, it is 

noteworthy that the A13 and A16 fracture zones and reflections project southwestwards to 

where Z7 and Z6 are observed at the surface. Furthermore, the orientations of A13 and A16 

are similar to those of Z7 and Z6, respectively (see columns b and c in Figure 2.5). If this 

correlation is correct, then the Z7-A13 and Z6-A16 fracture zones extend ~60 and ~85 m 

from their borehole intersections to the surface, respectively. 

We cannot correlate any surface feature with the X2 band of radar reflections, despite 

its proximity to the surface (Figures 2.8a-2.8c). Considering its strength, continuity, length 

(16 m) and steep dip (75o), we infer that X2 is generated at a fracture zone. Although it is 

shown as an F3-type fracture zone that parallels the neighbouring A1-Z4 and Z5 fracture 

zones in Figure 2.12, it could also be an F2-type fracture zone that lies to the north of the 

borehole. 

2.6.5 Fracture zones near SB50S 

Surface fracture zones Z4 and Z8 and two linear radar reflections with slightly 

different dips project to the general vicinity of the fracture zone S2 in borehole SB50S 

(Figures 2.8d-2.8f). Both surface fracture zones pass to within 5 m of the borehole collar 

(Figure 2.12). The dips of the surface and borehole fracture zones are similar to those of the 

radar reflections (columns b, c and d in Figure 2.6) and although the dip azimuths of the 

fractures differ somewhat, S2 is a complex zone with substantial spalling (column f in Figure 

2.6) that could indeed represent the effects of intersecting fractures with different 

orientations. Our interpretation implies that the Z4-S2 and Z8-S2 fracture zones have 

minimum subsurface lengths of ~40 and ~55 m, respectively.  
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Reflections from the large open surface fracture zone Z9 that bisects borehole SB50S 

and SB50N (Figure 2.12) are best observed on the migrated section of Figure 2.8f. They can 

be traced dipping ~70o over a length of ~20 m. Even though the equally important surface 

fracture zone Z1 is not the source of near-surface reflections, a near-vertical reflection at 27-

38 m depth could originate from its depth extension.  

A rather weak radar reflection may be associated with borehole fracture zone S8 

(Figure 2.8e), which has a localized spallation zone and is moving. It is noteworthy that there 

are no clear reflections from the S3-S5, S7, S9 and S10 fracture zones, many of which have 

caliper, displacement and/or single-hole radar velocity and amplitude anomalies.  

The three prominent steeply dipping (65-85o) reflection zones X3-X5 (Figure 2.8d-

2.8f) do not correlate with mapped surface discontinuities, despite their 40-60 m lengths and 

proximity to the surface. Considering the geology near SB50S, X3 could originate from a 

buried fracture zone that either lies to the east of the borehole and parallels Z4 (as shown in 

Figure 2.12) or lies to the north and parallels Z8. A southeast origin for X4 (i.e. a fracture 

zone parallel to and southeast of Z1) seems unlikely, because outcrop is extensive at that 

location. A possible explanation for X4 is provided in the next section. A buried F3-type 

fracture zone located a few metres to the east of surface fracture zone Z2 could explain the 

deep-penetrating X5 band of reflections (Figure 2.12).  

2.6.6 Fracture zones near SB50N 

Four surface fracture zones Z2, Z4, Z9 and Z10 lie within 10-20 m of the SB50N 

collar. Interference of reflections from these structures creates a complicated reflection 

pattern between 100 and 300 ns on the SB50N radar sections (Figures 2.8g-2.8h). Fracture 

zone Z10 is the probable source of the steeply dipping (80o) reflections that can be followed 

for >50 m from near the surface to the base of the radar section. A broad ~70o dipping band 

of reflections that could originate from Z2 and/or Z9 projects down towards reflections from 

the region of borehole fracture N7, where large caliper and single-hole velocity and 

amplitude anomalies are recorded. The dips of the reflection band and the surface and 

borehole fracture zones are similar, but the dip azimuths of the fracture zones differ 

(columns b, c and d in Figure 2.7). Surface fracture Z4 correlates well with a rather distinct 

70o dipping reflection fabric that cross-cuts the interpreted Z2, Z9 and Z10 reflection zones 
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over a length of ~14 m, whereas Z8 may be related to some curvilinear events that approach 

the surface. 

Borehole discontinuities N1 and N2 generate substantial caliper, displacement, sonic 

velocity, radar velocity and radar amplitude anomalies and are the primary active 

discontinuities intersected by the borehole (columns f-k in Figure 2.7). We have already 

noted that the shallow-dipping N1 discontinuity is also the source of velocity and attenuation 

anomalies on the tomograms of Figure 2.11. By comparison, the steeply dipping N2 fracture 

zone produces strong reflections that dip 80o over a distance of ~25 m on the single-hole 

radar section of Figures 2.8g-2.8i. 

Finally, we note that reflection zones X4 and X6 on the SB50S and SB50N radar 

sections (Figures 2.8d-2.8i), respectively, could originate from the same fracture zone. Their 

dips, distances from the boreholes and similarity of reflection character are consistent with a 

common reflector that coincides with the surface location of Z9. If this interpretation is 

correct, then Z9 is actually the junction of two distinct fracture zones. The first fracture zone 

is open at the surface and dips steeply to the northwest (Z9 in Figures 2.8d-2.8i). It is a 

member of the F2 system of fractures. The second fracture zone, which is equally or more 

important in terms of the strength and continuity of radar reflections, dips very steeply to the 

southeast.  

2.7 DISCUSSION AND CONCLUSIONS 

Of the three georadar methods tested, the VRP and crosshole techniques provided 

only limited useful information at the Randa study site. Velocities determined from the VRP 

data had disappointingly low resolutions, and only a single interpretable reflection was 

observed on the VRP source and receiver gathers (Figure 2.9). The crosshole tomograms 

provided valuable median radar velocity and attenuation estimates, but they were 

surprisingly featureless (Figure 2.11). Only three low contrast anomalies could be related to 

discontinuities that intersected the boreholes. The most significant of these anomalies 

suggested that the shallow-dipping N1 discontinuity extended >20 m from SB50N. The 

absence of velocity and/or attenuation anomalies in the region of the steeply dipping surface 

fracture zone Z9 (and possibly also X4/X6), which crossed the tomographic plane, was 

likely due to the insensitivity of the crosshole radar method to narrow borehole-parallel  

structures. 
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Single-hole radar reflections appear to have been generated at surface facture zones 

Z2-Z4 and Z6-Z10 and at borehole fracture zones A10, A13, A16, A26, S2, S8, N2 and N7. 

Based on our interpretations of the radar data and the fracture zone orientations measured at 

the surface and within the boreholes, we proposed the following connections: Z2-N7, Z4-S2, 

Z6-A16, Z7-A13, Z8-S2 and Z9-N7. In addition, simple linear extrapolation demonstrated 

that surface fracture zone Z4 and nearby borehole fracture zone A1 were the same 

discontinuity.  

We note that the minimum depth dimensions of nearly all fracture zones are large 

fractions of their mapped lateral dimensions. Consequently, we infer that the majority of 

important surface fracture zones extend deep into the mountain slope. 

Since many borehole fracture zones were not the source of strong borehole 

geophysical anomalies (Figures 2.5-2.7) and, as such, were likely to be local features, the 

lack of associated radar reflections was not surprising. However, there were no obvious 

explanations for the absence of radar reflections from borehole fracture zones A4, A5, A7 

and S4-S7, all of which had caliper, displacement, radar velocity and radar amplitude 

anomalies, and from surface fracture zones Z1 and Z5. In contrast, there was no surface or 

borehole evidence for the origins of the six prominent reflection bands X1-X6 (Figure 2.8). 

We suggested that they were generated at five unmapped fracture zones, four of which could 

be traced to within 5 m of the surface.  

A 3-D model that shows the approximate sizes and geometries of many fracture 

zones observed at the surface, in the boreholes and in the interpreted georadar data is 

presented in Figure 2.14. In constructing this model, the depth limits estimated from the 

VRP and single-hole radar data are assumed to apply to the entire lengths of the fracture 

zones. Except for the newly discovered X4/X6 structure, all fracture zones can be assigned 

to one of the F1-F3 systems of fractures. If X4 on the SB50S radar section is indeed the 

same as X6 on the SB50N radar section, then this would be the first example of a slightly 

southeasterly dipping fracture zone. 

Figure 2.14 suggests that the investigated rock volume is divided by major fracture 

zones into a number of discrete blocks of varying sizes. From our new data, it is not possible 

to delineate a master fault that could control any future rockslide. However, we have 

demonstrated that Z2 and Z10, the two furthest investigated fracture zones from the 1991 
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rock scarp, are major structures that extend at least 50m beneath the surface. Consequently, 

they likely define the minimum northwesterly extent of potentially unstable rock (Figure 

2.2a). 

2.8 ACKNOWLEDGEMENTS 

We thank Simon Loew and Erik Eberhardt for their cooperation in this 

interdisciplinary project and appreciate very helpful suggestions provided by Heinrich 

Horstmeyer. Comments by two journal reviewers are greatly appreciated. The optical 

televiewer logs and the inclinometer surveys were performed by Terratec GmbH (Germany) 

and Stump Foratec AG (Switzerland), respectively. We are grateful to Jean Daniel-Rouiller 

from CREALP (Research Centre on Alpine Environment, Switzerland) for providing the 

digital terrain model and geodetic survey data, and to the local authorities of Randa for 

providing logistical support. This project was funded by the Swiss National Science 

Foundation (Project No. 2000-066877). 

2.9 APPENDIX 

2.9.A Synthetic examples 

To illustrate the benefits and limitations of our grid search technique for locating 

planar boundaries that are the source of reflections in VRP data, four synthetic examples are 

presented in Figure 2.A1 A boundary is uniquely defined by a vector pn = [l, ϕ, θ] that is 

normal to the plane, where l, ϕ  and θ are spherical coordinates relative to an arbitrary origin. 

The first column of Figure 2.A1 shows the models and numbers of reflections per square 

metre for the fixed transmitter-receiver geometry identified by the white lines. The second to 

fourth columns show slices extracted from the volume of root-mean square (RMS) 

differences between true and predicted reflection traveltimes based on all possible trial 

planar boundaries. They show RMS differences for varying ϕ and θ with l fixed to the 

correct value (second column), varying l and θ  with ϕ  fixed to the correct value (third 

column), and varying l and ϕ  with θ fixed to the correct value (fourth column). The minima 

of the RMS differences are identified by small white dots. Blank regions represent areas of 

the RMS slices for which there are no reflection points.  

For the vertical plane defined by the normal vector pn = [10, 0, 0], all reflection 

points occur along a vertical strip (Figure 2.A1a). The RMS slices in the top row indicate 
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that the parameters defining the normal vector are well resolved, with the only potential for a 

minor trade-off being between l and θ (Figure 2.A1i). There is a similar potential for a minor 

trade-off between l and θ  for a vertical plane that parallels the acquisition plane containing 

the sources and receivers (Figures 2.A1b and 2.A1j). For this plane, defined by the normal 

vector pn = [10, 90, 0], there are two equivalent solutions at ϕ = 90 and 270o
 (Figures 2.A1f 

and 2.A1n). With the exception of vertical planes perpendicular to the acquisition plane (e.g. 

Figure 2.A1a), there always exists at least two solutions, one to the “left” and one to the 

“right” of the data acquisition plane.  

The horizontal plane in Figure 2.A1c mimics a common situation in VSP studies 

(Hardage, 1983; Dillon and Thomson, 1984). Since the normal vector pn = [10, 0, 90] to the 

plane is vertical, ϕ is not relevant, but correct values of l and θ are reconstructed accurately 

(Figure 2.A1k). Finally, the RMS slices in the bottom row are the results for an arbitrary 

plane defined by the normal vector pn = [10, 46, -14]. These results, including the trade-offs 

and ambiguities, are similar to those shown for the vertical planes in the upper two rows. 

Information contained in Figure 2.A1 demonstrates that it is possible to retrieve the 

locations and orientations of most reflecting planes from high quality VRP data. Reasonable 

estimates of the uncertainties of these parameters can be determined from the isosurface of 

RMS differences corresponding to the picking accuracy of the reflection times. The left-right 

ambiguity is best resolved by considering other geological and/or geophysical information. 

2.9.B Field examples 

The results of applying the grid search algorithm to the reflection traveltimes picked 

from SB120 VRP data are shown in Figure 2.B1. We use a constant velocity of 0.12 m/ns 

and set the origin of the coordinate system to the centre of the source-receiver array to 

provide trial vectors that uniformly sample the volume of interest. To display the minimum 

RMS values, we choose RMS slices (Figures 2.B1b-d) defined by l, ϕ and θ values that are 

equal to our preferred solution (Figures 2.B1a). The two well determined minima in Figures 

2.B1b-d correspond to normal vectors pn
best_1 = [20 m, 100o, -8o] and 

pn
best_2= [23 m, 262o, 2o]. The RMS differences at both minima are in the 3-4 ns range, well 

below the estimated 5 ns picking uncertainty of the reflection traveltimes. To determine 

plausible uncertainties for each parameter, we rescale the RMS colour scale in Figures 

2.B1e-g to lie between 0 and 20 ns, such that all values >20 ns are uniformly dark blue. This 
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figure demonstrates that a 5 ns uncertainty in reflection traveltime picking corresponds 

approximately to parameter uncertainties of 2 mlΔ = ± , 16ϕΔ = ± °  and 7θΔ = ± ° . 

The asymmetry of the two solutions in Figure 2.B1 is a result of the borehole 

curvature. Predicted traveltimes based on these solutions are shown by the blue lines 

superimposed on the observed data in Figure 2.9. They match well the traveltimes of the 

identified reflections. The projected surface location of the plane defined by pn
best_1 would be 

23.6±1.0 m from SB120 with a 86±8o dip azimuth and 82±4o dip, whereas that defined by 

pn
best_2 would occur at a distance of 22.0 ±1.0 m from the borehole with a 284±8o dip 

azimuth and 88±4o dip. 
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Figure 2.1: (a) Randa rockslide location (star) in the Matter Valley of southern Switzerland. 

(b) Photograph of the Randa rockslide and study site. (Photo: H. Willenberg) 
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Figure 2.2: (a) Map of Randa study site (black frame in Figure 2.1a) showing the extent of unstable 

rock based on geodetic measurements, the boreholes and major fracture zones. (b) Enlargement of 

area surrounding the boreholes identifying the fracture zones and locations of the vertical radar 

profiles and crosshole radar plane. Hatching outlines zones of dislocation that are broad and/or 

hidden beneath a thin veneer of surficial material. Thick solid lines delineate open portions of 

fracture zones. Ticks and numbers identify the surface dip azimuth and dip. 
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Figure 2.3: (a) Perspective view showing the moraine and slope debris covering part of the study site 

and the ruggedness of the terrain. Locations of photographs displayed in (b)-(d) are marked by white 

rectangles. Side views of (b) a jagged portion of open fracture Z1, (c) fracture zone Z2 and (d) open 

fracture Z10. (Photos: B. Rinderknecht, H. Willenberg and E. Eberhardt) 
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Figure 2.4: (a) Principle of single-hole reflection method and (b) schematic reflection section 

illustrating typical reflection patterns from intersecting and non-intersecting fractures. 

 

 

Figure 2.5: Log and other data acquired in borehole SB120 and information on selected surface 

fracture zones. (a) Televiewer log showing the most important fracture zones (red lines) intersected 

by the borehole, (b) dip azimuths and dips of these fracture zones, (c) dip azimuths and dips of 

correlated surface fracture zones, (d) dips of relevant radar reflections, (e) estimated minimum 

lengths of certain fracture zones, (f) caliper log (dashed line is the nominal area of the drill bit), g) 

horizontal displacements/year determined from repeat inclinometer measurements (? indicates 

uncertain measurements), (i) 1-D velocities determined from VRP measurements, (j) single-hole 

radar velocities, (k) single-hole radar amplitudes, and (l) single-hole radar section highlighting the 

most important reflections (see Figure 2.8). The decreasing borehole cross-sectional area identified 

in column (f) (see also trend of decreasing single-hole radar velocities) is caused by drill-bit 

abrasion. Borehole elevations and depths are relative to the top of borehole SB50N (2360.4 m above 

sea level). 
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Figure 2.8: Processed single-hole radar sections recorded in boreholes (a) SB120, (d) SB50S and (g) 

SB50N. Interpretations are superimposed on the same three radar sections in (b), (e) and (h). The 

A's, S's and N's refer to fracture zones intersected by the respective boreholes (Figures 2.5-2.7), the 

Z's refer to surface fracture zones (Figures 2.2a and 2.3a), and the X's refer to largely unexplained 

reflections. Phase-shift migrated radar sections are presented in c), f) and i). 
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Figure 2.8 (continued) 
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Figure 2.9: (a)-(c): VRP (vertical-radar profile) transmitter gathers for transmitter offsets of 0.9, 

10.5 and 14.5 m from borehole SB120 and receivers located between 10.0 m and 57.0 m depth. Red 

and blue lines are picked reflections and predicted reflections from the best-fit plane shown in Figure 

2.B1 of Appendix 2.9.B (in places, the lines coincide), respectively. 



49 
 

 

O

si

p
n

x

y

z

rj

si

P

B
o

re
h

o
le

Surface

D
ep

th

X Y

      Borehole antenna positions
      Surface antenna positions

 
Figure 2.10: Sketch illustrating the geometries of an arbitrary planar reflector P defined by the 

normal vector pn and a typical VRP (vertical-radar profile) ray path. Normal vector pn can be 

described by its Cartesian (x, y and z) or radial (l, ϕ and θ; not shown)  coordinates. The least-time 

ray path of energy travelling from the arbitrary surface source is  to the arbitrary borehole receiver 

jr  via reflector P can be constructed with the help of the mirror source is . Reflection points 

illuminated by rays generated at all positions along the surface profile and recorded at all receiver 

positions down the borehole are outlined by the speckled pattern on P. 
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Figure 2.11: (a) Velocity and (b) attenuation tomograms derived from the crosshole georadar data 

generated in borehole SB50S and recorded in borehole SB50N. S1, S2 and N1 are fracture zones 

identified in the boreholes. 
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Figure 2.12: Projected surface positions of the most significant radar reflectors (from Figures 2.8 

and 2.9) plotted on a simplified version of Figure 2.2b. Thicknesses of the red and blue lines 

correspond approximately to the reflection zone thicknesses. The surface locations of the X1-X6 

reflectors (blue lines) are highly speculative; they have been chosen to be consistent with the 

orientations of the F2 and F3 systems of fractures 
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Figure 2.13: Non-migrated cross-section extracted from a 3-D surface georadar data set that 

samples a large volume of rock between SB120 and the extrapolated location of the Z2 fracture zone 

(for details on the acquisition and processing of these data see Heincke et al, 2005). The very steep 

(>70o) reflection highlighted by the arrows would approximately migrate to the dashed position 

shown at the surface. It corresponds closely to the Z2 reflection identified in Figure 2.8b.   
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Figure 2.14: Perspective view of major fracture zones identified in the single-hole radar data. The 

locations of most fracture zones are constrained by surface and borehole observations. Fracture 

zone Z4 has been omitted, because it would obscure the other fractures when the rock mass is viewed 

from this direction. 
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Figure 2.A1: Results of tests on synthetic data. (a)-(d): Position of four planes (black areas) with 

respect to the source-receiver arrays (white lines). Colours on the planes represent reflection point 

densities. (e)-(h): RMS slices for constant true normal vector lengths l. (i)-(l): RMS slices for 

constant true azimuths ϕ. (m)-(p): RMS slices for constant true dips θ. Correct solutions are 

represented by the white dots in panels (e) to (p). 
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Figure 2.B1: Results of vertical-radar profile (VRP) grid search based on data recorded in borehole 

SB120. (a) Geometry of sources and receivers (white lines and white dots) and best fitting plane 

(black area) shown with its reflection point density. (b)-(d): RMS slices for best fitting l, ϕ and θ; 

colour saturation is proportional to the number of data points considered for the RMS calculation 

(e.g., white delineates areas not sampled and light blue shows regions poorly sampled). The 

projections of the two symmetric best fitting solutions pn
best_1 and pn

best_2 are marked with a white 

circle and diamond, respectively. (e)-(g): As for (b)-(d), but with limited colour scale (i.e. all values 

with RMS values >20 are blue).  
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3 Monitoring network: design, deployment, and 

operation 
 

3.1 INTRODUCTION 

The combined microseismic-geotechnical network was installed across the Randa 

study site in 2001. Given its hazardous and remote location (Figures 1.3, 1.4, 2.1, and 3.1), 

many logistical problems had to be resolved. Brief details on the installation and operation of 

the combined monitoring network, with emphasis on the microseismic components, are 

provided in the next section. I then discuss some general issues that need to be considered in 

designing and installing a microseismic network: (i) the network geometry and its 

earthquake location capabilities, (ii) the type and deployment of sensors, and (iii) a central 

recording site that allows for interactive data management. Details on the probabilistic 

earthquake location method and the interpretation of the microseismic activity are provided 

in Chapter 4. 

3.2 RANDA MONITORING NETWORKS 

The three moderately deep boreholes SB120, SB50S, and SB50S (the positions of the 

borehole collars are shown in Figure 2.2a, whereas the locations of the three borehole 

geophones B1-B3 are depicted in Figure 3.1) were essential components of the combined 

monitoring system. They were placed northwest of the scarp such that they sampled distinct 

unstable areas intersected by active surface fractures. Constraints on the borehole locations 

included accessibility for the drill rig and a maximum distance of ~30 m between the two 

50 m-deep boreholes to facilitate crosshole radar surveying (section 2.5.3). 

The microseismic network comprised twelve 3-component geophones located across 

the upper part of the rock slope (Figure 3.1, Table 3.2). Three geophones (B1-B3 in Figure 

3.1) were established near the bottoms of the boreholes, and nine were deployed in shallow 

holes (S1-S9 in Figure 3.1). Table 3.1 summarizes the main specifications of all components 

that were installed at the Randa study site. Coordinates of the twelve geophones are listed in 

Table 3.2. 
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Figure 3.1: Locations of the diverse elements of the monitoring network above the Randa rockslide. 

 

3.3 MICROSEISMIC NETWORK DESIGN 

Two general rules need to be considered in designing a microseismic network. To 

obtain a reliable epicenter, the maximum azimuthal gap between geophones should be <180° 

and to obtain a reliable focal depth, the distance from the epicenter to the nearest geophone 

should be less than the focal depth (e.g., Lee and Stewart, 1981). Accordingly, an optimal 

network should consist of evenly distributed geophones centered on the area of interest, and 

the sensor spacing should be set to the minimum expected hypocenter depths. 
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Table 3.1: Monitoring instruments and specifications. 
Instrument Number of 

instruments
Type Sampling period Purpose

Moderately deep 
geophones

3 OYO Geospace GS-20D
3-component, fn=28 Hz

Event-triggered
(0.0625-0.125 ms)

Microseismic activity

Shallow 
geophones

9 OYO Geospace GS-11D 
3-component, fn=8 Hz

Event-triggered
(0.0625-0.125 ms)

Microseismic activity

Geodetic survey 7 Optical reflectors 1-2 times/year Surface displacements

Extensometers 2 Vibrating-wire 6 min Continuous monitoring of 
surface fracture opening

Benchmark 
quadrilaterals

4 Beam-compass 2-3 times/year Magnitude and direction of
surface fracture opening

Benchmarks 26 Tape measure 1-2 times/year Surface fracture opening

Inclinometer 
tubes

One per 
borehole

Servo-accelerometers 1-2 times/year Horizontal displacements

In-place 
inclinometers

2 in SB120 Vibrating-wire 6 minutes Dynamics of horizontal dis-
placements across fractures

Extensometer SB120 Induction-coil 
transducer

1-2 times/year Vertical displacements

Geotechnical network at surface

Geotechnical network in boreholes

Microseismic network

 
 

Table 3.2: Coordinates of the microseismic array. 
Geophone East [m] North [m] Elevation [m]
S1 625'565.5 107'130.4 2'410.7
S2 625'678.3 107'057.5 2'339.1
S3 625'732.7 107'096.6 2'353.5
S4 625'806.7 107'096.4 2'307.7
B1 625'765.3 107'125.1 2'242.6
S5 625'682.6 107'147.9 2'376.7
S6 625'666.5 107'185.7 2'397.0
S7 625'772.3 107'288.8 2'327.9
B3 625'740.1 107'205.1 2'317.8
S8 625'763.6 107'159.7 2'353.9
B2 625'756.5 107'179.8 2'310.8
S9 625'795.1 107'206.5 2'328.5  

 

Optimization schemes for determining network geometry have been studied by 

Uhrhammer (1980), Hardt and Scherbaum (1994), Steinberg et al. (1995) and Curtis et al. 

(2004). In practice, an optimum network is rarely achieved. Many factors may influence the 

final installation of a small-scale network, including hazardous and logistically difficult 

operating conditions and/or insufficient number of geophones. 

A well-known problem with seismic networks, which may be addressed by 

optimization schemes, concerns the trade-offs between the different hypocentral parameters 
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and origin times during the location procedure. In particular, hypocenter depth and origin 

time often show strong dependencies. This effect can be reduced by having geophones 

located at various depths. As a consequence, the >100 m topographic relief of the Randa 

microseismic network and the geophones placed near the bottom of the boreholes were 

major advantages for the location of microearthquakes in the upper ~100 m of the 

subsurface. 

A resolution test of the 12-station microseismic network is provided in Appendix C. 

Here, additional material on the design of microseismic networks is presented. I describe 

important details on the methodology, followed by two resolution tests based on the 

assumption that P-wave arrival times are available at (1) the shallow geophones and (2) the 

full network at Randa. A third test includes hypothetical S-wave arrivals at the moderately 

deep borehole sensors. 

To estimate network resolution, I calculate the model resolution matrix for the 

linearized earthquake location problem in a homogeneous full-space model (Lee and 

Stewart, 1981; Menke, 1989). The damped least squares solution to the linear version of the 

problem is: 

 est g obs−=m G d , (3.1) 

where estm  are the best estimates of the hypocentral parameters 0x  and origin time 0t , g−G  

is the generalized inverse, and obsd  are the observed arrival times at station ix . The 

generalized inverse is given by: 

 2 1( ) ,g T Tλ− −= +G G G I G  (3.2) 

where 
0 0 0

1i i i
i

T T TG
x y z

⎛ ⎞∂ ∂ ∂
= ⎜ ⎟∂ ∂ ∂⎝ ⎠

, 

2λ  is the damping parameter, I  is the identity matrix, and G  is the matrix of partial 

derivatives of travel time Ti (from the source to station i) with respect to the source 

coordinates. The resolution matrix is then: 

 g−=R G G . (3.3) 

Since R directly relates the true parameters to the estimated model parameters by: 

 est true=m Rm , (3.4) 

it indicates if sufficient data exists to yield a unique estimate of the model parameters. In an 

ideal situation, =R I  and the estimated parameters equal the true ones. To test my network 



61 
 

 

configurations, I measure the deviation from the unit matrix using the Dirichlet spread 

(Menke, 1989, p.68): 

 
4 4

1 1

( ) [ ]ij ij
i j

Dirichlet spread R I
= =

= −∑∑ 2R . (3.5) 

To determine the distribution of the Dirichlet spread, equations (3.2), (3.3), and (3.5) 

are evaluated for a 3-D grid of simulated point sources based on the topography and 

microseismic network at Randa. The grid extends ±300 m north-north-east and ±300 m west-

north-west of the SB120 collar (Figure 3.1) and from 2080 to 2460 m elevation. In total, 

19220 grid points uniformly spaced at 20 m are included in the model. The damping constant 

is fixed to 2 0.1λ =  for all tests. 

A Dirichlet spread of 0 indicates independent resolution of all hypocentral 

parameters and origin times, whereas large values are diagnostic of trade-offs and unreliable 

hypocenter estimates. Absolute spread values are unimportant, because their magnitudes are 

largely controlled by the damping parameters. They do not directly indicate errors in the 

estimated parameters. Accordingly, only relative changes within the test volume or between 

different test configurations for the same volume are relevant. 

Figure 3.2 shows the locations of the shallow geophones S1-S9 and the 

corresponding Dirichlet spread along three slices through the event grid. A minimum 

Dirichlet spread value of 0.0127 is obtained in the central part of the network, with values 

increasing (i.e. resolution decreasing) laterally and with depth. This nine-geophone network 

would only reliably locate shallow earthquakes that occurred within the network boundaries. 

By including the geophones in the moderately deep boreholes, the minimum 

Dirichlet spread value is reduced to 0.0035 and the depth extent of low Dirichlet spread 

values increases (Figure 3.3). This enhances resolution in an essential part of the unstable 

slope close to geophone B1 (Figure 3.3b and c), where the opening fractures and faults are 

observed (Chapter 2; Willenberg, 2004; Heincke et al. 2005; 2006a; 2006b). It is in this 

region that significant earthquakes may eventually occur. 

Dirichlet spread values for the situation in which S-wave arrivals at the three 

moderately deep geophones are also included in the earthquake location procedure. The 

minimum Dirichlet spread value is now only 0.0012, which indicates nearly perfect 

hypocentral parameters and origin times in the vicinity of the array center. High-quality 
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hypocenter and origin time estimates are also observed over large regions well outside the 

microseismic network. 
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Figure 3.2: Distribution of shallow network geophones (triangles) and corresponding Dirichlet 

spread (resolution) of the hypocenter parameters and origin times: (a) horizontal plan section at 

2250 m elevation, (b) vertical cross-section A-A’, and (c) vertical cross-section B-B’. Only P-arrivals 

are considered, resolution values above topography are blanked. 

 

These simple resolution tests demonstrate the importance of the borehole geophones 

in determining reliable hypocenter parameters and origin times. They show that the Randa 

microseismic network is well designed for locating microearthquakes that may originate at 

the many fracture zones and faults near the boreholes. 

The tests described above do not consider the very important effects of arrival time 

uncertainties and the reliability of the seismic velocity model on the hypocenter-parameter 

and origin-time estimates. These issues are discussed in Chapter 4. 
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Figure 3.3: As for Figure 3.2, but including the geophones in the moderately deep boreholes 

(circles). 
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Figure 3.4: As for Figure 3.3, but including S-arrivals at the deep borehole geophones (circles). 

 

3.4 TECHNICAL SETUP OF THE RANDA MICROSEISMIC NETWORK  

3.4.1 Geophones 

The type and placement of the seismic sensors are key elements of any seismic 

monitoring system. The expected ranges of seismic signal amplitude and frequency, which 

depend on the magnitudes of the seismic sources and their distances from the sensors, 

determine the type of sensor. Events in deep mines, for example, commonly have moment 

magnitudes m between -4 and 5, which translates to frequencies ranging from <1 Hz up to 

several kHz (Mendecki, 1997). In such environments, it may be necessary to install 

geophones to cover the low to medium frequencies and accelerometers to cover the medium 

to high frequencies. For networks installed at or near the Earth’s surface, frequencies are 

typically well below 1 kHz.  

Good quality geophones are characterized by nearly linear responses above their 

natural frequencies, but attenuate energy at lower frequencies. Generally, broadband 

instruments are best suited for near-surface networks. Unfortunately, such sensors are very 



65 
 

 

expensive and need accurate horizontal placement. Tilting a broadband geophone may 

attenuate its response or introduce spurious frequencies (Oh, 1996). The effect is most 

serious for sensors with low natural frequencies. However, the use of geophones with high 

natural frequencies may result in more distant events (characterized by low corner 

frequencies) not being rewarded. 

A reasonable compromise between cost, sensitivity, and ease of installation was 

provided by 8 Hz geophones installed in the 0.3 – 4.6 m deep holes that were inclined within 

±5° of vertical (Figures 3.5 and 3.6). To facilitate eventual removal of the 3-component 

geophones from the shallow holes, they were fixed to the bedrock via a thin bed of grout. 

Coupling was enhanced by filling the gap around the geophone casing with sand. Geophones 

were then protected from rain, wind, and snowfall by improvised housings (Figure 3.5). 

Deviations of the borehole trajectories from vertical (especially for borehole SB120) 

required us to install tilt-tolerable geophones with natural frequencies of 28 Hz in the 

moderately deep boreholes (Figure 3.6b). They were placed just above the piezometer 

sections. By using prepared inclinometer casing modules that hold either a piezometer or a 

geophone (Figure 3.7a), all required data cables could be collected together in the gap 

between the casing and the borehole wall (Figure 3.7b). After lowering the casing into the  

 

 
Figure 3.5: Placement of near-surface geophone S9 in a shallow hole. A second ~5 m-deep hole was 

used to install a grounding plate for cable shielding. 
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borehole, the gap around it was grouted to achieve good coupling of the sensors to the 

surrounding rock. Geotextile prevented the grout from being absorbed by fractures 

intersecting the borehole (Willenberg et al., 2002). The casing was left open for repeat 

inclinometer surveys. 

3.4.2 Geophone orientation 

Accurate information on the orientations of the three sensors of each geophone was 

important for the polarization analyses of incoming seismic waves. The shallow sensors H1, 

H2, and V formed a right-hand coordinate system (x, y, and z in Figure 3.6a). They were 

oriented such that an impact from the north or east or from above would cause an initial 

positive signal. Consequently, a compressional P-wave from a moderately deep hypocenter 

north or east of a 3-component geophone would result in positive first-arrival onsets on the 

horizontal sensors, but a negative onset on the vertical sensor. 

 

 
Figure 3.6: Sketches of borehole geophones with three perpendicular sensors (H1, H2, V). (a) 

Shallow 8 Hz sensors define a right-hand coordinate system (x, y, z) with x pointing south and z 

pointing down. (b) Tilted 28 Hz sensor coordinate system (α, β, γ) in geographic reference system (x, 

y, z). 
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Figure 3.7: (a) Inclinometer tube with pre-installed geophone and data cable. (b) Installing 

geophone B2 in borehole SB50S. 

 

For the obliquely oriented borehole geophones B1-B3, I defined a coordinate system 

with axes (α, β, γ) that paralleled the axes of the respective sensors (Figure 3.6b). The 

orientations of these sensors relative to the (x, y, z) coordinate system of the shallow 

geophones could then be constructed from the borehole trajectory and inclinometer 

measurements. Borehole azimuth φ  and dip θ  defined the orientation of the z-component 

sensors. The sub-horizontal components α and β were oriented parallel to the guide tracks of 

the inclinometer tubes, the directions of which were measured at the surface. Small 

corrections to these orientations were required to compensate for torsional twists that the 

tubing suffered while being lowered down the boreholes. We used a spiral probe to measure 

these twists. Application of the following equations allowed the data in the (α, β, γ) 

coordinate system to be transformed to data in the (x, y, z) system: 
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x
y
z

α
β
γ

⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥=⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦

A , (3.6) 

where A is the rotation matrix defined by the Eulerian angles: dip direction φ , dip θ , and 

azimuth ψ . 

3.4.3 Geode seismographs 

The twelve 3-component geophones were connected to two 24-channel Geode 

seismographs (Geometrics Inc.) that operated in a self-trigger mode. These systems included 

24-channel acquisition boards with 24-bit A/D converters, allowing sampling frequencies of 

up to 50 kHz. The locations of the two seismographs were designed to keep the analog 

cables to the geophones as short as possible (Figure 3.1). 

Since a total ~1.5 km of cables were deployed across the Randa study site, it was 

necessary to protect the electrical systems against excess-voltages. Our installations include 

shielded cables and surge protection (Figure 3.5 and Figure 3.8a, respectively).  

 

 
Figure 3.8: Details on the installation of the Randa in situ monitoring network. (a) Geode 

seismograph (1), lightning protected data cables (2), and DC/DC converter (3). (b) Installation at 

the central recording site with industrial PC (4), wireless Ethernet bridge (5), and controller of 

power production unit (6). Photographs: B. Rinderknecht. 
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3.4.4 Central recording site 

The central recording site supplied the power necessary to run the system and 

acquisition software, temporarily stored the data, and provided an accurate clock for timing 

the measurements. Event triggered data packages were transferred from the Geodes via 

Ethernet to an industrial PC at the central recording site (Figure 3.1). The PC was designed 

to operate in the harsh weather conditions of the high alpine environment. Critical hardware 

components were selected to function at low temperatures down to -40°C. The hardware 

included a Celeron processor, a solid-state hard disk that stored the operating system, and a 

standard 20 GB hard disk for temporary data storage. Figure 3.8b displays some components 

of the installation at the central site. 

 

Wind generator

Solar panels

Wireless antenna

Solar panels

A B

 
Figure 3.9: Small hut (A) and climatic station (B) at the central recording site (Figure 3.1). 4 m2 

solar panels and a wind generator provided the on-site power, and wireless Ethernet allowed remote 

access. 
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Electrical power for the entire monitoring system was generated by solar panels and a 

wind generator ( Figure 3.9). During the absence of sufficient sun radiation and/or wind, 

battery packs (24V/600 Ah) ensured autonomy for approximately 10 days. The batteries 

were recharged during subsequent sunny/windy periods. 

3.5 MODES OF OPERATION AND DATA HANDLING 

Data flow from the seismic (and geotechnical) sensors distributed across the Randa 

study site was primarily uni-directional: from the sensors via a variety of equipment to the 

analyst. Several tasks (e.g., function tests, parameter setting, system maintenance) required 

bi-directional communication between the analyst and the acquisition system. Some of these 

tasks were fully automatic, whereas others required interactive input or a trigger to start up. 

Many of these tasks required reliable communication between the network 

components. Communication technology and data handling are discussed in the next section. 

A brief overview of the automatic procedures for managing the accumulated data and 

maintaining functionality of the network follows. 

3.5.1 Network communication 

The setup and basic functions of the entire microseismic-geotechnical monitoring 

system are shown in Figure 3.10. Data were transferred on a regular basis from the on-site 

field PC via an approximately 2 km long wireless Ethernet connection to a desktop PC 

located in a building of the Randa local authorities in the valley. To control the system and 

transfer small amounts of data, the desktop PC was accessed by telephone from ETH Zurich. 

The large volumes of seismic data were dumped to digital audio tape (DAT’s) and sent by 

mail on a regular basis to Zurich. 

Data from the piezometers, inclinometers, and surface extensometers were digitized 

and automatically collected by a data logger and transferred via a RS-232 interface to the 

central recording site. The relatively small amount of data produced by these instruments 

was downloaded via the telephone link. 
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Figure 3.10: Sketch of the monitoring system. Data flow from the diverse sensors to ETH offices is 

shown by black arrows. Dashed lines  indicate the flow of electrical power. 

 

3.5.2 Automatic and interactive network control 

Well-determined timing is a critical element of any seismic network. The system 

clock of the on-site filed PC was updated on a daily basis from ETH.  

From 2004 onwards, occasional power fluctuations locked the Geodes in an 

inoperative state. To prevent long down-times, we installed an automatic error detector that 

initiated a complete system restart on activation. This happened several times a day. 

Interactive remote access to the on-site field PC allowed me to check and update 

trigger parameters, perform error diagnosis, and inspect the data. Access to the desktop PC 

in the valley enabled me to initiate the dumping of the data to tapes. Exchange and mailing 

of the tapes was kindly provided by the local Randa authorities. 

3.5.3 Seismic event triggering 

The Geode seismographs were run by the commercial software package MGOS 

V7.15 provided by the manufacturer Geometrics Inc. Included in this software was a self 

trigger option for detecting events. The detection algorithm calculated the average signal 



72 Monitoring network 
 

energy in short- and long-time windows (so-called STA’s and LTA’s) and then computed 

STA/LTA ratios (Lee and Stewart, 1981). Once the STA/LTA ratio exceeded a certain 

threshold on one or more specified channels, a file containing data from all geophones was 

created. Details on the various trigger settings at the Randa network are given in Table 3.3. 

Table 3.3: Sampling and trigger parameters for the Randa microseismic network. 

Date Sampling rate [Hz] Record length [s] Trigger geophone LTA [ms] STA [ms] ratio

2002-01-01 16'000 4.0                        S3, S9 500 30 10
2002-04-27 8'000 8.0                        S3, S4, S9 500 40 40
2003-04-01 8'000 8.0                        S3, S4, S9, B2 500 40 40
2003-08-01 8'000 8.0                        S3, S4, S9, B2 500 50 40
2003-10-01 4'000 16.0                      S3, S4, S9, B2 500 50 40  

 

The microseismic monitoring network was in service from January 1, 2002 until July 

31, 2004. During this time, 66,409 events that required ~1 Terabyte disk space were 

recorded. For some periods, the seismic network triggered nearly every minute, resulting in a 

peak recording rate of ~850 events per day. Early analysis of about 9000 records 

demonstrated that the majority of the acquired data consisted of noise, so called transients. 

The processing required to separate the triggered events into various categories is explained 

in section 4.12. Here, I describe my manual arrival-time picking scheme. These times are 

used in the non-linear probabilistic technique used to locate the microearthquakes within the 

unstable Randa mountain slope (see Chapter 4). 

3.6 ESTIMATING ARRIVAL TIMES 

Arrival times required to locate microearthquakes within the unstable slope at Randa 

were manually picked. I wrote a MATLAB graphical user interface (PickGui) to analyze 

data windows that contained the first-arriving wave-trains (B in Figure 3.11). Picking of the 

onsets at each geophone was then performed on a second screen (Figure 3.12) that showed 

the three-component data in combination with the total signal amplitude 

   2 2 2
k k k kA x y z= + + ,     (3.7) 

where kx , ky , and kz  are the digital seismic waveforms recorded at the individual sensors. 

The picked arrival-times were used to derive very preliminary locations using a standard 

linearized approach and a homogeneous full-space model. To identify gross picking errors, 
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predicted arrivals based on these locations were displayed with each suite of recordings 

(Figure 3.11). 

 
Figure 3.11: PickGui tool showing (A) single component data with (B) data selection window, (C) 

list of accessible files, (D) buttons to re-classify events, (E) buttons to specify file browser 

classification, (F) file browser buttons, (G) picking commands, and (H) data load and exit 

commands. Blue and red solid bars show picked and predicted P-onsets. Small arrow to the right 

denotes the active trace in the PickWindow (Figure 3.12). 
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Figure 3.12: Pick window showing three component data (green, blue, and red for kx , ky , and kz ) 

and the total signal amplitude Ak (gray). Vertical black line indicates picked P-onset, black crosshair 

is picking cursor. 
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Abstract 

Risks associated with unstable rocky slopes are growing as a result of climate change 

and rapid expansions of human habitats and critical infrastructure in mountainous regions. 

To improve our understanding of mountain slope instability, we developed a microseismic 

monitoring system that operates autonomously in remote areas afflicted by harsh weather. 

Our microseismic system comprising twelve 3-component geophones was deployed across 

~60,000 m2 of rugged crystalline terrain above a huge recent rockfall in the Swiss Alps. 

During its 31-month lifetime, signals from 223 microearthquakes with -2 to 0 moment 

magnitudes were recorded. Determining the hypocenters was challenging for several 

reasons: (i) highly heterogeneous P-wave velocities that varied abruptly from < 1.5 km/s to 

> 3.8 km/s, (ii) inaccurate or shortage of first-break picks for some microearthquakes, (iii) no 

reliable S-wave picks, and (iv) numerous microearthquakes just outside the network 

boundaries. These issues were addressed by linking a 3-D P-wave velocity model of the 

mountain slope determined from tomographic refraction data with a non-linear probabilistic 

location technique that provided hypocenter parameters as probability density functions 

containing all plausible solutions and complete uncertainty information. Recordings from 

geophones at different altitudes and in boreholes constrained microearthquake depth 

estimates. Most microearthquakes were found to be concentrated within 50-100 m of the 

surface in two zones, one that followed the recent rockslide scarp and one that spanned the 

volume of highest fracture zone/fault density. These two active zones delineated a mass of 

rock that according to geodetic measurements has moved towards the scarp at 1-2 cm/year. 

4.1 INTRODUCTION 

Risks associated with sudden mountain-slope failures are escalating as a result of 

increases in exceptional climatic events and accelerated melting of alpine permafrost due to 

global warming and rapidly expanding population centers, lifelines, and other critical 

infrastructure within mountain valleys (Schuster, 1996; Bader and Kunz, 2000; Glade et al., 

2005a; Geertsema et al., 2006). To mitigate the effects of mountain-slope failures, robust 

protective barriers and early warning systems need to be constructed in the most vulnerable 

regions. Such installations require reliable information on the locations and key 

characteristics of unstable rock masses. 
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Conventional strategies for identifying unstable mountain slopes and estimating the 

volumes, lithologies, and physical properties of susceptible rocks have involved 

geomorphological and geological mapping and geotechnical investigations (Brunsden and 

Prior, 1984; Turner and Schuster, 1996; Glade et al., 2005a). Relatively recently, various 

remote sensing techniques have allowed large mountainous areas to be rapidly examined 

(Mantovani et al., 1996; Hervás et al., 2003; Metternicht et al., 2005) and diverse 

geophysical methods have been used to investigate unstable and adjoining stable rock at 

depth (McCann and Forster, 1990; Hack, 2000). As examples, geoelectrical, 

electromagnetic, seismic refraction, and surface wave surveys have supplied valuable 

information on the spatial variations of electrical resistivity and seismic velocity (Bruno and 

Marillier, 2000; Cummings, 2000; Havenith et al., 2000; Jongmans et al., 2000; Mauritsch et 

al., 2000; Schmutz et al., 2000; Dussauge-Peisser et al., 2003; Meric et al., 2005; Brückl and 

Brückl, 2006; Godio et al., 2006; Heincke et al., 2006a) and high-resolution seismic 

reflection and ground-penetrating radar (georadar or GPR) studies have yielded vivid 

subsurface images of active fractures and faults (Bruno and Marillier, 2000; Dussauge-

Peisser et al., 2003; Heincke et al., 2005, 2006b; Spillmann et al., 2006).  

Most of the above mentioned approaches only provide information on the static 

characteristics of the ground. Yet, detailed knowledge on the kinematic and dynamic 

conditions of mountain slopes is essential for understanding and predicting catastrophic 

rockslide failures (Erismann and Abele, 2001; Kilburn and Petley, 2003; Eberhardt et al., 

2004a; Stead et al., 2006; van Westen et al., 2006). To tackle this issue, traditional methods 

for determining movements in unstable regions (i.e., geodetic networks and point strain 

measurements; Dunnicliff, 1988; Jaboyedoff et al., 2004) are being complemented by 

modern GPS, interferometric synthetic aperture radar, and airborne laser altimetry 

techniques (Gili et al., 2000; Tarchi et al., 2003; Antonello et al., 2004; Hilley et al., 2004; 

Catani et al., 2005; Metternicht et al., 2005; Bulmer et al., 2006; Burgmann et al., 2006; 

Glenn et al., 2006; Marcato et al., 2006), all of which are capable of supplying high-

resolution displacement data over large areas.  

In addition to these purely kinematic techniques, studies of microseismic activity 

have the potential to provide information crucial for improving our understanding of 

mountain slope instabilities. Microseismic monitoring can be used to track the movements of 
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various types of material. It is a well established method in studies of volcanoes (Vilardo et 

al., 1996; De Natale et al., 1998; Lomax et al., 2001; Pezzo et al., 2004; Presti et al., 2004; 

Lippitsch et al., 2005), fracturing and fluid flow in hydrocarbon reservoirs and hot-dry-rock 

systems (Jupe et al., 1992; Jones et al., 1995; Rutledge et al., 1998; Vécsey et al., 1998; 

Moriya et al., 2002; Oye and Roth, 2003; Evans et al., 2005a), mining-induced earthquakes 

(Gibowicz et al., 1991; Trifu and Urbancic, 1996; Iannacchione et al., 2005), and major 

tectonic faulting (Malin et al., 1989; Ito et al., 2002; Schorlemmer and Wiemer, 2005). It is 

starting to play an increasingly important role in investigations of unstable hill and mountain 

slopes (Rouse et al., 1991; Gomberg et al., 1995; Scheikl et al., 2000; Eberhardt et al., 

2004b; Amitrano et al., 2005; Brückl and Parotidis, 2005; Merrien-Soukatchoff et al., 2005; 

Roth et al., 2005). 

As part of a multidisciplinary effort to understand the physical processes that lead to 

mountain slope instability and failure (Eberhardt et al., 2001, 2004a, 2004b; Willenberg et 

al., 2002, 2003; Willenberg, 2004; Heincke et al., 2005, 2006a, 2006b; Green et al., 2006; 

Spillmann et al., 2006), we have been monitoring microseismic activity across a well-studied 

mountain slope that lies directly above a scarp generated by the largest rockslide in recent 

Swiss history. Many of the following issues confronted during our pilot microseismic study 

are likely to influence microseismic investigations of other collapsing mountainous terrains:  

• Dangerously steep slopes (Figures 4.1b and 4.1c) limited the emplacement of 

seismic sensors, such that the aperture of the microseismic network was less than 

optimal.  

• The inevitable harsh weather conditions and remoteness of the high mountain 

made it difficult to maintain continuous operation of the network during its 31-month 

lifetime.  

• The recorded data were plagued with noise transients, some of which were 

undoubtedly caused by spherics (due to near and distant lightening storms) and other 

electrical disturbances associated with the resistive environment of the high mountain 

and the long recording cables.  

• P-wave seismic velocities of the crystalline rocks varied abruptly from very low 

values of <1.5 km/s to more normal values of >3.8 km/s, such that locating the 

microearthquakes in the extremely heterogeneous environment was a major 

challenge.  
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• Strong scattering and absorption resulted in most seismograms having rather 

emergent P-phases and generally complex codas with only poorly identifiable S-

phases.  

After briefly introducing the study site and results of related geological and 

geophysical investigations, we describe the essential details of our microseismic monitoring 

system. We then focus on the detection and location of microearthquakes within the unstable 

rock mass, emphasizing the importance of our independently determined 3-D tomographic 

velocity model and the probabilistic approach we employ for estimating the hypocenter 

parameters. We conclude with an integrated interpretation of the resultant microseismicity 

pattern, displacement rates defined by point strain estimates, and major fracture zones/faults. 

4.2 RANDA STUDY SITE 

4.2.1 The 1991 Randa rockslides 

As a result of two major rockslides during the Spring of 1991, approximately 

30 million m3 of crystalline rock plunged into the Matter Valley from a high mountain slope 

overlooking the village of Randa in southwest Switzerland (Figure 4.1; Schindler et al., 

1993; Sartori et al., 2003). The dislocation of the rock created a ~700 m high scarp on the 

side of the mountain and a huge debris cone that obliterated holiday apartments and barns, 

blocked the only land route to the major tourist resort of Zermatt, and dammed the 

Mattervispa River, causing flooding in upstream areas of the valley. 

4.2.2 Geology and fracture/fault systems 

Our knowledge of the geology of the mountain slope is based on extensive rock 

outcrops (Figures 4.1b and 4.1c), analyses of aerial photographs, and interpretations of 

televiewer and geophysical logs recorded in three moderately deep boreholes (SB120, 

SB50S, and SB50N with lengths of 120.8, 52.2, and 51.0 m, respectively; Figure 4.1c). The 

upper part of the slope is dominated by heterogeneous gneisses with a strong 20-25° west-

southwest-dipping foliation and three major fracture zone/fault systems (Willenberg, 2004). 

One system parallels the bedrock foliation. Fracture zones/faults of this system can be traced 

on surface-based 3-D georadar data from their exposures at the surface to 10-20 m depth 

(Heincke et al., 2005, 2006b). The other two systems are steeply dipping, with strikes 

ranging from northeast-southwest to northwest-southeast (Figure 4.2a). Borehole georadar 

reflection data and semblance-migrated versions of the surface-based georadar data allow 
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many steeply dipping fracture zones/faults to be mapped to depths as great as 75 m (Heincke 

et al., 2006b; Spillmann et al., 2006). The instability of the mountain slope appears to be 

strongly influenced by the steeply dipping fracture zones/faults, some of which have 

openings of tens of centimeters and are actively moving (Willenberg, 2004; Spillmann et al., 

2006). 

4.3 RANDA MONITORING SYSTEMS 

4.3.1 Geodetic-geotechnical-meteorological monitoring systems 

Shortly after the 1991 rockslides, a monitoring system comprising geodetic 

reflectors, surface extensometers, and meteorological stations was installed on the mountain 

slope (Jaboyedoff et al., 2004). The distances of the geodetic reflectors to various stable 

points have since been monitored using an electronic distance meter and the relative 

positions of selected reflectors have been determined via triangulation. At the beginning of 

our project, an independent geotechnical monitoring system was established. It included 

borehole extensometers, inclinometers, and piezometers and additional surface 

extensometers (Willenberg, 2004; Spillmann et al., 2006). Some of these new instruments 

supplied data on a semi-continuous basis to the ETH data processing laboratory via links to 

the microseismic system (Figure 4.3; see next section), whereas others provided data only 

when accessed by on-site personnel.  

The geodetic observations and surface displacement measurements suggest that 

2.7-9.2 million m3 of the rock mass is moving southwestward towards the scarp at 

1-2 cm/year (see solid arrows in Figures 4.2a and 4.2b; Eberhardt et al., 2001; Jaboyedoff et 

al., 2004; Willenberg, 2004). Displacements at the surface are greatest near the scarp, 

decreasing to zero at distances >150 m from the scarp edge, whereas those in the boreholes 

appear to be concentrated at the intersections of major discontinuities. Most significantly, 

movements have been detected near the base of borehole SB120, suggesting that instabilities 

extend to > 120 m depth (Figures 4.1c and 4.2b; Willenberg, 2004). 

4.3.2 Microseismic monitoring system  

Our microseismic network was deployed across topographically rugged terrain above 

the rockslide scarp at elevations of 2285-2450 m (Figures  4.1c and 4.2). It included nine 3-

component 8 Hz geophones (S1-S9) in 0.3-4.6 m deep holes and three 3-component 28 Hz 

geophones (B1-B3) at depths of 113.5, 42.7, and 43.2 m in boreholes SB120, SB50S, and 
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SB50N, respectively. Positions of the outermost network geophones S2, S4, and S7 were 

limited by the dangerously steep slopes at greater distances (Figure 4.1c). The maximum 

north-south and east-west apertures of the network (i.e., the distances between the furthest 

geophones) were both ~250 m.  

The microseismic data acquisition system and the ETH geotechnical equipment were 

designed to operate under harsh weather conditions in an isolated high-mountain 

environment. Analog cables connected the geophones to two Geode 24-bit multichannel 

seismographs and the geotechnical sensors to A/D converters and a data logger. Solar panels 

and a wind generator were the principal sources of energy for all instruments. When there 

was neither sun nor wind, large battery packs ensured autonomous operation of the 

instruments for approximately 10 days. The battery packs were recharged during subsequent 

sunny/windy periods.  

An on-site field PC controlled the entire data acquisition system and temporarily 

stored large volumes of triggered microseismic data. To detect microearthquakes, we 

employed a standard trigger algorithm based on short-time averages (STA) and long-time 

averages (LTA) of the incoming signals. For example, by setting the lengths of the STA and 

LTA windows to 40 and 500 ms, respectively, a single station was considered to have 

triggered when STA/LTA ≥ 40. A single trigger resulted in the recording of 8 s of data from 

all twelve 3-component geophones. The data were sampled at a rate of 8000 Hz. 

All data were transferred to a desktop PC in the valley below to be temporarily stored 

and written to tapes that were regularly shipped to the ETH data processing laboratory. A 

land telephone link enabled us to access the desktop PC in the valley and through a radio 

connection between the desktop and on-site field PC's we were able to control the data 

acquisition system. During its 31 month deployment, the microseismic system was fully 

operational 81% of the time. For a three-month period in 2002, the operational parameters of 

the system were reconfigured to allow the network to become an important component of the 

3-D tomographic seismic refraction survey (Heincke et al., 2006a). 

4.4 INITIAL PROCESSING OF THE RANDA MICROSEISMIC DATA 

A total of 66,409 triggered events were recorded between January 1, 2002 and July 

31, 2004, corresponding to approximately 1 Terabyte of data. A selection of the various 

types of event is presented in Figure 4.4. To identify efficiently recordings generated by 
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microearthquakes in the vicinity of the unstable mountain slope, we first designed and 

implemented a semi-automatic two-step pattern recognition procedure (Appendix 4.12). 

Those events recognized by this procedure as possible microearthquakes were then analyzed 

manually. Application of this combined scheme led to the identification of (i) 55,563 noise 

transients generated by electrical disturbances, (ii) 10,432 recordings that contained either 

noise, low coherency events, generally weak signals, or emergent signals probably 

originating from distant earthquakes and explosions, (iii) 206 regional earthquakes (such 

events often occur in the western Swiss Alps; Maurer and Kradolfer, 1996), and (iv) 223 

mountain slope events comprising 129 sequences of multiple microearthquakes and 94 

single microearthquakes. The microearthquake recordings were characterized by moderately 

high-frequencies (mostly less than < 200 Hz) and short durations.  

Unfortunately, the overall data quality of the mountain slope microearthquake 

recordings was not high. Only about ten tremors generated seismograms with signal-to-noise 

ratios as high as the single event shown in Figure 4.4. Nevertheless, we could pick 2,118 

first-arrival P-wave times for the 223 single and multiple microearthquakes (first-arrival 

times were only picked for the most prominent event in any sequence). A minimum of 5 

first-arrival P-wave times was available for all 223 microearthquakes. 

Although polarization analyses demonstrated the presence of S-wave energy in many 

seismograms, it was extremely difficult to determine S-wave onset times with sufficient 

accuracy to be useful for microearthquake location purposes. Furthermore, coherent S-wave 

arrivals were not observed on any microearthquake seismic section (i.e., plots of the 

recorded data arranged according to their first-arrival times). There were a variety of 

possible explanations for this. As a consequence of the moderate frequency content of all 

microearthquake recordings, the first P-wave pulse or its coda interfered with the first S-

wave arrivals at all geophones close to the events. Moreover, the very strong velocity 

contrasts of the mountain slope rocks (see next section) undoubtedly resulted in the 

generation of P-to-S converted waves, which again would have interfered with the pure S-

waves; because of strong velocity heterogeneity, the effects would have been different at 

different azimuths relative to the microearthquakes. Finally, the moderate frequency content 

of the recordings at short distances suggests that anelastic attenuation was generally high, 

such that S-wave energy would have suffered significant absorption . 
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4.5 3-D SEISMIC MODEL 

An accurate velocity model is required for reliably locating earthquakes in highly 

heterogeneous media (Lomax et al., 2000; Lomax et al., 2001; Husen et al., 2003; Husen and 

Smith, 2004; Presti et al., 2004). It is especially important for earthquakes located near or 

outside the boundaries of microseismic networks and/or for traveltime data sets lacking 

reliable S-wave information. To obtain the necessary detailed velocity information, we 

benefited from a comprehensive 3-D tomographic seismic refraction survey across a large 

region of the mountain slope (Heincke et al., 2006a). 

Our 3-D seismic refraction survey comprised five profiles parallel to the general 

downslope direction, three profiles perpendicular to it, 33 source locations slightly offset 

from the profiles and the twelve 3-component geophones of the microseismic network 

(Figure 4.2a). Source and geophone spacings along the 126-324 m long profiles were 4 and 2 

m, respectively. Small explosive charges of 5 - 50 g2 detonated in 0.5-0.7 m deep holes 

provided the sources of seismic energy. Shots along the profiles were recorded by geophones 

along the respective profiles and by the entire microseismic network, whereas shots at the 

offset source locations were recorded on geophones along all profiles and, again, by the 

entire network.  

From the >99,000 recorded traces we were able to pick 52,600 first arrivals with an 

accuracy of better than ~5 ms. A 3-D tomographic inversion of these traveltimes revealed a 

highly heterogeneous rock mass dominated by a broad northeast-southwest trending zone of 

remarkably low seismic velocities (Figure 4.5a; Heincke et al., 2006a). Velocities of 

< 1.5 km/s occurred over a 200 x 100 m area extending to ~25 m depth and velocities of 1.5-

2.7 km/s could be traced to various depths across a large segment of the mountain slope. 

Continuous tracts of rock with velocities >3.8 km/s were only found in the northwest part of 

the site. Blocks of relatively high velocity material were detected within the mostly low 

velocity regions and vice versa. Heincke et al. (2006a) suggested that the low velocities 

                                                 

2 We used only small charges to avoid damaging the sensitive high alpine environment and possibly increasing 
mountain slope instability. 
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resulted from the presence of numerous dry cracks, fractures, and faults at a wide variety of 

length scales.  

To account for the possibility that some microearthquakes occurred exterior to the 

microseismic network boundaries, it was necessary for us to define velocities beyond the 

limits of the 3-D velocity model. For this purpose, we derived from the 3-D velocity model 

an average 1-D velocity model that followed the topography and then expanded the volume 

of investigation to include a much larger portion of the mountain slope. The 1-D velocity 

model was then employed as the initial input model for a new 3-D tomographic inversion. 

Well-constrained velocities within the new model, which matched those of the original 3-D 

model, graded relatively smoothly to values defined by the input 1-D velocity model (Figure 

4.5b). We emphasize the limited accuracy of velocities not explicitly determined from the 

3-D tomographic survey data. 

4.6 DETERMINING EARTHQUAKE LOCATIONS 

It is clear that we need an earthquake location scheme that accounts for strong 3-D 

velocity heterogeneity. This scheme should also provide realistic estimates of location 

uncertainty in the presence of a variety of factors that cause the computational process to be 

ill conditioned. These factors include the relatively large reading inaccuracies (~5 ms) of 

many first-arrival P-waves, a paucity of first-arrival P-wave times for some events, the lack 

of reliable S-wave information, and the occurrence of a large number of tremors just outside 

of the microseismic network boundaries.  

Traditional methods for locating earthquakes involve iteratively solving linearized 

approximations to the equations that connect hypocenter parameters and origin times to the 

observed traveltimes and velocity structure of the Earth (Lee and Stewart, 1981). Estimates 

of hypocenter parameter uncertainty, usually assumed to be normally (Gaussian) distributed, 

are provided by error ellipsoids defined by the diagonal elements of the model covariance 

matrix (Menke, 1989). Although traditional methods work well in many circumstances, 

recent work based on synthetic and field examples and 1- and 3-D velocity models highlight 

their shortcomings when the inversion process is ill conditioned (Lomax et al., 2000; Husen 

et al., 2003; Presti et al., 2004; Lippitsch et al., 2005). Under such conditions, the estimated 

locations may be far from the true ones and the estimated uncertainties may be highly 

inaccurate; the error ellipsoids may not even encompass the true event positions. Most 
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importantly, the locations of earthquakes that appear to be well determined may transpire to 

be very poorly constrained when more exact techniques are employed (e.g., see Lippitsch et 

al., 2005). 

As expected, traditional earthquake location methods provided flawed information at 

the Randa study site. Accordingly, to estimate the distribution of hypocenter parameters we 

have used the comprehensive nested-grid search version of Lomax et al.'s (2000) 

implementation of Tarantola and Valette's (1982) non-linear probabilistic location technique. 

This technique has previously been used to locate earthquakes in topographically rugged and 

highly heterogeneous volcanic terrains (Vilardo et al., 1996; De Natale et al., 1998; Lomax 

et al., 2001; Presti et al., 2004; Husen and Smith, 2004; Lippitsch et al., 2005).  

As for the traditional methods, the input data to the non-linear probabilistic location 

technique include the arrival times and geometry of the microseismic network, and a reliable 

representation of the Earth's velocity structure is needed. In addition, the probabilistic 

technique requires the uncertainties in the arrival times and theoretical traveltimes to be 

defined by probability density functions (PDF's). By using Gaussian distribution functions to 

represent these input PDF's, the output hypocenter PDF's can be analytically derived 

(Tarantola and Valette, 1982).  

It is relatively straightforward to incorporate arbitrarily complicated velocity models 

in the probabilistic location technique (Lomax et al., 2000; Presti et al., 2004). To minimize 

computational effort, the traveltimes of seismic waves from the network geophones to all 

grid points are calculated and stored in the form of look-up tables. Considering that these 

calculations are usually only required once for a microseismic network, very accurate 

forward routines can be employed. For example, a 3-D version of Podvin and Lecomte's 

(1991) finite-difference eikonal solver provides accurate direct-, diffracted-, and head-wave 

traveltimes in Lomax et al.'s (2000) scheme. For the probabilistic location of earthquakes, it 

is only necessary to access the look-up traveltime tables on a frequent basis. 

A hypocenter PDF provided by the non-linear probabilistic location technique 

encompasses all likely solutions (i.e., it is a complete probabilistic solution) and includes 

comprehensive information on the effects of (i) uncertainties in the arrival times and 

theoretical traveltimes, (ii) any incompatibility of arrival time picks, and (iii) the spatial 

relationships between the network geophones and the earthquake locations. Although 
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uncertainties in the arrival times and theoretical traveltimes are usually defined as Gaussian, 

the non-linear relationships involved in the location process result in the solution 

uncertainties being non Gaussian (i.e., non ellipsoidal). Indeed, the hypocenter PDF's may be 

highly irregular (Lomax et al., 2000, 2001; Husen et al., 2003; Husen and Smith, 2004; 

Lippitsch et al., 2005; Lomax, 2005).  

In most earthquake studies, uncertainty can be readily estimated for each arrival time 

pick, but uncertainties in the theoretical traveltimes (i.e., inaccuracies in the velocity model) 

are generally poorly known. This is an important limitation in many investigations, because 

errors in the velocity model may result in systematically biased locations, especially near and 

outside the boundaries of microseismic networks (Lomax et al., 2000). 

For the location of all events in our study, uncertainties are defined by a Gaussian 

distribution function that represents the ~5 ms reading accuracy of many first arrivals and a 

Gaussian distribution function that represents a 0.2 ms inaccuracy in the theoretical 

traveltimes. Although our extended 3-D model is generally well constrained throughout 

much of the investigation volume, it certainly does not include all small scale velocity 

heterogeneities that influence the P-wave arrival times. To compensate partly for this 

shortcoming, we compute and apply station corrections that minimize errors in locating a 

number of calibration shots (see section 4.7.2). Furthermore, we demonstrate the sensitivity 

of our microearthquake locations to variations in the theoretical travel times by comparing 

hypocenters obtained using our 3-D model with those obtained using a constant velocity 

model.  

We display a hypocenter in three forms: (i) a PDF scatter cloud in which the densities 

of dots are proportional to the probabilities3 or (ii) PDF volumes shown in planar sections by 

a color scale representation, and (iii) a maximum-likelihood location. Scrutiny of the PDF 

scatter cloud or volume allows us to estimate the level and type of uncertainty. As examples, 

tightly grouped dots in the PDF scatter cloud (i.e., a small PDF volume) are evidence for a 

well-resolved hypocenter, whereas broadly scattered dots in all directions (i.e., a large PDF 

volume) indicate a poorly constrained one. A tight grouping of dots in the x-y plane and a 

                                                 

3 Each hypocenter PDF is represented by 1000 dots and the volume integral of all probabilities of a PDF is 
normalized to a value of 1. 
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broad scatter in the z direction (i.e., a narrow elongated PDF volume) are diagnostic of an 

event that has a well-resolved epicenter but a poorly constrained depth. Although there may 

be multiple acceptable solutions, we choose the maximum-likelihood (or minimum misfit) 

point of the hypocenter PDF as the optimum location. 

4.7 PERFORMANCE OF  THE RANDA MICROSEISMIC NETWORK 

4.7.1 Effect of network size and geometry on the hypocenter estimation process 

The size and geometry of the Randa microseismic network was controlled by (i) the 

position of the steep rockslide scarp and generally rugged topography (Figures 4.1 and 4.2), 

(ii) our wish to have the geophones located or within the bedrock, (iii) a limit on the number 

of 3-component geophones available for the 31-month duration of the project, (iii) the need 

for the geophones to be reasonably close to the two Geode seismographs and power sources 

(Figure 4.3) to minimize cable lengths and, thus, the effects of atmospheric and ground-

based electrical disturbances. To determine the influence of the network's size and geometry 

on the hypocenter estimation process, we performed a simple synthetic experiment in which 

the effects of velocity heterogeneity and uncertainties in arrival time picks were explicitly 

excluded. We created a model that simulated the 3-D topography of the unstable mountain 

slope, the true locations of the microseismic network of geophones, and 16 earthquakes 

situated at different depths within two planes (Figure 4.6). Constant P-wave velocities above 

and below ground level were set to 0.3 and 2.5 km/s, respectively. Noise-free arrival times 

were determined for P-waves traveling from the simulated earthquakes to all network 

geophones. We then used the non-linear probabilistic location technique to determine the 

hypocenter PDF's and maximum-likelihood locations displayed in Figure 4.6. For this case 

and the calibration exercise described in the next section, we allowed the grid-search 

program to seek solutions above the ground to the limit of the model space. In contrast, to 

locate the microearthquakes we excluded the region exterior to the rock mass from the 

search process. 

Although the maximum-likelihood locations coincide with the true hypocenters 

throughout the mountain slope (Figure 4.6), the varying shapes and sizes of the hypocenter 

PDF scatter clouds highlight the very different confidence levels assigned to each location 

estimate. Within the network boundaries, the scatter clouds are generally symmetric with 

diameters mostly less than 30 m in planes parallel to the mountain slope (Figure 4.6a) and 
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somewhat elongated in planes perpendicular to it (Figure 4.6b). Elongation increases with 

hypocenter depth. Nevertheless, because geophones are located in moderately deep 

boreholes and distributed over a wide range of elevations, the well-known ambiguity in 

earthquake depth estimate is relatively minor in the top ~50 m of our study site. Outside of 

the network boundaries, the dimensions of the scatter clouds and resultant uncertainties in 

earthquake locations increase significantly. Since we allowed the search space to extend 

above the ground, earthquakes close to the surface and mountain edge are better determined 

than indicated by the sparse nature of their scatter clouds. 

4.7.2 Calibration of the network using small test shots: station corrections 

To enhance the accuracy of our hypocenter parameter estimates, we have calibrated 

the microseismic network using a number of small test shots detonated at various locations 

across the study site. These shots were not included in the derivation of the 3-D velocity 

model. Traveltimes from twelve of the test shots grouped together in five small areas (SG1 - 

SG5 in Figures 4.7- 4.9) were sufficiently well determined (~5 ms reading accuracy) to be 

useful in the calibration procedure. Two of the shot groups were positioned within the 

network (SG2 and SG4 in Figure 4.7), two were located along network boundaries (SG1 and 

SG3), and one was situated northwest of the network (SG5) 

We began by computing for each calibration shot the root-mean-square (RMS) 

difference between the observed traveltimes and predicted traveltimes based on the true shot 

location and six different velocity models: the extended 3-D velocity model of Figure 4.5b 

and five homogeneous models with velocities between 2.0 and 5.0 km/s. The RMS 

differences varied from 6-40 ms, with nine of the twelve differences below 10 ms based on 

the 3-D velocity model and three based on the 2.5 km/s constant velocity model (Figure 

4.8a). To improve the traveltime predictions, we averaged the traveltime differences at each 

geophone to produce a suite of azimuthally invariant station corrections4 for each velocity 

model. These corrections partly accounted for velocity model inadequacies close to the 

geophones. Application of the station corrections yielded substantially reduced RMS 

differences of 3-20 ms (Figure 4.8b), with the lowest values (3-8 ms) for all calibration shots 

                                                 

4 The geographic distribution of successful calibration shots was insufficient for the computation of 
azimuthally dependent station corrections. 
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based on the 3-D velocity model (Figure 4.8b). The average of the RMS differences for the 

extended 3-D-velocity-model calculations was ~5 ms, practically the same as the reading 

accuracy of many calibration-shot and microearthquake recordings. We have applied station 

corrections to all recorded data sets before subjecting them to the non-linear probabilistic 

location technique. 

Using the six velocity models, we determined the hypocenter PDF's and maximum-

likelihood locations of the twelve calibration shots. As demonstrated by Figure 4.9, the 

absolute misfits of the maximum-likelihood locations were highly variable. The lowest 

misfits were mostly based on the 3-D velocity model, with the epicenters mislocated by 1-

40 m (most mislocations were ≤ 21 m), and the depth estimates incorrect by 0-18 m (most 

depth errors were ≤ 8 m). The 2.0-3.0 km/s constant velocity models produced plausible 

hypocenter PDF's and maximum-likelihood locations for some calibration shots, but not for 

others. For example, Figures 4.7a and 4.7b show that several of the calibration shots 

occurred along the boundaries or completely outside of the PDF scatter clouds based on the 

constant 2.5 km/s model. By comparison, all calibration shots are enclosed by the respective 

hypocenter PDF scatter clouds based on the 3-D velocity model (the single shot of the SG2 

group occurred along the boundary of its PDF scatter cloud; Figures 4.7c and 4.7d). It is 

noteworthy that the hypocenter uncertainties are uniformly higher for the 3-D velocity model 

than for the constant 2.5 km/s model. As for the synthetic examples of Figure 4.6, the PDF 

scatter clouds in Figure 4.7 are markedly more compact for events inside the microseismic 

network than for those outside.  

4.8 MICROEARTHQUAKE LOCATIONS AND MAGNITUDES 

Despite the clear superiority of the extended 3-D velocity model, for comparison 

purposes we have estimated the hypocenter PDF's and maximum-likelihood locations of all 

microearthquakes using both the 3-D and constant 2.5 km/s velocity models. We begin by 

describing probabilistic hypocenter parameters for two very different sets of recordings, one 

for a microearthquake clearly within the network (Figure 4.10a) and one for a 

microearthquke that was likely outside (Figure 4.10c), and then present the location results 

for the entire microearthquake data set. 



90 Microseismic investigation 
 

4.8.1 Two single microearthquakes 

The hypocenter PDF's and maximum-likelihood locations for microearthquake-A 

recordings (Figure 4.10a) are practically identical for computations based on the two 

velocity models (compare Figures 4.11a and 4.11c with Figures 4.11e and 4.11g). This event 

occurred directly above borehole geophone B2 (triangles showing the geophone position in 

Figures 4.11a and 4.11e are covered by the stars depicting the maximum-likelihood 

locations). The high amplitude signals rich in high frequencies received by the 3-component 

geophone B2 and the much lower amplitude signals largely devoid of high frequency energy 

received by all other 3-component geophones (Figure 4.10a)5 are in accord with the derived 

maximum-likelihood locations and associated small PDF volumes.  

In contrast to microearthquake A, the hypocenter PDF's and maximum-likelihood 

locations for microearthquake-B recordings (Figure 4.10c) are very different for the two 

velocity models (compare Figures 4.11b and 4.11d with Figures 4.11f and 4.11h). Yet, the 

RMS differences between the observed and predicted arrival times are very similar for the 

two maximum-likelihood locations (i.e., 9.3 and 10.3 ms). Which of these two very different 

solutions should we accept: one with a relatively small PDF volume (i.e., seemingly well-

resolved) and a maximum-likelihood location that positions the event within the network 

very close to geophone S4 (Figures 4.11b and 4.11d) or one with a large PDF volume (i.e., 

poorly constrained) and a maximum-likelihood location that places the event southeast of the 

network near the rockslide scarp (Figures 4.11f and 4.11h) ? 

There are two lines of evidence that support the second solution of a poorly 

constrained location exterior to the network. First, the recordings at geophone S4 do not 

contain the high frequencies expected of a nearby microearthquake (Figures 4.10c and 

4.10d). Indeed, recordings at all geophones have similar low-frequency coda with 

comparably flat spectra in the narrow 5-50 Hz frequency band; amplitudes are more than two 

orders of magnitude lower for frequencies > 100 Hz than for frequencies < 50 Hz. Second, 

S-wave energy appears to arrive 0.04-0.08 s after the first breaks detected on five of the 3-

component recordings displayed in Figure 4.10c. This assertion is supported by the results of 

                                                 

5 High amplitudes in the spectra of the B2 traces extend from 5-200 Hz, whereas those in the spectra of the S6 
and other recordings are limited to 5-100 Hz (Figure 10b). 
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the polarization analyses presented in Figure 4.12, in which the dominant particle-motion 

directions are plotted as a function of arrival time for the five identified recordings6. For a 

relatively distant event more than 100 m below the network (e.g., as shown in Figures 4.11f 

and 4.11h), the rays and P-wave particle motions should be steeply dipping at the geophones 

and the S-wave particle motions shallowly dipping. The opposite would be true for an event 

at the same depth level and close to the network (e.g., as shown in Figures 4.11e and 4.11g). 

Particle motion directions are >70o for at least the first 0.04 s of the identified recordings 

(Figure 4.12). They change to shallow dipping at later times, compatible with the arrival of 

S-wave energy (near the second row of ticks in Figure 4.10c). Between 3.45 and 3.50 s, the 

particle motions of these recordings are practically horizontal. (Figure 4.12). The observed 

particle motion directions and the poorly resolved > 0.04 s time gaps between the first P- and 

S-wave arrivals are consistent with the solution shown in Figures 4.11f and 4.11h, but not 

with that shown in Figures 4.11b and 4.11d. 

4.8.2 Analysis of all microearthquakes 

The maximum likelihood epicenters of all microearthquakes obtained for the two 

velocity models are displayed in Figures 4.13a and 4.13b. There are similarities and notable 

inconsistencies between the two epicenter patterns. Both show roughly half the events within 

the microseismic network and half outside and both include concentrations of shallow 

(i.e., <30 m deep) events near to and beneath the rockslide scarp; a cluster of ~70 

microearthquakes can be followed below a broad zone of the exposed scarp to well inside 

the network. Microearthquake A (Figures 4.10 and 4.11) is one of only a small number of 

well-resolved events that have practically identical maximum-likelihood locations based on 

the two velocity models. The well-resolved events are mostly situated within the network 

very close to one or more geophones. Maximum-likelihood locations of other events differ 

for the two suites of solutions. One consequence of these differences is the much tighter 

grouping of epicenters in Figure 4.13a than in Figure 4.13b. Based on our analyses of the 

calibration-test-shot and microearthquake-B recordings, we conclude that the tightly 

clustered appearance of epicenters in Figure 4.13a is an artifact. 
                                                 

6  The dominant particle motion directions were computed from the 3-component recordings using the 
covariance technique introduced by Flinn (1965).  
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Comparisons of the epicenter patterns in Figures 4.13a and 4.13b highlight 

uncertainties associated with inadequacies of the velocity models, but they take no account 

of the considerable uncertainties caused by arrival time inaccuracies and the less-than-

optimal spatial relationships between the network geophones and many microearthquakes. 

Furthermore, the characteristics of each individual microearthquake are much less important 

in seismicity pattern analyses than the accumulative characteristics of many such events. For 

example, a single low magnitude tremor is unlikely to influence greatly the stability of the 

mountain slope, but many tremors along a limited number of structures could eventually be 

linked to catastrophic collapse. To address these points, we analyze the sum of hypocenter 

PDF's computed for all microearthquakes rather than the individual PDF's. Figures 4.13c-

4.13f display slices and cross-sections through the two resultant cumulative hypocenter 

PDF's (one for each velocity model). Within some favorable parts of the network, a 

cumulative hypocenter PDF may delineate active faults, whereas in others it may only 

provide sufficient information to distinguish between zones of seismic activity and inactivity 

(Presti et al., 2004). 

As for the epicenter patterns of Figures 4.13a and 4.13b, the cumulative hypocenter 

PDF's in Figures 4.13c-4.13f reveal general correlations and significant discrepancies 

between the results provided by the two velocity models. High PDF values in the vicinity of 

the rockslide scarp and beneath the eastern half of the network are common to the two 

solutions, but the detailed PDF patterns differ markedly. In addition, the seemingly 

prominent microseismogenic zone that extends through the cross-section of Figure 4.13e is 

not observed in Figure 4.13f. 

The contrasting hypocenter PDF patterns displayed for the two velocity models in 

Figures 4.7, 4.11, and 4.13 have demonstrated the importance of incorporating reliable 

velocity information in the microearthquake location process. For the computation of 

microearthquake magnitudes and interpretation of microseismicity at the Randa study site, 

we employ the cumulative hypocenter PDF and maximum-likelihood locations based on our 

extended 3-D velocity model. 

4.8.3 Magnitudes 

We computed moment magnitude estimates m for microearthquakes recorded by the 

Randa microseismic network using the following formulas introduced by Hanks and 

Kanamori (1979): 
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Mo is the seismic moment, density ρ = 2.7 g/m3, P-wave velocity vP = 2.500 km/s, R is the 

hypocentral distance, Ω0 is the long period amplitude determined from the displacement 

spectra, and U=0.52 is a general correction for the mean radiation pattern (Aki and Richards, 

1980). 

Application of equations (1) and (2) using hypocentral distances based on the 

maximum-likelihood locations yielded estimates of m for all microearthquake recordings. 

Average moment magnitudes and standard deviations were then determined from the 5-12 

estimates of m for each event. The resultant average moment magnitudes were mostly in the 

-2.0 to -0.5 range with an average standard deviation of ±0.2 (Figure 4.14). 

4.9 INTERPRETATION 

Our interpretation of microseismicity at the Randa study site is based on detailed 

analyses of the cumulative hypocenter PDF from different viewing angles (e.g., Figure 4.15) 

and comparisons of the PDF pattern with diverse geological, geodetic, geotechnical and 

other geophysical data (Figure 4.16; Eberhardt et al., 2001, 2004a, 2004b; Willenberg et al., 

2002, 2003; Willenberg, 2004; Heincke et al., 2005, 2006a, 2006b; Green et al., 2006; 

Spillmann et al., 2006). Various perspective views of the cumulative hypocenter PDF and 

slices and cross-sections through it prove to be particularly useful. In the map and two 

perspective views of Figure 4.15, volumes in which the cumulative PDF values are 

uniformly > 3.2*10-5 are opaque and those in which the PDF values are uniformly < 3.2*10-5 

are transparent. Such diagrams represent well our knowledge of microseismic activity at the 

site. They provide a robust means of identifying and mapping microseismogenic and 

aseismic zones.  

Figure 4.16a brings together information on the topography, fracture zones/faults, 

geodetically determined movements of the unstable mountain slope, and the minimum lateral 

extent of the anomalously low-velocity crystalline rocks, whereas Figures 4.16b and 16c 

show the fracture zones/faults projected on to the PDF slice and cross-section of Figures 

4.13d and 4.13f. The orange dashed line in Figure 4.16a delineates the boundary of the 
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mobile section of the mountain slope, with the highest rates of displacement occurring south 

of the blue line (Jaboyedoff et al., 2004). The displacements are concentrated across major 

fracture zones/faults with opening rates of 0.001-0.003 m/year (Willenberg, 2004).  

In the following, we describe the principal characteristics of the microseismogenic 

and aseismic features A to G and review information relevant to defining the boundaries of 

the unstable section of the mountain slope. 

4.9.1 Microseismogenic zones (A, B, D, E, and G)  

The highest levels of microseismic activity are observed within microseismogenic 

zone A near and beneath the rockslide scarp (Figures 4.15 and 4.16). This large zone of 

enhanced cumulative hypocenter PDF values is approximately 200 m long, 30-100 m wide, 

and 20-60 m thick. High PDF values extend to the outer limits of the rock mass, such that the 

southeastern boundary of zone A coincides with the scarp face. Since zone A is mostly 

outside the microseismic network and the well-resolved part of the extended 3-D velocity 

model, its internal features and outer boundaries are poorly constrained. Consequently, the 

microseismicity may not be as widely distributed as suggested by the cumulative hypocenter 

PDF. Nevertheless, it is significant that a major fracture zone/fault extends the length of zone 

A (Figures 4.16b and 4.16c; see also the linear feature adjacent to geophone S4 in Figure 

4.1c) and that the highest mountain-slope displacement rate (2 cm/year) is recorded within 

its boundaries (blue cross in Figure 4.16a). Microearthquakes likely occur along the major 

fracture zone/fault and on the numerous smaller discontinuities that cause this segment of 

mountain slope to be highly fractured and craggy (Figure 4.1c). Considering the paucity of 

geodetic reflectors in this area, it is possible that most rocks within zone A are moving 

relatively rapidly southeastwards.  

Microseismogenic zone B is defined by a number of small to moderately large 

volumes of high PDF values that occur within the region most affected by major fracture 

zones/faults (Figures 4.15 and 4.16). Although the hypocenters are situated within the 

boundaries of the network and well-resolved part of the extended 3-D velocity model and 

are, therefore, relatively well determined, the location uncertainties and the dense 

distribution of major discontinuities in this region preclude us from confidently assigning 

individual microearthquakes to specific fracture zones/faults. However, the close proximity 

of enhanced PDF values to the fracture zones/faults (Figures 4.16b and 4.16c) suggests that 

the latter are microseismically active. High PDF values along the eastern part of the northern 



95 
 

 

boundary of zone B do not coincide with any known major discontinuity. We note that zone 

B is characterized by very low seismic velocities that are generally diagnostic of low quality 

rock (compare Figures 4.16a and 4.16b; Heincke et al., 2006a). 

The scattered volumes of enhanced PDF values that comprise microseismogenic 

zones D and E are situated near or beyond the boundaries of the microseismic network. As a 

result, their geometries and locations are poorly constrained. Moreover, they are remote from 

any mapped fracture zones/faults. Microseismogenic zone D appears to extend from a small 

terrace above the focus of contemporary surface displacements to approximately 50 m depth. 

Microearthquakes in zones D and E are evidence for low levels of instability far from the 

rockslide scarp. 

Microseismogenic zone G (only shown on Figure 4.15c) seems to be situated close to 

the base of our velocity model, approximately 200 m below the surface. We judge this to be 

a minimum depth estimate; minor microseismicity may extend deeper in the mountain.   

4.9.2 Aseismic zones (C and F) 

The largely aseismic zone C separates microseismogenic zones A and B from 

microseismogenic zones D and E. Considering that a large portion of this zone lies within 

the boundaries of the microseismic network and well-resolved part of the extended 3-D 

velocity model, the very low cumulative hypocenter PDF values are judged to be reliable. 

Seismic quiescence may be a consequence of aseismic creep or negligible movements. The 

lack of major fracture zones, faults, and lineaments throughout this zone is consistent with 

the latter explanation, but the very low velocity rocks enclosed by zone C (compare Figures 

4.16a and 4.16b) must surely be the result of relatively recent movements.  

Aseismic zone F immediately below seismic zones A and B was unexpected. It 

encompassed the lower part of borehole SB120, along which there were many significant 

fractures and recently measured displacements (Willenberg, 2004; Spillmann et al., 2006). 

Clearly, these displacements either occurred aseismically or they only generated very small 

events not detected by a sufficient number of network geophones. A detailed analysis of 

geophone-B1 (located near the base of SB120) recordings was not helpful in distinguishing 

between these two possibilities, primarily because the data were contaminated with high 

levels of noise (see Figures 4.10a and 4.10c). The source of this noise is unknown.  
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4.9.3 Extent of the unstable slope 

There is a general correspondence between the geodetically determined boundaries of 

mobile rock and the near-surface borders of microseismogenic zones A and B (Figure 

4.16b), and borehole georadar reflection data demonstrate that fracture zones/faults along the 

northern and western boundaries of mobile rock (Figure 4.16b) are important structures that 

extend at least 50-75 m beneath the surface (Spillmann et al., 2006). Furthermore, 

horizontally travelling seismic waves are abruptly truncated at the western boundary (see the 

seismic section in Figure 5b of Heincke et al., 2006a). In summary, information supplied by 

the geodetic, georadar, seismic refraction and microseismic investigations is consistent with 

the lateral extent of mobile rock delineated in Figures 4.16a and 4.16b. Moreover, the 

measured displacements near the base of borehole SB120, the deep-penetrating nature of the 

fracture zones/faults, and the thicknesses of the microseismogenic zones (Figures 4.15 and 

16c) are compatible with the mobile rock mass having a minimum depth extent of 50-120 m.  

Results of the 3-D tomographic seismic refraction survey indicate the presence of 

low quality rock beneath a considerable part of the Randa test site (Heincke et al., 2006a). 

The section of mountain slope that eventually collapses may well include the large volume 

of low velocity crystalline rock that continues >100 m to the west of the mobile rock mass.  

4.9.4 Microseismicity and the presence of water 

Water under high pressure probably played a role in triggering the 1991 rockslides 

(Schindler et al., 1993; Sartori et al., 2003). Accordingly, it is reasonable to ask if water is 

currently influencing the microseismicity at the Randa test site. Two observations suggest 

that this is not happening. The top >40 m of all three moderately deep boreholes are usually 

dry, and we see no convincing correlation between increased microseismicity and high 

precipitation rates, unusual accumulations of snow, or periods of rapid snow melting (Figure 

4.17). 

4.10 DISCUSSION AND CONCLUSIONS 

We have completed a pilot microseismicity study of the unstable mountain slope 

immediately above the huge Randa rockslide scarp in the Swiss Alps. Our microseismic 

network of twelve 3-component geophones placed in shallow and moderately deep holes was 

distributed across ~60,000 m2 of rugged terrain. Over a period of 31 months, the network 

recorded signals from 66,409 events, of which only ~0.3% originated from mountain-slope 
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microearthquakes. The majority of microearthquakes had magnitudes in the -2.0 to -0.5 

range.  

In an earlier phase of our studies, the P-wave velocities of the mountain-slope 

crystalline rocks were discovered to be extremely heterogeneous (Heincke et al., 2006a). 

Inversion of a comprehensive 3-D tomographic seismic refraction data set had revealed the 

presence of voluminous highly fractured and faulted rocks with very low velocities 

(< 1.5 km/s) juxtaposed against rocks with more normal velocities (> 3.8 km/s). To 

determine reliable hypocenter parameters, it was essential to include the effects of these 

large velocity variations in the earthquake location process. In a first step towards this goal, 

we derived an extended 3-D velocity model from the tomographic seismic refraction data 

set. 

In addition to incorporating detailed 3-D velocity information in the hypocenter 

estimation procedure, it was necessary for us to account for relatively large inaccuracies 

and/or a shortage of first-arrival picks for some microearthquakes, no reliable S-wave picks, 

and the occurrence of numerous microearthquakes outside the microseismic network. 

Accordingly, traditional approaches (Lee and Stewart, 1981) were judged to be unsuitable 

for locating earthquakes at the Randa study site. By comparison, Lomax et al.'s (2000) 

realization of Tarantola and Vallete's (1982) non-linear probabilistic location technique 

allowed us to address all of the critical issues in an efficient and satisfactory manner.  

A number of well-located shots provided us with information to calibrate the 

microseismic network. The non-linear probabilistic location code was then used to compute 

hypocenter-parameter estimates from the station-corrected first-arrival times. For each 

microearthquake, we obtained a probability density function that included all plausible 

hypocenter parameter solutions and complete information on the uncertainties of each 

parameter. We presented the microseismicity pattern in two formats: (i) a cumulative 

hypocenter PDF comprising the sum of all individual hypocenter PDF's and (ii) the 

distribution of maximum likelihood locations.  

By combining the results of our microseismicity study with information supplied by 

earlier geological, geodetic, geotechnical, and geophysical investigations, we can summarize 

the key physical characteristics of the Randa study site as follows:  

• Extensive regions of the mountain slope are highly fractured and faulted. As a 
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consequence, seismic velocities are extremely heterogeneous and attenuation of the 

seismic energy is substantial, especially for the high frequency components; the 

frequency content of most seismic recordings is limited to 5-100 Hz. 

• Microseismicity is concentrated in two main zones, one that follows the rockslide 

scarp and one that coincides with the highest density of fracture zones/faults. 

• Most microearthquakes occur within 50-100 m of the surface. Considering the 

generally high attenuation of the seismic energy, it is possible that we do not record 

or recognize arrivals from deeper events. 

• The shallow boundaries of the two principal microseismogenic zones correspond 

closely to the boundaries of slow-moving rock defined by geodetic observations. 

Major fracture zones/faults along these boundaries can be traced to 50-75 m depth on 

borehole georadar reflection sections. At least one of the boundary fracture 

zones/faults is a partial barrier to horizontally traveling seismic waves.  

• A large portion of the slow-moving crystalline rock mass and adjacent region to the 

west are distinguished by exceptionally low seismic velocities. These low velocities 

are diagnostic of low quality rock. It is possible that the entire block of low quality 

rock will be involved in the eventual next phase of mountain-slope collapse.  

• There are no obvious seasonal variations of microseismicity. 

To improve further our understanding of instability processes at the Randa study site, 

we need to identify the specific fracture zones/faults that are microseismically active and 

determine microearthquake fault plane mechanisms. These goals can only be achieved by 

increasing the density of geophones near the potentially seismogenic structures, while at the 

same time enlarging the network aperture with geophones on the rockslide scarp. The 

improved geophone density would provide additional recordings rich in the higher 

frequencies necessary for more accurate first-arrival time determinations and waveform 

analyses. Although placing geophones on the rockslide scarp would require the assistance of 

qualified mountaineers and may be dangerous, information supplied by these sensors would 

improve enormously the location accuracy of most microearthquakes. 
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Many of the problems and challenges we faced at the Randa study site7 are likely to 

be characteristic of other microseismic investigations of unstable mountain slopes. In 

particular, unusually low seismic velocities have already been detected in mountain-slope 

crystalline rocks of the Tien Shan Range (Havenith et al., 2002), French Alps (Meric et al., 

2005), and Norwegian Fjords (L.H. Blikra, personal communication, 2005). Our sensitivity 

tests demonstrate the importance of the velocity model in the earthquake location process; an 

inaccurate velocity model may result in highly erroneous hypocenter parameters, especially 

for events near or beyond the microseismic network boundaries. 

4.11 ACKNOWLEDGEMENTS 

We thank Christoph Bärlocher and Beat Rinderknecht for their considerable technical 

assistance in establishing and operating the microseismic network, numerous people for field 

assistance, Anthony Lomax for providing the NonLinLoc software package and valuable 

discussion, Heinrich Horstmeyer for assistance and advise on the ETH data processing 

system, Nicholas Deichmann, Simon Loew, Keith Evans, and Erik Eberhardt for their 

cooperation in this interdisciplinary project, Jean Daniel-Rouiller and colleagues from 

CREALP (Research Centre on Alpine Environment, Switzerland) for supplying the digital 

terrain model and geodetic survey data, and the local authorities of Randa for providing 

logistical support. This project was funded by the Swiss National Science Foundation. 

                                                 

7 Hazardous and logistically difficult operating conditions, limited aperture of the microseismic network, not 
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4.12 APPENDIX 

SEMI-AUTOMATIC SEISMIC EVENT CLASSIFICATION 

A major effort was required to classify the 66,409 events recorded by the Randa 

microseismic system. Based on a manual analysis of roughly 9,000 event files, we designed 

and implemented a semi-automatic two-step procedure that allowed the entire data set to be 

classified in an efficient manner (steps I and II in Figure 4.A1). We then studied manually 

the <7 % of event files that potentially contained events of interest (Step III in Figure 4.A1).  

4.12.A Step I: identification of impulsive transients 

It was obvious early in our analysis that the vast majority of recorded events were 

transients. Although they appeared to be relatively uniform spike-like features on standard 

plots (Figures 4.4 and 4.B2a), they were seen to have quite complicated waveforms that 

varied somewhat from channel to channel in expanded time plots (Figure 4.B1b). We 

considered their very short durations and near simultaneous occurrence on all channels to be 

diagnostic of electrical noise. They were probably caused by lightening (i.e., spherics) and 

other electrical disturbances associated with the resistive environment of the high mountain 

and the long recording cables. The strongest signals were recorded on channels connected to 

the longest cables and essentially the same effects were observed on another seismic 

instrument (MARS 88) used for testing.  

Since the effects of the transients could not be easily eliminated in the field, they 

were identified and discarded during processing.  From M 3-component recordings of an 

event, where M equals 12 the number of stations at Randa, the 3-component recordings from 

the station with the highest signal levels were defined to be the master traces. After dividing 

all traces into N sections of 500 ms length, with 50% overlap between adjacent sections, 

unbiased covariance functions between the master trace sections and all other trace sections 

were computed. This process yielded two matrices: S(i, j) and L(i, j), where S contained the 

maxima of the unbiased covariance functions, L contained the lags of the maxima, and (i = 1 

… N, j = 1 … 3(M-1)). In the next step, the semi-automatic procedure determined i and j at 

the maximum value of S [S(imax, jmax) = max(S)] and the median value of the imax row of L 

[τ = median(L(imax, j))]. For seismic events and uncorrelated noise, τ was relatively large, 

whereas for transients it was very small (Figure 4.B1b). A threshold of τ  ≤ 2 ms was found 
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to be appropriate for identifying the vast majority of transients generated by electrical noise. 

An event file containing both a transient and a seismic signal was discarded if the amplitude 

of the transient was substantially larger than that of the seismic signal. Application of this 

algorithm yielded 55,563 noise transients (i.e., ~84% of all events; Figure 4.A1). Results of 

applying this algorithm to the subset of 9000 events suggest that less than 2% of the seismic 

events would have been erroneously classified as transients. 

4.12.B Step II: sonogram pattern recognition scheme 

Once most of the transients were removed, it was necessary to distinguish between 

files that contained potentially interesting seismic events and those that only contained noise 

or signals with low coherency. To meet this objective, we employed a modified version of 

Joswig's (1995) sonogram (spectrogram or running spectra) pattern recognition scheme, in 

which the time variation of a recording's frequency content was used as a discriminant. The 

results of applying this procedure to typical 3-component recordings of a rock-slope 

microearthquake and noise are presented in Figure 4.C1. To compute the sonograms 

presented in Figures 4.C1c and 4.C1d, we:  

• divided each trace of a 3-component recording (Figures 4.C1a and 4.C1b) into 100-

ms-long sections with 50% overlap between adjacent sections; 

• tapered the ends of each section using a cosine function and computed the energy 

spectrum; 

• summed the spectra of the respective three components and took the logarithm 

(basis 2) of the sum; 

• plotted the running log2 spectra on a time-versus-frequency graph using a gray-scale 

representation for the intensity levels. 

To highlight better the signal due to the seismic event, it was necessary to define a 

model for the background noise. Following Joswig (1995), we assumed that noise in the 

frequency domain could be adequately defined by a log-normal distribution, which translated 

to a Gaussian distribution in log2 space. We then only accepted values of the sonogram that 

exceeded an amplitude threshold based on the noise model (Figures 4.C1e and 4.C1f; see 

equations (3) to (7) in Joswig, 1995). Although the human eye could distinguish seismic 

signal from background noise in the modified sonograms of Figures 4.C1e and 4.C1f, some 

extra processing was required for it to be identified as meaningful signal using a computer-
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based approach. This was achieved by setting to 0 all intensity values ≤ 3 in the modified 

sonograms, setting to 1 all intensity values > 3, and then applying an image morphology 

process that flattened and preserved essential shape characteristics while removing 

protuberances and noise (Pratt, 2001; Heincke et al., 2006b). The final binary patterns are 

shown in Figures A3g and A3h.  

Since we were primarily interested in microearthquakes that could be located, the 

final step of our semi-automatic scheme involved identifying events that were recorded on 

multiple channels. Tests on the subset of 9000 events demonstrated that this could be 

achieved by demanding that at least 10 of the 12 binary patterns significantly overlapped. 

Indeed, all 12 binary patterns overlapped for microearthquakes that generated recordings 

with moderately high signal-to-noise ratios. After applying this process, 6,471 files 

containing noise and low coherency events were discarded (Figure 4.A1).  

4.12.C Step III: manual classification 

A manual inspection of the remaining 4,375 event files was the final step in our 

classification procedure. Based mainly on their frequency contents and coda lengths, we 

identified 223 single microearthquakes and sequences of multiple microearthquakes that 

were probably generated within the unstable mountain slope and 206 small regional 

earthquakes (Figure 4.A1). The remaining 3961 files contained relatively low frequency, low 

amplitude emergent signals that were probably generated by distant earthquakes and 

explosions and low quality signals from which we could not determine event locations. 
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Figure 4.1: (a) Star shows the location of the Randa study site in the Matter Valley of southern 

Switzerland. (b) Photograph of the Randa rockslide and study site. (c) Photograph highlighting the 

rugged nature of the terrain on which the microseismic network was deployed. SB120, SB50S and 

SB50N: boreholes, with dotted lines showing schematically their lengths within the crystalline rock. 

S1-S9: near-surface geophones. B1-B3: borehole geophones. Photographs by Heike Willenberg and 

Beat Rinderknecht. 
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Figure 4.2: (a) Map outlining the locations of the network geophones (S1-S9; B1-B3), 3-D refraction 

seismic lines, geodetic reflectors, fracture zones and faults (mostly steep dipping), and estimated 

extent of mobile rock based on geodetic and geotechnical information. Geophones B1, B2 and B3 are 

near the bottoms of boreholes SB120, SB50S, and SB50N, respectively (see Figure 4.1c). The inner 

rectangle delineates the boundaries of maps presented in Figures 4.11-4.14. (b) Locations of the 

network geophones are projected on to cross-section A-A'. The line A-A'' is a side view of the plane 

represented in Figures 4.6a, 4.7a, and 4.7c. 
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Figure 4.3: Sketch of the ETH microseismic and geotechnical monitoring systems. 
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Figure 4.4: Examples of seismograms recorded at the Randa study site plotted using a common 

amplitude scale. Most single and sequences of multiple events are likely related to rockslide activity. 

The emergent events probably originate from distant earthquakes. Numerous regional earthquakes 

occur in the western Swiss Alps. 
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Figure 4.5: (a) P-wave velocities extracted from Heincke et al.'s (2006a) tomographic model at 15 m 

depth below the surface (velocities >3.8 km/s are plotted with the same reddish brown color). Also 

displayed are fracture zones and faults projected to 15 m depth and the estimated extent of mobile 

rock based on geodetic and geotechnical information. Map boundaries are as for Figure 4.2a. (b) 

Two cross-sections through the expanded 3-D velocity model shown in perspective view. Closely 

spaced dots (almost lines) identify geophones deployed for the tomographic survey. 
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Figure 4.6: Estimating the resolution of the microseismic network for a sequence of events along two 

planes within a homogeneous velocity model (velocity  = 2.5 km/s). Both diagrams show projections 

of all network geophones, true event locations, complete PDF scatter clouds, and maximum-

likelihood locations. (a) Map boundaries are the same as for Figure 4.2a, but the viewing direction is 

approximately perpendicular to the dipping surface (see Figure 4.2b). Note the near-perfect 

correspondence between the true and maximum-likelihood event locations. (b) Various details are 

projected on to cross-section A-A". 
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Figure 4.8: (a) Root-mean square (RMS) differences between the observed traveltimes (Tobs) of the 

calibration test shots and computed traveltimes (Tcalc) based on our extended 3-D model and a 

variety of homogeneous models. True shot positions were used for these computations. (b) As for (a), 

but after application of station corrections (statcorr). Shots are collected into five groups SG1-SG5 

(see Figure 4.7). 
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Figure 4.9: Accuracies of test-shot maximum-likelihood locations based on our extended 3-D model 

and a variety of homogeneous models. (a) Absolute values of misfits between true and estimated 

epicenter locations. (b) Absolute values of misfits between true and estimated depths. 
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Figure 4.10: (a) and (c) Suites of 3-component seismograms for two microearthquakes. (b) and (d) 

Spectra for selected seismograms. To enable direct comparisons to be made, a matching filter has 

been used to transform the 28-Hz-geophone recordings of stations B1-B3 to effective 8-Hz geophone 

recordings. Traces are sorted according to first-arrival times. Event date and time is indicated above 

each suite of seismograms. The "P" ticks delineate picks of first arriving P-waves, whereas the "S?" 

ticks show the approximate arrivals of S-wave energy. 
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Figure 10 (continued) 
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Figure 4.11: PDF volumes and maximum-likelihood locations (stars) of microearthquakes 

represented by the seismograms of Figure 4.10. Triangles - geophones. Lines connecting geophones 

delineate the outer limits of the microseismic network. (a)-(d) Results based on a homogeneous 

model with velocity = 2.5 km/s. (e)-(h) Results based on our extended 3-D velocity model.  (a), (b), 

(e) and (f) Undulating sections through the PDF volumes at constant depths below the surface. The 

depths are defined by the respective maximum-likelihood locations of the microearthquakes. Map 

boundaries are as for the inner rectangle of Figure 4.2a. (c), (d), (g), and (h) Cross-sections through 

the PDF volumes and maximum-likelihood locations with projected locations of geophones. RMS 

differences between the observed and predicted arrival times based on the maximum-likelihood 

locations are similar for the two velocity models. 
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Figure 4.12: Results of selected polarization analyses of event B seismograms of Figure 4.10c 

showing the dominant angle of particle motion relative to the horizontal. For vertical incident rays, 

pure P-and S-waves have 90o and 0o dips, respectively.  
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Figure 4.13: (a) and (b) Maximum-likelihood epicenters of all located microearthquakes. Triangles - 

geophones; red stars - shallow microearthquakes (depths ≤ 30 m below surface); gray stars - 

relatively deep microearthquakes (depths > 30 m below surface). Light green shading delineates the 

extent of the microseismic network. (c) and (d) Undulating sections through the cumulative 

hypocenter PDF volumes at a constant 15 m depth below the surface. Lines connecting the 

geophones delineate the outer limits of the microseismic network. Map boundaries are as for the 

inner rectangle of Figure 4.2a. (e) and (f) Cross-sections F-F' with projected locations of geophones. 

(a), (c) and (e) Results for a homogeneous model with velocity = 2.5 km/s. (b), (d) and (e) Results for 

our extended 3-D velocity model. 
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Figure 4.14: Histogram plot of Randa microearthquake moment magnitude estimates. 
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Figure 4.15: Map and two perspective views of microseismogenic and aseismic zones. The opaque 

volumes have uniform cumulative hypocenter PDF values > 3.2*10-5, whereas the transparent 

regions have uniform values < 3.2*10-5. Shaded surface and contours represent topography. Letters 

A-E and G identify features discussed in the text. 
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Figure 4.16: (a) Map showing topography, traces of fracture zones and faults projected to 15 m 

depth below the surface, minimum extent of unusually low P-wave velocities based on refraction 

tomography, and estimated extent of mobile rock. The rock slope south of the dark blue line is 

moving southwestwards at ≥ 1 cm/year. The point marked by the blue plus sign is moving at 

2 cm/year (after Jaboyedoff et al., 2004). (b) and (c) Undulating section and cross-section through 

the summed PDF volume (reproduced from Figures 4.13d and 4.13f) showing fracture zones and 

faults projected to 15 m depth. Letters A-F identify features discussed in the text. 
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Figure 4.17: Temporal variations of microseismicity, precipitation, and snow accumulation and 

melting. During three extensive periods, the microseismic network was either being used for other 

purposes (A - tomographic seismic refraction survey) or was not operating (B - problems with the 

on-site field PC; C - problems with the on-site field PC and valley PC). 
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Figure 4.A1: Simple flow chart showing how the various filtering steps result in the recognition of 

223 local single and sequences of multiple microearthquakes and 206 regional earthquakes. 
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Figure 4.B1: Vertical-component seismograms showing the nearly simultaneous occurrence of a 

transient on all traces. (a) Time scale as for Figure 4.4. (b) Expanded time scale (note, that these 

seismograms were recorded using a sampling rate of 0.0625 ms). Traces have been normalized to 

make the maximum positive amplitude on all traces equal. 
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Figure 4.C1: Example of the sonogram (spectrograms or running spectra) processing scheme 

applied to 3-component seismograms of a typical microearthquake (left column of diagrams) and 

noise (right column of diagrams). (a) and (b) Seismograms. (c) and (d) Sonogram stacks. (e) and (f) 

Sonogram stacks after noise reduction. (g) and (h) Binary patterns derived from the sonograms. Note 

the absence of signal in (h) for the noise recording in (b). See text for details. 
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5 Conclusions and outlook 
 

Reliable stability analyses of rockslides require detailed knowledge of the important 

structures and the kinematics and dynamics of the unstable slopes. Geophysics offers a 

variety of surface and borehole methods for investigating such structures and processes at 

depth. 

In this thesis, I presented results from borehole radar surveying and microseismic 

monitoring experiments performed on the unstable mountain slope above the scarp of the 

huge 1991 Randa rockslides, where three moderately deep boreholes (51.0-120.8 m) have 

been drilled. The borehole radar and microseismic studies addressed two fundamental 

problems of unstable rock slopes: (1) the location of weakness zones within the rock mass 

and (2) the characterization of the mechanisms and processes involved in the slope 

instability. In the following sections, the major findings presented in Chapter 2-4 will be 

summarized. 

5.1 BOREHOLE RADAR 

Traditional geophysical approaches of investigating unstable mountain slopes have 

limited depth penetration and they are not well suited for imaging the steeply dipping 

features that usually outline the unstable volumes. In Chapter 2, I demonstrated the utility of 

geophysical borehole logs in combination with single-hole radar reflection, vertical radar 

profiling (VRP), and crosshole radar techniques for mapping and characterizing moderately 

to steeply dipping brittle discontinuities. The results can be summarized as follows: 

• Many single-hole radar reflections appear to have been generated at fracture zones 

observed at the surface and within the boreholes. The combined interpretation of the 

single-hole radar reflections and fracture-zone locations and orientations measured at 

the surface and within the boreholes revealed a connection between the radar 

reflections and six surface and four borehole fracture zones. Six additional borehole 

radar reflections likely originated at previously unmapped fracture zones. 
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• Velocities determined from the VRP data had disappointingly low resolutions. Only a 

single interpretable VRP reflection could be identified, which was associated with the 

prominent steeply dipping surface fracture zone Z3 (Figure 2.12). 

• The crosshole tomograms provided median radar velocity and attenuation estimates, 

but otherwise they were surprisingly featureless. Velocity values, for example, varied 

by only ±5% about the median value of 0.120 m/ns. Three low-contrast anomalies in 

the tomograms could be related to discontinuities that intersected the boreholes. A 

prominent steep-dipping surface fracture zone (Z9 on Figure 2.11), which crossed the 

tomographic plane at a steep angle, was not detected. This was likely due to the 

insensitivity of the crosshole method to narrow borehole-parallel features. 

5.2 MICROSEISMIC NETWORK AND MONITORING 

Chapter 3 provided detailed information on our approach to designing, deploying, 

and operating the microseismic network at the Randa study site, which was operated in 

combination with a geotechnical monitoring network. The microseismic network consisted 

of twelve 3-component geophones installed beneath the rugged alpine terrain. Tests to 

determine the theoretical resolution of the microseismic network demonstrated the 

importance of information provided by the borehole geophones. 

The design and deployment of the network involved tackling numerous challenging 

technical problems associated with operating on a hazardous and remote mountain slope. 

Important details included lightning protection and power generation at the central recording 

site. Although installation and operating costs were relatively low, the monitoring system 

was able to acquire and administer large volumes of data in an efficient and mostly 

unsupervised manner. 

During the operating time of the microseismic monitoring network from January 

2002 to July 2004, 223 microearthquakes with moment magnitudes between -2.0 and 0.0 

were detected (see Chapter 4). The distribution of microearthquake hypocenters and 

magnitudes suggested that they were related to instability processes within the mountain-

slope. The frequency content of the microseismic recordings was mostly limited to 5-100 

Hz, demonstrating that attenuation of the seismic energy within the fractured and faulted 

rock mass was substantial. To determine reliable hypocenter parameters, it was essential to 

incorporate comprehensive information on the 3-D distribution of seismic velocities in the 
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hypocenter estimation process. Such a 3-D velocity model was derived from an existing 

tomographic seismic refraction data set (Heincke et al., 2006a). Analysis of twelve 

calibration shots proved that the epicenters and depths of events within and close to the 

network boundaries were mostly determined to better than 21 m. Outside the network and at 

greater depths, the uncertainties were considerably larger. The following microseismicity 

patterns at the Randa study site were established:  

• The microseismic activity was concentrated in two main zones: one that followed the 

rockslide scarp and one that coincided with the highest density of fracture 

zones/faults. These two zones were bound by the geodetically determined limits of 

mobile rock. Most microearthquakes occurred at shallow depths within 50-100 m of 

the surface.  

• Microseismic activity was also observed near and beyond the western boundary of 

the microseismic network. The geometries and locations of these zones were poorly 

constrained. Minor microseismicity near the base of the location model was evidence 

for activity deeper in the mountain. 

• Two zones were noticeably aseismic: one ~50-100 m wide zone lay to the west of the 

zones of concentrated microseismic activity and one was found below the activity. 

5.3 INTEGRATED STRUCTURAL MODEL  

Based on an integrated interpretation of all relevant surface and borehole data sets, I 

derived a 3-D structural model that outlined the sizes and geometries of fracture zones 

observed at the Randa study site. Based on this model, I suggested that the investigated rock 

volume was divided by major fracture zones into a number of discrete blocks.  

The borehole methods provided important constraints on the dip angles and 

minimum depth extents of the fracture zones and faults. Given their lateral dimensions at the 

surface, the majority of these structures may extend even deeper into the mountain slope 

than observed in the radar data. 

Two important steeply dipping fracture zones and faults observed at the surface and 

in the borehole radar data were also imaged in the surface georadar data and in the 

tomographic seismic refraction model. The Z2 and Z3 fracture zones/faults (Figure 2.12) 

were associated with (1) mapped surface lineaments (Willenberg, 2004), (2) borehole radar 
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reflections (Chapter 2), (3) surface georadar reflections and strong diffractions (Figures 5 

and 8 of Heincke et al., 2006b), and (4) broad zones of low seismic velocity (C and D in 

Figure 7 of Heincke et al., 2006a). 

The microseismicity study provided insights into the displacement characteristics of a 

large volume of the mountain slope. However, correlation of the microseismic activity with 

the results of other geophysical and geotechnical investigations was difficult, primarily 

because of the different sensitivities of each method. Nevertheless, the shallow boundaries of 

the principal microseismogenic zones generally aligned with the rockslide scarp and with 

fracture zones and faults mapped at the surface and/or observed in surface and borehole 

radar sections. Geodetic observations demonstrated that this volume was actively moving. 

In summary, information supplied by the georadar, microseismic, seismic refraction 

and geodetic investigations was generally consistent. Together, the various data sets show 

the extent of mobile rock mass northwest of the 1991 rockslide scarp to be defined by the 

Z2-Z3 and Z10 fracture zones/faults. Unfortunately, it was not possible to delineate a master 

fault at depth that could control future rockslides. The thickness of the microseismogenic 

zones and displacement data from within the boreholes were compatible with the mobile 

rock mass having a depth extent of 50-120 m.  

5.4 SUGGESTIONS FOR FURTHER INVESTIGATIONS AT RANDA 

5.4.1 Unresolved depth extent of instability 

A major issue for further investigation at the Randa study site is the unresolved 

detailed depth extent of the mobile rock mass. Additional deeper boreholes and extensions to 

existing ones would allow significant new deep data to be acquired. Sufficiently deep 

boreholes would open-up the possibility of placing accelerometers below the lower boundary 

of mobile rock mass, where seismic attenuation is perhaps less severe. This would provide 

the possibility to record and analyze any high-frequency microseismic events occurring at 

the base of the moving mass. 

The heavily fractured and dissected nature of the rock mass suggests that a zone more 

complex than a discrete plane may form the base of current instability. To address this 

question, studies on a larger scale may be required. The application of remote sensing 

methods to the steep scarp of the 1991 rockslide would provide detailed structural and/or 

displacement maps that might allow the lower boundary of instability (as expressed on the 
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scarp face) to be identified. Such a study was launched in September 2005 with initial 

measurements of ground-based synthetic aperture radar (SAR) data. This technique 

compares quantitatively the phase information between initial and repeat radar images of the 

same area (Figure 5.1; Antonello et al., 2003; Tarchi et al., 2003). The resulting deformation 

maps at Randa should provide estimates with an accuracy of better than 1 mm over the entire 

1991 failure surface with a spatial resolution of a ~5 m. 
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Figure 5.1. Ground-based DInSAR interferogram showing two distinct displacement patterns (A) and 

(B) on the Ruinon rockslide (Italy). Maximum displacements of 25 mm (B) were observed over a 

period of 55 h 14 min (after Tarchi et al., 2003). 

 

An improved understanding of processes affecting the base of the unstable rock mass 

would be expected from investigations using information provided by an expanded 

microseismic monitoring network. The expanded network should increase geophone density 

to constrain better microearthquake locations and enable fault plane mechanisms to be 

determined. Furthermore, enlarging the network aperture, if possible by fixing geophones 
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onto the rockslide scarp, would enhance the detection of deeper events. However, the very 

heterogeneous seismic velocity field and strong attenuation will continue to pose challenges 

for microseismic investigations of the unstable slope. A larger microseismic network at the 

Randa study site would require additional tomographic refraction seismic surveys to 

determine seismic velocities throughout a larger region of the rock mass. 

5.4.2 Reduce inaccuracies of the microseismic technique 

At present, microearthquakes at the Randa site have not been related to individual 

fracture/fault zones. Using relative relocating techniques for clustered events in 

microseismic zones A and B may improve further the hypocenter accuracies. Applications of 

the double-difference algorithm have produced sharper images of earthquakes occurring 

along major tectonic faults (e.g. Hayward fault - Waldhauser and Ellsworth, 2000; Calveras 

fault - Schaff et al., 2002; North Apennine Belt - Chiaraluce et al., 2003). After relocation, 

microearthquakes at Randa may be found to cluster close to fracture zones and faults. 

Additional improvements to the hypocentral parameter estimates may be expected 

from a joint determination of hypocentral parameters and velocities. Microearthquakes in 

zone A, which occurred close to the rockslide scarp beside the network boundary where 

velocities were nearly unresolved by the existing 3-D velocity model, could benefit from 

relocation. The value of this method has been demonstrated in local earthquake tomography 

studies in Switzerland (Husen et al., 2003), California (Thurber, 1983; Eberhart-Phillips and 

Michael, 1993), and Japan (Shibutani and Katao, 2005). 

5.5 SUGGESTIONS FOR METHODOLOGICAL IMPROVEMENTS 

5.5.1 Borehole and surface radar 

Unfortunately, because of the rotational symmetry of single-hole radar data, 

additional information is required to locate unambiguously the imaged reflectors. I derived 

the missing information from fracture orientations measured at the surface and in boreholes. 

This approach is not always applicable, such that alternatives need to be explored. 

One approach is to use directional borehole antennas that allow the azimuth of the 

reflected signal to be estimated (Seol et al., 2004). A drawback of this approach is the 

generally lower signal-to-noise ratios of directional data compared to regular borehole radar 

data.  
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Another approach is to consider the polarization of the reflected electromagnetic 

waves. Using a cross-polarized antenna configuration in VRP (Tronicke and Knoll, 2005) 

minimizes the mirror symmetry of steeply dipping reflections. VRP reflections from 

opposite sides of the acquisition plane would show reversed polarizations, when the 

reflection properties of the causative fracture are comparable. Complementary information 

on shallow dipping structures would be obtained by using co-polarized configurations (Zhou 

and Sato, 2000; Tronicke and Knoll, 2005). In general, co-polarized data show stronger 

amplitudes than cross-polarized data. To benefit fully from VRP, multi-component data that 

includes both configurations should be acquired. 

A novel and challenging use of GPR to map steeply dipping discontinuities was 

presented by Jeannin et al. (2006). These authors acquired two GPR profiles in which the 

georadar antennas were positioned directly on the surface of a limestone cliff (Figure 5.2a). 

This configuration proved very sensitive to the two sets of steep-dipping discontinuities 

observed on the cliff and on the plateau (Figures 5.2a and b). After arranging the acquired 

GPR data in a 3-D perspective form(Figure 5.2c), minimum extensions and orientations of 

the imaged fractures could be derived. On the basis of these data, Jeannin et al. (2006) could 

delineate potentially unstable rock. Application of this technique to the steep scarp of the 

1991 Randa rockslide would provide additional information on the discontinuity network. 

5.5.2 Research on transients 

A major effort was required to characterize and classify the enormous number of 

transients (Chapter 4) recorded by the Randa microseismic network. Although it is still 

unclear what caused the transients at Randa, similar features have been recorded elsewhere 

(S. Mertl, S. Husen, personal communications, 2006). It would be wise to conduct in-depth 

research on the origin(s) of these transients. As result, filters may be then constructed to 

remove the noise before contaminating the recordings of seismic/seismological interest. 
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Figure 5.2: (a) Schematic representation of the limestone cliff, the main fractures (F1 to F5), and a 

hypothetical survey line A-B of the chartreuse test site. (b) Hypothetical cross-section A-B. (c) A 

vertical and a horizontal georadar profile showing (red) the orientation and dip of the main fractures 

and (yellow) secondary fractures (after Jeannin et al., 2006). 
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5.5.3 Microseismic monitoring 

Methodological improvements of the microseismic monitoring technique on unstable 

slopes may include:  

• Broader band geophones capable of faithfully recording signal-frequencies as low as 

~1 Hz. Even though high-frequency microearthquakes are the primary objective, 

regional earthquake information is useful for network calibration, velocity estimates, 

and determining earthquake scaling relationships. A broader band network would 

record the full spectral bandwidth of very local and regional earthquakes (with 

hypocentral-network distances of <1 km and <40 km, respectively). 

• Develop more effective and economic ways of designing microseismic monitoring 

networks. A possible approach would be to combine nested networks of different 

sensors (Figure 5.3). Evans et al. (2005b) combine a relatively sparse strong-motion 

network of high-quality sensors (Class A) with denser networks of lower-quality 

sensors (Classes B and C). This approach of regularly spaced networks would have to 

for use on unstable slopes. I suggest employing a relatively sparse network of high-

quality broader band geophones to record 3-component waveforms. This initial 

network would be augmented by numerous cheaper single-component sensors 

(geophones or accelerometers) to enhance spatial resolution. Network design could 

provide flexible interfaces for adaptively augmenting or reducing sensor density 

during the network deployment. Interesting results would be obtained from vertical 

strings of borehole sensors near located active discontinuities or across the lower 

boundary of the moving mass. They would provide a unique opportunity to obtain 

fault plane solutions or moment tensors of instability-related microearthquakes. 
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~4 km

Class A

Class B

Class C

 
Figure 5.3: Sketch of nested array with three grades of sensors (A, B, and C from highest to lowest 

quality) to obtain both amplitude and spatial resolution economically (example for a strong motion 

network, after Evans et al., 2005b). 

 



133 
 

 

Appendix A 

Polarization for two selected rockslide-related 

microearthquakes 
 

A.1 THE COVARIANCE METHOD 

Analyses of particle motions were important in the interpretation of the two 

microseismic events A and B in Chapter 4. In general, 3-component recordings are required 

to decompose the acquired data into their principal components. This decomposition, which 

provides information about the size, shape, and orientation of the dominant particle motions, 

is useful for identifying or separating the P-, S-, and the surface waves in a seismogram. The 

P- and S-waves are both linearly polarized, with the P- and S-wave particle motions parallel 

and perpendicular to the propagation direction, respectively. 

The covariance matrix method provides the means to analyze particle motions of 3-

component seismograms (Flinn, 1965). Applications based on this method have been 

developed to detect various phases (Montalbetti and Kanasewich, 1970; Vidale, 1986; 

Klumpen and Joswig, 1993; Oye and Roth, 2003). 

The general idea of this method is to analyze the covariance matrix 

 
x x x y x z

y x y y y z

z x z y z z

c c c
c c c
c c c
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C , (A.1) 

where, for example, ( )( )
1

1
1

N

xy k k
k

c x y
N =

= − −
− ∑ x y  (A.2) 

is the covariance for two discrete seismograms x = xk and y = yk of length N, and .  is the 

arithmetic mean. If the polarization of the signal is linear, C has just one non-zero 

eigenvalue λ1, and λ2 = λ3 = 0. The first eigenvector v1 is the direction of the dominant 

particle motion. If there are two non-zero eigenvalues, the polarization is elliptic (e.g., as for 

Rayleigh waves). 
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For real data, zero eigenvalues will rarely occur. Instead, linear polarization is 

usually indicated by λ1 being considerably larger than λ2 and λ3. Typically, the polarization 

vectors and ray directions of P-waves from moderately deep earthquakes are nearly vertical, 

and the polarization vectors of S-waves dip at shallow angles.  

I computed the orientations of the first eigenvectors by analyzing data contained in 

sliding cosine-tapered windows. A window length of 0.080 s contained roughly one 

wavelength of a recorded signal. A polarization analysis began by determining particle 

motions with a window centered on the first-break of the initial P-wave arrival. The window 

was then shifted by time increments of 0.012 s and the process repeated. The following 

results illustrate polarization analyses for two suites of microearthquake recordings (A and B 

in Chapter 4). 

A.2 RESULTS 

Figure A.1 highlights the windows of the 3-component seismograms of local event A 

and more distant event B (see Figure 4.10) that are dominated by P-wave energy. Particle 

motions for the selected windows are shown in Figure A.2. Clearly, event A (Figures A.2a 

and b) occurred very close to geophone B2, which recorded by far the strongest amplitudes.  

 

 
Figure A.1: Microseismic events with typical polarization windows (between red lines). (a) Local 

event A, and (b) distant event (B). Geophones are identified to the left and right of the respective 

traces. 
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The hodogram characteristics vary from nearly linear to elliptical, with the dominant 

particle-motion directions varying significantly between recordings. In contrast, very 

coherent hodograms for event B (Figures A.2c and d) were obtained. Dominant particle 

motions were mostly vertical, as expected from a moderately deep event outside the network 

boundaries. 
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Figure A.2: Particle motions projected on to (a and c) horizontal and (b and d) vertical planes. 

Initial values of each hodogram correspond to the location of the respective geophone (labeled). (a 

and b) Event A is located close to geophone B2. (c and d) Event B is probably located >300 m east of 

the network (Figures 4.11f and h). Data were uniformly scaled. 

 

These results are consistent with Figure A.3, in which the dominant particle-motion 

angles are plotted as functions of arrival time. For local event A (Figures A.3a and b), 
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particle motions dip at various angles, such that individual P- and S-waves cannot be 

identified. For event B, the initial P-wave particle motions have angles >70° for at least the 

first 0.04 s (close geophones in Figure A.3c) or 0.1 s (far geophones in Figure A.3d). They 

generally change to shallow dipping angles at later times. 

 

 
Figure A.3: Polarization results for local (a and b) event A and (c and d) distant event B showing the 

dominant angle of particle motion relative to the horizontal. For clarity, angles are displayed for 

geophones (a and c) close and (b and d) far from the respective hypocenters. 
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Appendix B 

Magnitudes for rockslide-related microearthquakes  
 

B.1 INTRODUCTION 

Initially, I tried to obtain microearthquake magnitudes using the following general 

magnitude relationship (e.g. Lee and Stewart, 1981) 

 log( / ) log( )M a A T b D c= + + , (B.1) 

where A is the maximum ground displacement amplitude, T is the signal period, D is 

epicentral distance, and a, b, and c are parameters to be derived. I attempted to obtain a, b, 

and c by fitting data for events that were recorded on the Randa network and by the Swiss 

Seismological Service. Although 76 regional earthquakes had been recorded on both 

networks, the approach failed. It was not possible to derive reliably the attenuation 

parameter b. 

B.2 MOMENT MAGNITUDES 

I was successful in computing moment magnitude estimates m for microearthquakes 

recorded by the Randa microseismic network using the following formulas introduced by 

Hanks and Kanamori (1979): 

 0
2 log 6.1
3

m M= − , (B.2) 

where  
3

0
0

4 Pv RM
U

πρ Ω
= , (B.3) 

Mo is the seismic moment, R is the hypocentral distance, Ω0 is the long-period amplitude 

determined from the displacement spectra, U=0.52 is a general correction for the mean 

radiation pattern (Aki and Richards, 1980), and I set density ρ = 2.7 g/cm3, and P-wave 

velocity vP = 2.5 km/s. 
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The long period amplitude Ω0 was obtained using a standard spectral analysis 

technique. Brune (1970) and Madariaga( 1976) proposed a general model for fitting the 

displacement spectra of both P- and S-waves: 

 0
1/

exp ( / )( )
[1 ( / ) ]n

c

ft Qf
f f γ γ

πΩ −
Ω =

+
, (B.4) 

where f is frequency, fc is the corner frequency, t is the traveltime, Q is the quality factor, n is 

the high-frequency fall off rate, and γ is a constant. I closely followed Abercrombie (1995) in 

fitting this model to the seismograms observed at the Randa network. As reliable separation 

between P- and S-waves was not possible, I analyzed data selections only containing 

P-waves. The necessary steps were: 

(1) correct the seismograms for the geophone response, 

(2) select and extract data windows and rotate the data into principal components, 

(3) compute the Fourier spectra and integrate (from velocity to displacement), and 

(4) obtain Ω0 by fitting Equation (B.4) to the displacement spectra. 

Steps (1) – (4) were evaluated for every picked arrival time. Details on important 

parameters are given in Table B.1. 

Table B.1: Parameters used to fit displacement spectra. 

Parameter Value
Window taper Cosine (Tukey window)
Window length 0.15 s
Time preceeding pick 0.03 s
Analysis bandwidth 3 - 390 Hz
t 0.1 s
n 1
γ 2  

A Nelder-Meade simplex algorithm available in MATLAB was used to determine iteratively 

the best fitting parameters for the model (Equation B.4). 

B.3 RESULTS 

Figure B.1a shows displacement spectra for microseismic event A. Since this event 

occurred close to geophone B2, displacements recorded at this geophone are ~10 times 

larger than on others. Corner frequencies of ~20 – 50 Hz are observed. The fitting algorithm 

provided good estimates of Ω0, thus allowing the seismic moment M0 and magnitude m to be 
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reliably estimated (Figure B.1b). Poor results were obtained for fc and Q for some events, but 

were not used in the calculations. 

 

 
Figure B.1: (a) Displacement spectra of the principal components for event A. (b) Spectrum for 

geophone B2, spectral model (dotted), and long period amplitude Ω0.  

 

A mean magnitude and standard deviation for each microearthquake was finally 

computed from the magnitude estimates determined from each recording. Table B.2 

summarizes hypocentral coordinates, mean moment magnitudes, and standard deviations for 

all 223 microearthquakes detected at the Randa network. 
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Table B.2: Hypocentral coordinates, magnitudes, and magnitude standard deviation for Randa 

microearthquakes.  

Line      Event              X [m]          Y [m]        Z [m]        m      std Line      Event               X [m]         Y [m]        Z [m]        m      std

  1 20020109145936  625800.86  107089.83  2317.60  -1.5    0.2  41 20020307165030  625741.66  107040.96  2257.95  -1.3    0.2

  2 20020109150033  625799.50  107086.06  2317.60  -1.6    0.2  42 20020307185920  625943.05  107040.91  2086.45  -0.8    0.3

  3 20020111155346  625802.40  107061.65  2270.03  -1.6    0.2  43 20020308085459  625737.36  107038.25  2319.61  -1.8    0.3

  4 20020114162947  625812.77  107072.80  2284.86  -1.6    0.2  44 20020309204818  625717.66  107009.20  2159.20  -1.6    0.2

  5 20020121054734  625829.42  107113.57  2294.88  -1.7    0.2  45 20020310064912  625817.20  107086.09  2300.09  -1.6    0.2

  6 20020121153412  625756.23  107084.60  2282.09  -1.4    0.2  46 20020318091255  625766.27  107019.37  2258.58  -1.2    0.2

  7 20020122225031  625620.15  107022.95  2198.16  -1.2    0.2  47 20020319150410  625789.89  106919.52  2119.49  -0.5    0.3

  8 20020125141342  625938.31  107053.23  2171.90  -1.2    0.2  48 20020319220958  625792.08  107054.73  2283.79  -1.5    0.2

  9 20020125140547  625798.80  107086.32  2315.75  -1.7    0.2  49 20020320093705  625763.07  106984.40  2226.98  -1.3    0.2

 10 20020127052227  625827.14  107099.52  2295.99  -1.5    0.2  50 20020409021906  625985.09  107095.94  2138.37  -1.1    0.2

 11 20020127185143  625780.56  107103.49  2333.66  -1.1    0.2  51 20020409070625  625724.65  107072.56  2165.19  -1.1    0.1

 12 20020128040115  625759.56  106994.15  2253.38  -1.5    0.3  52 20020423141554  625847.04  107268.75  2238.18  -1.4    0.2

 13 20020203075812  625775.64  107175.38  2347.50  -1.9    0.2  53 20020428070131  625745.33  107041.76  2319.21  -1.7    0.2

 14 20020207114021  625818.19  107092.11  2302.69  -1.6    0.3  54 20020429184651  625760.60  107176.53  2327.49  -1.4    0.2

 15 20020209134234  625803.56  107097.36  2317.60  -1.3    0.2  55 20020501191910  625701.45  107121.27  2262.63  -1.9    0.2

 16 20020212171719  625719.63  107053.11  2164.44  -1.1    0.2  56 20020501233910  625800.86  107089.83  2317.60  -1.5    0.2

 17 20020213110704  625699.37  107139.01  2216.23  -1.3    0.1  57 20020502091637  625777.62  106974.92  2172.70  -1.3    0.1

 18 20020213212849  625822.78  107084.09  2293.39  -1.5    0.2  58 20020502213134  625804.11  107073.79  2301.23  -1.9    0.2

 19 20020217040043  625779.18  107067.86  2322.85  -1.5    0.2  59 20020502222730  625777.02  107185.51  2160.69  -1.2    0.1

 20 20020217093633  625740.34  107113.68  2311.52  -1.8    0.1  60 20020503011934  625732.69  107059.05  2237.94  -1.5    0.1

 21 20020217123313  625805.64  107096.61  2312.40  -1.8    0.2  61 20020503021800  625809.10  107097.49  2309.04  -1.2    0.3

 22 20020222121314  625803.56  107097.36  2317.60  -1.2    0.2  62 20020505043609  625606.94  107199.82  2371.85  -1.5    0.2

 23 20020223100533  625801.53  107091.71  2317.60  -1.4    0.2 63 20020506125527  625799.50  107086.06  2317.60  -1.5    0.2

 24 20020223113730  625858.85  107039.26  2206.68  -1.2    0.1 64 20020507103153  625813.27  107098.12  2307.55  -1.5    0.3

 25 20020226234453  625820.36  107116.83  2303.09  -1.6    0.1  65 20020508000812  625762.65  106993.05  2234.79  -0.7    0.2

 26 20020304105621  625800.91  107083.44  2312.40  -1.5    0.2  66 20020508104355  625644.08  107095.11  2198.90  -1.1    0.2

 27 20020304120553  625824.52  107083.46  2292.64  -1.5    0.2  67 20020520011804  625658.68  107172.75  2344.16  -1.5    0.2

 28 20020304133207  625788.95  107098.35  2325.45  -1.3    0.2  68 20020523181100  625730.56  107138.44  2171.93  -1.3    0.1

 29 20020304144642  625835.02  107109.44  2290.03  -1.5    0.1  69 20020523181141  625448.13  106999.71  2329.42  -1.1    0.2

 30 20020304164130  625779.75  107190.91  2162.55  -1.4    0.1  70 20020523201550  625658.88  107100.42  2271.66  -1.6    0.2

 31 20020305065432  625811.66  107117.82  2308.69  -1.5    0.2  71 20020524013244  625764.81  107041.15  2311.72  -1.9    0.2

32 20020305184035  625704.89  107139.16  2309.06  -1.8    0.2  72 20020524035843  625746.16  107132.84  2346.43  -1.9    0.3

 33 20020305212452  625757.14  106992.90  2254.12  -1.2    0.3  73 20020524094745  625809.78  107099.38  2309.04  -1.4    0.3

34 20020306071846  625805.51  107069.03  2287.11  -0.9    0.2  74 20020525163319  625730.93  106862.06  2211.72  -1.3    0.1

 35 20020306104233  625682.58  107091.92  2248.54  -1.5    0.2  75 20020525192447  625840.34  107130.90  2284.47  -1.5    0.2

 36 20020306155010  625939.17  107016.80  2097.57  -0.9    0.2  76 20020525230236  625706.20  106904.94  2246.39  -1.4    0.1

37 20020307100431  625804.47  107069.41  2289.71  -1.1    0.2  77 20020527094146  625740.25  107024.46  2305.84  -1.5    0.2

 38 20020307120140  625881.95  107096.84  2223.01  -1.1    0.2  78 20020604065339  625751.15  107124.67  2354.20  -1.3    0.3

 39 20020307113312  625746.23  107013.82  2179.16  -1.3    0.2  79 20020605163559  625775.77  107007.46  2141.18  -0.9    0.2

 40 20020307121630  625698.43  107060.73  2199.43  -1.4    0.2  80 20020607192311  625695.68  107299.71  2265.46  -1.3    0.2  
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 81 20020609133331  625805.28  107098.87  2315.00  -1.2    0.3 126 20021106082952  625785.34  107095.40  2276.81  -1.3    0.2

 82 20020618090745  625711.66  107183.47  2293.12  -1.4    0.1 127 20021106085635  625826.47  107097.64  2295.99  -1.2    0.2

 83 20020618230546  625862.35  107118.75  2265.81  -1.5    0.2 128 20021109115352  625808.40  107097.75  2307.19  -1.4    0.2

 84 20020621140923  625723.52  107251.47  2205.14  -0.9    0.1 129 20021121192517  625759.67  107181.11  2166.69  -0.8    0.1

 85 20020623031743  625815.60  107316.16  2258.77  -1.3    0.2 130 20021123134017  625807.02  107098.24  2314.25  -1.6    0.4

 86 20020624074729  625789.86  107221.28  2160.69  -0.8    0.1 131 20021124120406  625574.77  107192.24  2303.23  -1.1    0.2

 87 20020626152526  625749.48  107191.15  2171.93  -0.9    0.0 132 20021126171046  625740.69  107175.18  2196.83  -1.2    0.1

 88 20020716160105  625769.60  107050.05  2315.43  -0.9    0.2 133 20021127131009  625734.73  107139.07  2170.43  -0.8    0.1

 89 20020718065246  625678.22  107354.85  2221.38  -0.9    0.1 134 20021127160841  625817.52  107090.22  2302.69  -1.2    0.2

 90 20020718084424  625782.09  107232.57  2165.19  -1.0    0.1 135 20021128092250  625820.50  107104.03  2303.44  -1.5    0.3

 91 20020718182409  625776.12  107204.96  2163.69  -1.0    0.1 136 20021130034145  625804.56  107094.88  2295.31  -1.2    0.2

 92 20020722094700  625724.83  107144.75  2356.17  -1.3    0.2 137 20021204133358  625802.88  107095.48  2317.60  -1.1    0.1

 93 20020810094310  625851.90  106982.26  2126.04  -1.0    0.1 138 20021220115447  625807.98  107106.40  2315.00  -1.4    0.3

 94 20020810112930  625826.95  107303.59  2172.93  -1.3    0.3 139 20021220170926  625821.74  107084.46  2295.99  -0.9    0.2

 95 20020810152452  625800.86  107089.83  2317.60  -1.2    0.3 140 20021221084040  625922.46  107282.05  2135.82  -0.8    0.3

 96 20020820190511  625589.88  107214.44  2421.31  -1.3    0.2 141 20021223160432  625805.39  107088.20  2313.50  -0.4    0.3

 97 20020822213321  625611.08  107313.08  2420.25  -1.4    0.1 142 20030111022645  625749.32  107133.83  2358.31  -1.7    0.1

 98 20020824193406  625623.89  107272.36  2366.68  -1.2    0.2 143 20030115123850  625806.20  107109.16  2313.90  -1.4    0.2

 99 20021001192400  625784.48  107340.08  2299.75  -1.7    0.1 144 20030115170317  625711.20  107194.26  2186.92  -1.2    0.1

100 20021009071650  625696.38  107227.21  2343.73  -1.5    0.4 145 20030118113651  625803.56  107097.36  2317.60  -1.4    0.2

101 20021009072536  625707.04  107236.13  2334.42  -1.6    0.3 146 20030120100558  625799.78  107090.22  2309.44  -1.6    0.3

102 20021009073810  625700.23  107223.70  2339.63  -1.6    0.2 147 20030216172147  625802.05  107068.15  2290.46  -1.1    0.2

103 20021009082311  625756.53  107192.87  2309.70  -1.7    0.2 148 20030220145427  625752.41  107177.34  2168.94  -0.9    0.1

104 20021009082600  625753.09  107219.60  2306.03  -1.8    0.2 149 20030221040700  625852.08  107105.44  2274.37  -1.2    0.2

105 20021009083011  625751.40  107194.71  2344.26  -1.7    0.1 150 20030221110223  625802.88  107095.48  2317.60  -1.3    0.2

106 20021009083403  625734.99  107189.97  2315.34  -1.8    0.1 151 20030223111940  625800.67  107100.52  2297.56  -1.3    0.2

107 20021009100027  625762.22  107195.07  2353.14  -1.6    0.2 152 20030224135725  625805.93  107126.26  2288.29  -1.4    0.1

108 20021009132155  625724.59  107193.71  2341.37  -1.4    0.2 153 20030225072523  625593.37  107213.19  2419.82  -1.2    0.1

109 20021010151336  625685.02  107161.16  2377.86  -1.5    0.3 154 20030301172400  625691.35  107462.76  2231.12  -0.6    0.1

110 20021016182945  625572.46  107173.95  2387.90  -1.2    0.3 155 20030302124921  625824.89  107115.20  2298.99  -1.1    0.2

111 20021016184859  625799.50  107086.06  2317.60  -1.6    0.2 156 20030302143158  625899.34  107062.97  2211.78  -1.2    0.2

112 20021017220538  625763.90  107011.72  2254.12  -1.2    0.3 157 20030306043445  625694.19  107092.00  2179.42  -1.0    0.2

113 20021019072438  625734.11  107016.04  2207.80  -1.4    0.2 158 20030307010002  625714.09  107044.48  2249.50  -1.1    0.2

114 20021019233423  625826.61  107116.71  2296.38  -1.7    0.2 159 20030307162828  625775.12  107107.57  2280.20  -1.0    0.2

115 20021023210048  625632.09  107097.29  2372.02  -1.2    0.2 160 20030310165731  625832.88  107114.46  2291.53  -0.8    0.2

116 20021025152043  625664.80  107108.92  2192.91  -1.1    0.2 161 20030311185818  625710.46  107009.66  2302.21  -1.3    0.3

117 20021025154926  625800.91  107083.44  2312.40  -1.3    0.2 162 20030311214413  625804.52  107105.51  2318.35  -1.6    0.2

118 20021025172646  625807.72  107095.87  2307.19  -1.5    0.5 163 20030324170905  625805.95  107100.75  2315.00  -0.7    0.2

119 20021025171613  625802.88  107095.48  2317.60  -1.5    0.2 164 20030325030452  625669.11  107092.50  2286.10  -1.7    0.2

120 20021029080237  625805.51  107066.91  2278.19  -1.4    0.1 165 20030325183005  625751.40  107141.58  2164.44  -1.1    0.2

121 20021102123632  625777.88  107308.45  2198.72  -1.3    0.1 166 20030329205402  625815.97  107105.65  2307.55  -1.4    0.3

122 20021102122951  625725.66  106985.08  2288.76  -0.2    0.4 167 20030330185731  625767.99  107020.88  2255.98  -1.3    0.2

123 20021103134427  625791.24  106923.28  2119.49  -1.1    0.1 168 20030402185709  625763.90  107011.72  2254.12  -0.6    0.3

124 20021103161707  625802.26  107087.20  2312.40  -1.5    0.2 169 20030403084126  625807.98  107106.40  2315.00  -1.6    0.2

125 20021106055750  625564.85  107197.93  2376.81  -1.1    0.2 170 20030405134754  625557.37  107143.24  2357.09  -1.1    0.2  
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171 20030414210000  625801.01  107068.52  2293.07  -1.5    0.2 198 20031129113506  625827.34  107080.32  2291.14  -0.8    0.2

172 20030419002820  625760.21  106998.17  2251.52  -1.4    0.2 199 20031130124731  625794.78  107106.89  2326.56  -1.2    0.1

173 20030424122405  625581.64  107098.40  2387.04  -0.7    0.1 200 20040202185957  625821.65  107092.99  2299.34  -1.3    0.2

174 20030426031441  625756.86  106986.62  2253.38  -1.2    0.2 201 20040314140248  625805.28  107098.87  2315.00  -1.3    0.3

175 20030426203311  625801.36  107062.02  2272.63  -1.2    0.2 202 20040314144547  625900.39  107277.22  2184.54  -1.2    0.1

176 20030429031849  625658.13  107447.06  2241.61  -0.9    0.1 203 20040317124408  625754.27  107166.05  2166.69  -1.1    0.1

177 20030430200116  625799.50  107086.06  2317.60  -0.9    0.2 204 20040317144732  625816.62  107109.67  2305.69  -1.0    0.2

178 20030430214908  625720.40  107044.34  2264.33  -1.3    0.2 205 20040318112800  625797.93  107231.13  2320.75  -1.2    0.2

179 20030502231805  625736.43  107155.46  2320.86  -1.4    0.2 206 20040318115957  625702.16  107059.39  2273.32  -1.1    0.2

180 20030704015943  625765.10  107240.79  2321.61  -1.5    0.3 207 20040319015722  625765.02  107219.57  2333.84  -0.8    0.4

181 20030706024125  625633.59  107483.50  2314.15  -1.0    0.1 208 20040417060607  625696.73  107048.58  2280.38  -1.3    0.2

182 20030906114140  625755.77  107180.39  2355.74  -1.3    0.2 209 20040417101045  625662.72  107141.54  2198.16  -1.0    0.3

183 20030908072539  625853.86  107060.18  2241.63  -0.6    0.3 210 20040417150517  625726.34  107014.58  2169.57  -1.0    0.2

184 20030909051342  625809.32  107061.29  2254.41  -0.9    0.2 211 20040418184115  625918.51  107255.84  2116.49  -0.7    0.1

185 20030927003558  625693.42  107298.40  2207.89  -1.0    0.2 212 20040419033235  625802.29  106970.31  2143.28  -1.3    0.2

186 20030930002809  625746.35  107207.15  2332.77  -1.9    0.2 213 20040419141243  625802.65  107082.81  2311.65  -1.5    0.2

187 20030930130624  625766.38  107131.95  2351.56  -1.6    0.2 214 20040423040427  625798.95  107062.89  2282.30  -0.9    0.2

188 20031008120112  625764.68  106956.19  2200.95  -0.9    0.2 215 20040505155333  625818.64  107081.32  2296.74  -0.9    0.2

189 20031014013736  625815.94  107107.79  2305.69  -1.4    0.2 216 20040601183159  625697.09  107139.83  2268.98  -1.1    0.2

190 20031017122538  625716.57  107198.71  2355.89  -1.2    0.2 217 20040601193435  625809.10  107097.49  2309.04  -1.2    0.3

191 20031021095904  625879.08  107106.37  2229.72  -1.2    0.2 218 20040602032501  625809.10  107097.49  2309.04  -1.0    0.4

192 20031028203918  625807.72  107095.87  2307.19  -1.5    0.4 219 20040602042702  625802.88  107095.48  2317.60  -1.5    0.2

193 20031101112635  625720.87  107214.17  2336.95  -1.2    0.1 220 20040602070739  625796.89  107059.38  2280.44  -1.0    0.2

194 20031104230447  625799.68  107137.00  2328.80  -1.7    0.2 221 20040602073413  625856.37  106987.02  2127.15  -0.8    0.1

195 20031105013818  625723.54  107310.96  2198.16  -0.9    0.1 222 20040602165214  625816.22  107114.06  2306.44  -0.8    0.2

196 20031105084928  625820.30  107089.22  2299.34  -1.5    0.3 223 20040724155143  625821.97  107248.00  2277.24  -1.1    0.2

197 20031117131619  625798.80  107086.32  2315.75  -1.3    0.2  
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Abstract 

The evolutionary failure processes leading to large-scale mass movements in massive 

crystalline rock slopes are the subjects of a multidisciplinary research project in the Swiss 

Alps. Focus is directed towards detecting and analysing rockslide processes that involve the 

progressive development of a failure surface as opposed to sliding along a pre-existing one. 

In order to monitor the underlying mechanisms of progressive failure, several new and 

conventional instrumentation systems were combined with an existing in situ monitoring 

program at an active rockslide site in the Valais (Switzerland). Design of the instrumentation 

network is based on site investigations and preliminary geomechanical models of the acting 

rockslide processes with respect to the rate of displacements, position and orientation of 

geological features that delineate the unstable rockmass. The network set-up considers 

additional findings from borehole logging and testing. Parameters that will be measured 

include microseismicity, fracture patterns and the temporal and spatial evolution of 3-D 

displacement fields and fluid pressures. 
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C.1  INTRODUCTION 

The understanding of rock slope instabilities is becoming increasingly important as a 

consequence of population growth and increased land use and transportation demands in 

mountainous regions. In order to optimize early warning systems, knowledge about the 

specific geological conditions of each landslide site is necessary. However, attention must 

also be paid to the processes leading to rock slope failures as these are known to lead to 

observable signs of destabilization before the actual failure (e.g. Keusen, 1997). In this 

sense, rock stability investigations should focus on the establishment of a valid geological 

model and the cause-effect relationships/mechanisms driving instability. 

The progressive nature of slope failures has long been identified in the field of soil 

mechanics with respect to clay slopes.  The initial concept of progressive failure describes 

failure starting at one point of a potential sliding surface and spreading outwards from it, 

driven largely by redistribution of shear stresses (Bishop, 1967). The term "progressive" 

refers to the time-dependent nature of structural changes within the slope mass that act to 

reduce the factor of safety with time (Terzaghi, 1950).  Within the framework of this study, 

the term is used to describe the development of a failure surface in space as well as in time.   

The adoption of a more mechanistic-based methodology contrasts general trends in 

rock slope analysis, which tend to focus on pre-defined persistent failure planes formed by 

bedding, foliation or faults. Yet for massive crystalline rock slopes, the assumption of pre-

existing persistent failure planes formed along discontinuities is a simplification, and the link 

between external triggers, like meteorological events, and the actual slope failure is not 

clearly established (Sandersen et al., 1996).  

In June 2000, a large multidisciplinary study was initiated in Switzerland with the 

aim to better under-stand the processes and mechanisms involved in brittle rock slope 

failure. Both field-based mapping studies and in situ measurements were directed towards 

identifying these processes. In summer 2001, this led to the construction of a unique in situ 

laboratory on an unstable rock slope – integrating instrumentation systems designed to 

measure temporal and 3-D spatial relationships between fracture systems, displacements, 

pore pressures and microseismicity. This paper presents the steps taken to conceptualise, 

design and implement this system.  
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C.2 CONCEPTUALIZATION 

Two principal processes of progressive rock mass destabilization are considered in 

this study: brittle fracture of intact rock bridges between non-persistent discontinuities and 

frictional sliding with asperity interlocking (i.e. stick slip). To identify and discriminate 

between these different processes, several forms of surface and subsurface information are 

required.  

First, it is essential to properly investigate the 3-D geological structure of the 

monitored rock mass. Important geometrical parameters include discontinuity orientation, 

spacing, persistence and connectivity, and the location of discrete surface features (Einstein 

et al. 1983). This information can be attained through a combination of geological mapping, 

detailed discontinuity mapping, both at surface and in boreholes, and active geophysical 

testing. New developments in 3-D seismics, 3-D georadar, crosshole tomography and 

borehole to surface testing methods show promising trends with respect to improving the 

quality of geological models based on surface mapping data (e.g. Schepers et al. 2001).  

More specific problems related to identifying and characterizing progressive failure 

processes can be addressed through the combined monitoring of mass movement kinematics, 

pore pressures and microseismic activity. Each of these physical quantities must be captured 

in terms of their 3-D spatial distribution and time (i.e. 4-D) to provide sufficient data quality 

for a mechanism-directed analysis. 

The kinematics of a sliding rock mass generally manifests itself in terms of surface 

displacements and subsurface deformation. Surface displacements are commonly derived 

through geodetic measurements. Of great value are surveys providing information on 

displacement rates and directions. Continuous monitoring of surface displacements is less 

common, although new developments in GPS techniques are answering this need. In terms 

of monitoring subsurface deformation fields, several borehole-based methods are available 

to provide information that is continuous in time as well as continuous along the borehole 

axis (Kovari, 1990). For example, the 3-D deformation field around a borehole can be 

measured using a combined inclinometer-extensometer system (e.g. Solexperts’ TRIVEC or 

Interfels’ INCREX systems). However, these measurements are only taken periodically and 

must be supplemented by multipoint in-place inclinometers to provide continuous real-time 

monitoring. As such, continuous monitoring is restricted to multiple zones of interest where 
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deformations are expected or previously measured using conventional inclinometer probe 

surveys.  

Another key to monitoring progressive rock slope destabilization is to focus on the 

localized failure mechanisms underlying the development of fracture systems. Microseismic 

monitoring provides a key tool in this respect. Precise mapping of micro-earthquake swarms 

can resolve the geometry and extent of the developing structure (Fehler et al., 2001), whilst 

fault plane solutions of the microseisms themselves obtained through moment tensor 

inversion provides insight as to its microstructure by defining the local orientation of the 

failure plane and the nature of slip on it (Nolen-Hoeksema and Ruff, 2001). Such techniques 

have been successfully applied in mining (Mendecki 1997), hydraulic fracture mapping 

(Phillips et al., 1998), and large-scale tectonic investigations (Maurer et al., 1997). Building 

on these developments, it is believed that microseismic monitoring will provide a key means 

to image rockslide dynamics. Furthermore, it is important to recognize that these techniques 

must be applied at depth, i.e. through the deployment of subsurface geophones, in order to 

provide sufficient data quality.  

The final key component to monitoring progressive rockslide processes is pore water 

pressures. In a fractured rock mass, water pressures act to drive fracture propagation (e.g. 

sub-critical fracture propagation), and during periods of significant increases, acts as an 

important triggering factor. To identify the influence of fracture water pressures on rock 

slope destabilization, piezometric conditions at depth must be recorded continuously. 

Temporal variations in measured water pressures can also provide additional information 

with respect to identifying active fracture processes, sliding mechanisms and/or dilatancy 

effects (e.g. Scholz, 1990). 

By integrating these different systems into one monitoring network design, it is 

believed that the key elements required to meet the objectives of this study (focussing on the 

progressive development of brittle rock slope sliding surfaces) can be measured and 

analysed.  

C.3 SITE SELECTION AND INVESTIGATION 

C.3.1 Study site Randa 

Based on the preliminary investigation of several sites across the Swiss Alps 

(Eberhardt et al. 2001), an active rockslide site was selected near the village of Randa 
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(Canton Valais, Switzerland) in the Matter Valley (Figure C.1a). This site was chosen based 

on the identification of several indicators suggesting that the destabilizing mechanisms relate 

to progressive brittle fracture processes. These included the massive crystalline nature of the 

rock mass, the absence of highly persistent discontinuities dipping out of the slope along 

which a pre-existing slide plane may be inferred, the presence of open fractures, relatively 

small displacement rates and observations relating to an earlier massive rockslide at the site 

(the 1991 Randa rockslide). An additional consideration with respect to the microseismic 

component of the planned instrumentation network was the relatively low background noise 

level (e.g. that arising from heavy vehicle traffic). 

 
Figure C.1: a) Location and digital elevation model of project area (DEM provided by CREALP); b) 

cross-section showing 1991 rockslide (after Wagner 1991); c) existing early warning system and 

distribution of surface cracks. 

 

The research area covers a 500 x 500 m area between elevations of 1800 and 2650 m 

above sea level. The area belongs to the Penninic Siviez-Mischabel nappe. Its lithology 

comprises polymeta-morphic gneisses, schists and amphibolites (parag-neisses) and 

metamorphosed Permian granite intru-sions (orthogneiss, Randa Augengneiss); the meta-



148 Appendix C 
 

morphosed Permian-Triassic sedimentary cover is not included in the project area. In terms 

of surface topography, the lower boundary of the research area is defined by the back scarp 

of an earlier rockslide, which occurred as two main slide events in April and May 1991 with 

an estimated total volume of 30 million m3 (Schindler et al. 1993). 

By reviewing the general geological situation and initial analysis of the 1991 slide, 

much can be inferred with respect to the present-day instability, especially with regards to 

the progressive nature of the failure mechanisms. As foliation is dipping into the slope, the 

most important discontinuities contributing to slope instability were identified by Wagner 

(1991) as persistent cross-cutting joint sets along which sliding was believed to have 

occurred (Figure C.1b). These persistent joints can be observed in the scarp of the earlier 

slide but are more limited in persistence when encountered in surface outcrops. In terms of 

triggering factors for the 1991 rockslide, analysis of climatic and regional seismic data 

showed no clear indications of a triggering event (Schindler et al. 1993). Permafrost 

distribution models of the Matter Valley by Gruber and Hoelzle (2001) likewise show that 

permafrost is not to be expected today. Instead, Eberhardt et al. (2001) suggest time-

dependent mechanisms relating to strength degradation (e.g. through weathering, brittle 

fracturing, etc.) and progressive failure as causing the failure.  

C.3.1 Existing data 

Collected data used in the site selection process was supplemented by an existing 

early warning system established following the 1991 rockslide. This system includes 

periodical geodetic surveying, automatic crack-extensometer measurements, manual crack 

measurements and a climate station (Figure C.1c). The system is restricted to surface 

observations; nevertheless it supplies valuable information on the distribution of movements 

at surface. Three-dimensional surface displacement vectors have been established 

periodically since 1995 for a network of geodetic reflectors, and indicate annual 

displacement rates of up to 1.5 cm/year. The direction of movement is to the southeast, 

perpendicular to open surface tension cracks (as shown in Figure C.1c).  

C.4 INSTRUMENTATION NETWORK DESIGN 

C.4.1 Geological model – working hypothesis 

For the instrumentation network design a preliminary geological model was 

developed and used. The model was based on the spatial distribution of surface 
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displacements, the location of open cracks and the analysis of discontinuity orientations and 

persistence. The distribution of surface displacement rates was interpreted as involving the 

movement of three large blocks, or zones, each separated from the other by open cracks. 

Maximum displacement rates were seen to occur along the block closest to the rockslide 

scarp and decrease with distance away from the scarp. This analysis was used to define the 

area for which the monitoring network would be concentrated (high-lighted in Figure C.1c). 

To plan the borehole drilling depths, assumptions on potential shear-/sliding zone depths 

were made.  These assumptions were based on steeply dipping fractures that cut and define 

the unstable blocks at surface, and at depth, by several extended discontinuities outcropping 

in the rockslide scarp (consistent with measured surface displace-ment vectors). The lowest 

of these daylighting discontinuities can be observed in the paragneisses and was extrapolated 

under the study area as a persistent plane (Figure C.1b). Recognizing that a more likely 

stepped-path surface would run even higher, a margin of safety was thus provided in 

selecting the borehole drilling depths. As such, a maximum drilling depth of 120 m was 

determined. 

C.4.2 Geotechnical instrumentation 

Three deep boreholes were drilled with depths varying between 50 and 120 m. The 

locations of these boreholes (Figure C.2 a) were constrained in part by the results of the  

 

 
Figure C.2: a) Location of boreholes (SB120 – 120 m depth; SB50S & SB50N  - 50 m depth); b) 

installation design for geotechnical and seismological borehole instrumentation. 

 



150 Appendix C 
 

geological model developed, as well as by drilling logistics, surface topography and 

geomorphology and spatial requirements for active crosshole seismic and radar experiments. 

Borehole SB120 (i.e. 120 m deep) was located in the area where the greatest surface 

displacements were recorded. 

Its length corresponds to the assumed maximum depth of instability. Boreholes 

SB50N and SB50S (i.e. 50 m deep) were located within 30 m of each other to permit active 

crosshole testing and to provide close spatial measurements of defor-mation, pore pressure 

and microseismic activity contrasts between two blocks separated by a steep fracture cutting 

down into the moving rock mass. Instrumentation of the boreholes, as derived through the 

system conceptualization, included elements measuring sub-surface deformations in 

combination with pore pressures and micro-seismicity. Active testing, including geophysical 

borehole logging, hydrogeological testing and optical televiewer logging, provided 

information for locating interesting intervals along which to position continuous deformation 

measuring devices. Bore-holes were cased with 71 mm diameter PVC inclinometer casing, 

lined with metal INCREX rings spaced at 1 m intervals. As such, the 3-D subsurface 

displacement-measuring component of the instru-mentation network involves the combined 

use of biaxial vibrating wire in-place inclinometers for continuous monitoring, but which can 

be removed for periodic inclinometer-/extensometer-probe mea-surements (i.e. INCREX) 

along the entire borehole length. In addition, piezometers, triaxial geophones and co-axial 

cable for time domain reflectometry (TDR) measurements were installed (Figure C.2b). 

Specifications for these instruments are provided in Table C.1. 

 

Table C.1: specifications of instruments installed in borehole SB120. 

Instrument In-Place 
Inclinometer 

Inclinometer Probe Extensometer Probe Geophone Piezometer 

Type vibrating wire servo-accelerometers induction coil  
(INCREX) 

3-component  
(fn = 28 Hz) 

vibrating wire 
(690 kPa) 

Accuracy ± 0.2 mm/m ± 0.07-0.1 mm/m ± 0.02 mm/m  ± 3.5 kPa 

Measureme
nt Depth 

2 intervals of 
2 m (at 90 & 
115m); biaxial 

continuous along 
borehole axis; biaxial 

continuous along 
borehole axis at 1m 
intervals 

1 instrument at 
114 m depth; 
triaxial 

1 instrument at 
120 m depth 

Sampling 
Period 

continuous periodical periodical event triggered  continuous 
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Installation was completed by modularizing the different instrumentation components 

(e.g. piezometers, geophones) in 3 m sections of inclinometer casing.  

By pre-installing these devices within the casing, it was possible to position and pack 

off the piezometer modules along zones showing significant fracture  permeability as  

determined  from  borehole televiewer data. Furthermore, it was possible to position the 

geophones with a known orientation with respect to north. An additional upper piezometer 

module, involving a slotted section of casing, was also inserted and packed off around an 

upper fracture zone near 100 m depth (as shown in Figure C.2b). This was inserted as a 

backup to the lower automatic piezometer system and to provide the possibility of periodic 

measurements along a second major fracture zone intersected by the borehole. 

Following installation of the instrumentation modules and inclinometer casing, 

boreholes and borehole packers were cemented.  

C.4.3 Microseismic network 

Prior to the installation of the borehole geophones described above, a small test array 

using 5 standard surface-mounted seismographs was installed for an observation period of 

approximately 8 months. Data obtained from this network were expected to provide 

information about: (i) the existence of microseismic activity, (ii) the characteristics of 

seismic waveforms and (iii) approximate event locations. Analysis of the data recorded 

provided evidence for seismic activity, with measured signals showing very high frequencies 

close to the Nyquist frequency (250 Hz) of the seismographs. Most likely, significant 

portions of energy were released at even higher frequencies. This prevented the detection 

and recording of events by 4 or more stations, which would have allowed the events to be 

located. 

An important conclusion from the experiences gained through the preliminary test 

array was that a high-frequency recording system was essential. As such, two Geode 

seismographs from Geometrics Inc. were chosen for integration into the Randa in situ 

monitoring network. These state-of-the-art systems include 24 channel acquisition boards 

(i.e. for eight 3-component geophones) with 24 bit A/D converters, allowing sampling 

frequencies of up to 50 kHz. Since high frequency signals are most affected by near-surface 

heterogeneities, the geophones were deployed in boreholes – e.g. one near the bottom of 

each of the three boreholes, as previously described (Figure C.2b).  
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To complement this network of deep boreholes, a larger network of shallow 

boreholes (5 m deep) was drilled at suitable locations for the installation of additional 

geophones. The spatial distribution of these sites was chosen, such that the recordings would 

allow the hypocentral parameters (hypocenter coordinates and origin time) and other source 

characteristics (orientation of the fault plane, source-time function, etc.) to be constrained 

reliably. A well-known problem with standard seismic networks, which are generally planar 

in nature (i.e. geophone locations positioned along a flat surface), concerns trade-offs 

between different hypocentral parameters during the location procedure (e.g. Lee & Stewart 

1981). In particular, hypocenter depth and origin time often show strong dependencies. 

When the seismic network is not planar, but exhibits a 3-D distribution, this effect can be 

reduced. This was partially achieved by placing geophones at the bottom of the 3 deep 

boreholes. Additional vertical aperture could be achieved by considering the pronounced 

topography of the investigation area. Based on these constraints, it was believed that 9 

additional shallow borehole geophone sites were required. 

Before the geophones were installed, a resolution analysis was performed to test the 

suitability of the network distribution. This involved the simulation of a dense 3-D grid of 

seismic events, extending over the investigation area and depths of interest. For each 

generated event, synthetic arrival times were calculated using a homogeneous full space 

velocity model. It was assumed that geophones positioned in the shallow boreholes would be 

limited to recording only the first arrival P-waves, whereas both P- and S-waves could be 

identified at the bottom of the 3 deep boreholes.  

As a measure of resolution a Dirichlet spread was chosen to approximate the 

sensitivity and degree of trade-off between the different hypocentral parameters (Menke 

1989). Figure C.3a shows the location of the shallow geophone boreholes and the 

corresponding Dirichlet spread along a horizontal slice through the source grid at 2200 m 

elevation. This is within the depth range, where the seismic activity is expected to occur. In 

this figure, a Dirichlet spread of 0 indicates independent resolution of all hypocentral 

parameters, whereas large values are diagnostic for pronounced trade-offs and thus 

unreliable hypocenter estimates.  The absolute spread values are unimportant since their 

magnitudes are largely controlled by the damping parameters of the corresponding inversion 

problem. Only the relative changes between the centre of the array, where the location 

accuracy is expected to be good, and the border areas are relevant.  
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Figure C.3: Seismic network geophone distribution and corresponding Dirichlet spreads for: a) 

horizontal plan section along 2200 m elevation; b) vertical cross-section A-A'. Values near zero (i.e. 

bright areas) indicate zones of optimal resolution. 

 

Accordingly, Figure C.3a shows that the Dirichlet spread exhibits only minor 

variations, and the location accuracy should be uniformly high for the depth range targeted. 

Similarly, the Dirichlet spread variation along the rock slope cross-section is quite uniform 

(Figure C.3b). Only towards the northeastern end of the cross-section are significant 

increases observed. Therefore, if necessary, additional geophones could be installed to 

increase the performance of the network, if in future significant seismic activity is found to 

originate from this area. 

C.4.2 Communication and data management 

Seismic activity recorded by the twelve 3-component geophones (as described above, 

3 in deep boreholes, 9 in shallow boreholes), will be monitored using two 24-channel 

seismographs. The system has been designed so that several hundred seismic events, with 

data files of 12 Mbytes each, can be recorded and stored every day. Retrieval of this vast 

amount of data has been accommodated by linking the on-site storage computer to a central 

recording location in the Matter valley through a wireless Ethernet connection (Figure C.4). 

This concept allows off-site storage and easy accessibility to the seismic data files. 

Furthermore, it also allows for recording parameters to be adjusted remotely, thus reducing 

the amounts of data transferred for analysis.  
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Figure C.4: Schematic diagram of data acquisition system. 

 

A parallel system was similarly used to automatically record borehole piezometer 

and in-place inclinometer measurements. These instruments are triggered every 6 minutes, 

with the corresponding measurement values being stored on-site on a Campbell Scientific 

CR-10X data logger. Through a dial-up connection, the measurement values can be directly 

accessed and downloaded from the data logger using a local network connection. Solar 

panels combined with a wind generator supply the necessary power on site. 

C.5 CONCLUSIONS 

To measure processes relating to the progressive development of failure planes in 

massive rock slopes, an in situ multidisciplinary laboratory was constructed in the Swiss 

Alps. This first of its kind network integrates a variety of instrumentation systems designed 

to measure temporal and 3-D spatial relationships between fracture systems, displacements, 

pore pressures and microseismicity. The network design is based on theoretical concepts 

concerning progressive strength degradation and progressive brittle failure, and experiences 

gained through preliminary investigations. 

Data recorded by this network will be analyzed and combined within the framework 

of a multidisciplinary study that will include geological mapping, deterministic and 

stochastic discontinuity analysis, 3-D surface georadar and seismics, crosshole tomography 

and numerical modelling. 
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It is believed that the unique design of the instrumentation system and the 

multidisciplinary nature of the study, will help to significantly advance current 

understanding of rock slope failure processes, from the early stages of development through 

to catastrophic failure.  
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Abstract 

The underlying complexity associated with unstable massive rock slopes has 

generally restricted the investigation of such slopes to phenomenological studies that are 

largely descriptive and qualitative. Continued rockslide problems experienced throughout 

mountainous regions of the world, however, demonstrate the need for a deeper 

understanding of the physical processes and mechanisms leading to catastrophic failure. This 

paper focuses on the role brittle fracture and plastic deformation processes play in the 

development of catastrophic failures in massive, crystalline rock slopes. The work presented 

is based on the 1991 Randa rockslide in southern Switzerland and combines several 

conceptual and numerical models developed with respect to tensile and shear mechanisms 

that drive progressive rock slope failure. The paper also presents preliminary microseismic 

monitoring results recorded through the Randa Rockslide Laboratory, a unique 

multidisciplinary alpine facility focusing on ongoing movements at Randa. Such data are 

expected to provide valuable constraints for specialized hybrid finite-/discrete-element 

modelling designed to explicitly model rock slope deformation, damage initiation and 

fracture propagation. 
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D.1 INTRODUCTION 

Ever increasingly, experts are called upon to analyse and predict - assessing risk, 

rock mass response, potential modes of failure and possible preventive/remedial measures. 

The ability to do so, however, is limited by the descriptive and qualitative nature of most 

analyses, which tend to provide only minimal insights into the underlying processes and 

mechanisms driving instability and failure. The degree to which prediction is achievable is 

also contentious, with many seeing it as being limited to the assessment of a stability state 

(i.e. factor of safety) or the probability that a certain slope may fail. The ability to predict 

with respect to time, what society asks from us, seems distant as we try to contend with the 

large number of unknowns and complexity involved in the subsurface geology and 

hydrogeology.  

To move in this direction and improve our ability to predict, both in terms of 

probability and time, more sophisticated tools are required to better assess the subsurface 

mechanisms contributing towards catastrophic rock slope failure. Limit equilibrium analysis 

and other phenomenological approaches only provide a snapshot of the force- and/or 

moment-balance conditions at the instant of failure, and as such provide a simplified answer 

as to why the slope failed, but not within the context of time or its progressive development 

from a stable to unstable state.  

This paper focuses on the application of new advanced numerical tools aimed at 

better understanding the mechanistic role brittle and ductile processes play in the progressive 

development and evolution of catastrophic failure in massive, crystalline rock slopes. The 

work presented utilizes initial hypotheses based on numerical modelling of the 1991 Randa 

rockslide in southern Switzerland to develop conceptual models with respect to the 

underlying tensile and shear mechanisms that helped to promote failure. These models 

exploit hybrid techniques that combine finite- and discrete-element solutions, allowing for 

the explicit modelling of rock slope deformation and fracture initiation/propagation.  

Yet it must be recognized that such modelling techniques have advanced beyond our 

capabilities to confidently constrain the necessary input (Stead et al. 2001). The second part 

of this paper touches on the collection of microseismic data from a unique field facility – the 

Randa Rockslide Laboratory, and its potential role in providing spatial and temporal 

constraints through event counting, frequency content analysis, source location and source 
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mechanisms. Problems associated with attenuation, which negatively affect the quality of 

microseismic data, are also discussed. 

D.2 BRITTLE FRACTURE PROCESSES IN MASSIVE ROCK SLOPES 

A key kinematic requirement for rock slope failure is the existence of a fully 

interconnected discontinuity system bounding the moving mass. Three-dimensionally, this 

can be accommodated by intersecting bedding plane/foliation parallel fractures, faults, 

tectonic joint systems, unloading joints, tension cracks, erosional scarps, etc. In some cases, 

the failure surface can be seen to coincide with extensive geologic features such as bedding 

planes (e.g. 1806 Goldau rockslide, Switzerland; 1905 Frank slide, Canada), but even then 

such features may only explain the existence of a basal shear surface but not the lateral 

release scarps. In other cases, for example the 1991 Randa rockslide in Switzerland, the 

structural nature of the failure surface is even more complex with few signs of fully 

persistent discontinuities other than those limited to small outcrops relative to the total 

failure surface area. In either case, the likelihood of a completely developed failure surface 

existing for any substantial period of geologic time is unlikely, since prior to failure, many of 

these rock slopes have remained relatively stable for thousands of years with few major 

external changes occurring with respect to their kinematic state. The last major external 

change most rock slopes in an alpine environment would have experienced would have been 

the over-steepening of their slopes during glaciation and loss of confinement during ice-free 

periods.  

Strength degradation over time and progressive failure (i.e. the progressive 

development of the failure surface) can be used to explain the temporal nature of massive 

rock slope failures (Eberhardt et al. 2004a). Several authors have pointed to the presence of 

intact rock bridges as providing cohesive strength components along a potential failure 

surface (e.g. Jennings 1970; Einstein et al. 1983), while others have also examined the role 

of internal rock mass shearing and yield (Mencl 1966; Martin & Kaiser 1984). Figure D.1 

illustrates these rock slope failure controls viewed in terms of shear plane development, and 

strength degradation manifested through internal deformation, dilation and damage 

mechanisms. Underlying many of these controls are time-dependent processes such as 

material creep, brittle fracture propagation, stress corrosion, fatigue and weathering.  



159 
 

 

In terms of brittle fracture propagation, several authors have examined the 

application of fracture mechanics’ principles to model the destruction of intact rock bridges 

leading to catastrophic rock slope failure (e.g. Scavia 1995; Kemeny 2003). Kemeny (2003) 

notes that these unbroken segments along the sliding surface provide a cohesive element 

both in shear and in tension that may deteriorate in time depending on the applied stresses.  

In the field, Fleming & Johnson (1989) observed the evolution of large-scale 

fractures over successive field campaigns with respect to the progressive development of 

lateral release scarps bounding an unstable slope. Thus, the importance of incorporating 

brittle fracture processes (both the initiation of fractures and the propagation of pre-existing 

fractures), can be stressed as being paramount to better assessing the stability state for a 

given rock slope and more realistically simulating its failure mechanism. 

 

 
Figure D.1: Massive rock slope failure mechanisms as controlled by progressive shear plane 

development and/or internal rock mass deformation and shear (after Eberhardt et al. 2002). 
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D.3 NUMERICAL MODELLING OF BRITTLE AND DUCTILE MECHANISMS 

D.3.1 The Randa Rockslide Laboratory 

The “Randa Rockslide Laboratory” in the southern Swiss Alps was conceived and 

constructed as a high alpine in situ laboratory utilising state of the art instrumentation 

systems to study mechanisms controlling progressive failure and pre-failure rock mass 

deformations in massive crystalline rock slopes (Eberhardt et al. 2001). The resulting facility 

represents a first of its kind installation integrating instrumentation systems designed to 

measure temporal and 3-D spatial relationships between fracture systems, displacements, 

pore pressures and microseismicity (Willenberg et al. 2002). The test site itself is located on 

a moving mass (with an approximate volume of 10 million m3), but which is presumably in 

an uncritical state characterized by low deformation rates (max. 1-2 cm per year).  

Advanced numerical models are also used in conjunction with the instrumentation 

data to provide key insights into the interplay between brittle and ductile mechanisms 

driving the development of the failure surface (i.e. progressive failure) and accommodating 

internal displacements within the slide mass through rock deformation, strength degradation 

and internal shearing (Eberhardt et al. 2004a). To help further constrain these models, the 

site benefits from its close proximity to the scarp the 1991 Randa rockslide, for which back-

analyses can be performed. The back scarp of the 1991 failure forms the face of the present 

day instability.  

The 1991 Randa rockslide involved the failure of 30 million m3 of massive 

crystalline rock in two separate episodes (Figure D.2). Structurally, the foliation dips 

favourably into the slope. As such, Schindler et al. (1993) suggested that failure occurred 

along extensive shallow dipping joints parallel to the surface. These joints can be observed 

along parts of the sliding surface but are limited in persistence when encountered in surface 

outcrops (Willenberg et al. 2002). Schindler et al. (1993) also proposed a series of steep sub-

vertical faults as dividing the slide mass into smaller units. A comprehensive description of 

the unstable rock mass above the 1991 scarp is given in Willenberg et al. (2004; see these 

proceedings). 
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Figure D.2: Cross-section of 1991 Randa rockslide (modified after Schindler et al. 1993). 

 

D.4 NUMERICAL FORMULATION AND MODEL SETUP 

The application of numerical modelling to slope stability investigations is generally 

approached either from the perspective of a continuum (e.g. finite-element) or a 

discontinuum (e.g. discrete-element). However, as discussed in the previous section, the 

actual complexity involved in most massive rock slope failures involves both the behaviour 

of the continuum (e.g. intact rock yield) and the discontinuum (e.g. shearing along pre-

existing discontinuities), and most importantly, the transformation of the rock mass from a 

continuum to a discontinuum (e.g. the generation of new fractures). To treat these problems, 

new developments in hybrid finite-/discrete-element codes have been forwarded which allow 

for the explicit modelling of brittle fracture initiation and propagation by means of adaptive 

remeshing routines (Munjiza et al. 1995).  

For the purposes of this study, the commercial hybrid finite-/discrete-element code 

ELFEN (Rockfield 2001) was used. A Mohr-Coulomb based constitutive model with a 

Rankine Tensile cutoff was adopted, through which the extensional inelastic strain accrued 

during compression can be coupled to the tensile strength degradation in the dilation 

direction (permitting the explicit modelling of discrete fracturing under compressive 

stresses). Stacey et al. (2003) argue that extensional strain is an important factor in slope 

stability that has not been fully appreciated. 
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These techniques were applied to a 2-D cross section based on the pre-1991 Randa 

rockslide surface topography (Figure D.2). Based on this geometry, modelling was directed 

towards simulating the progressive development of the 1991 failure surface from that of an 

initial continuum. The role of pre-existing discontinuities was not included. A Mohr-

Coulomb constitutive yield model with a Rankine tension cutoff was used to model 

deformation and fracture initiation. The basic material properties used were based on those 

for a fractured crystalline rock mass: Young’s modulus = 30 GPa, Poisson’s ratio = 0.33, 

unit weight = 26 kN/m3, cohesion = 1 MPa, internal friction = 30° and tensile strength = 0.1 

MPa. A strain energy release rate of 200 N/m was assumed. 

D.5 EXTENSIONAL STRAIN AND BRITTLE FRACTURE 

Stacey et al. (2003) note that although the advent of numerical modelling has led to 

more studies in which rock slope stresses are considered, little if any consideration has been 

given to the occurrence of strains. When considering the free boundary or unsupported face 

of a steep slope, down-slope strains can be expected. Such strains would be extensional in 

nature, with extension strain being defined as the minimum principle strain, ε3. Figure D.3  

 

 
Figure D.3: Extension strain, ε3, calculated for the pre-failure geometry of the 1991 Randa rockslide. 
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shows the extensional plastic strains for the 1991 Randa rockslide based on a finite-element 

continuum analysis with a Mohr-Coulomb yield model, but without the hybrid discrete-

element coupling enabling fracture initiation (using the material properties previously listed). 

The model shows that large extensional strains develop along a path that roughly coincides 

with the 1991 Randa rockslide failure surface (as shown in Figure D.2). The strains 

reproduced in this model are well in excess of those reported by Stacey (1981) as being the 

critical levels for brittle fracture initiation and propagation. 

Figure D.4 shows the same model run (i.e. same geometry and material properties), 

but where brittle fracturing was permitted through the hybrid finite-/discrete-element 

solution. Again, the model reproduces the dimensions of the failed mass very well, both with 

respect to the outline of the first Randa slide event (Figure D.4b) and the final outline of the 

slide surface (Figure D.4d). In doing so, the influence of the shear constitutive fracture 

model can be fully appreciated; the extensional strains and elasto-plastic yielding induced 

through the down-slope movements of the continuum result in fracture initiation and  

 

 
Figure D.4: Hybrid finite-/discrete-element model showing the progressive development of the 

failure surface superimposed with that of 1991 Randa rockslide events. 

 

propagation driving the progressive development of the failure surface (as can be seen 

comparing Figure D.3 and Figure D.4). This leads to the formation of numerous subvertical 
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tension/extension cracks (i.e. normal to the direction of downslope strains). The presence of 

any low dipping natural discontinuities would further aid the process, aligning to form a 

stepped shear plane that could accommodate further movements and eventually kinematic 

release of the slide mass. 

Remembering that this model started from an intact continuum, it can be reasoned 

that shear along a potential rock slope failure surface only becomes a factor once it’s almost 

fully developed and mobilization becomes possible. In other words, the failure surface only 

becomes a “shear” surface once tensile extensional fracturing has progressed to the point 

where significant cohesion loss has occurred along the path of coalescing fractures and 

larger displacements become kinematically feasible (leading to mobilization).  

In addition, the progressive failure approach also clearly predicts the development of 

the first phase of the Randa rock slope failure (i.e. April 18th, 1991 event), prior to that of 

the second major event (i.e. May 9th, 1991 event). Here failure appears to first involve the 

progressive development and collapse of the frontal region of the slope. The modelled slide 

boundaries for this first failure stage closely match those of the actual failure, and its 

progressively disintegrating nature would agree well with observations that the event lasted 

several hours and involved the tilting and falling of large blocks one after another (Bonnard 

et al. 1995). Such a mode of failure would require extensive internal deformation, fracturing 

and dilation, as demonstrated by the models.  

D.6 MICROSEISMIC MONITORING 

Based on the modelling results presented, it can be put forward that highly persistent 

natural discontinuities are not solely necessary for massive rock slope failure, but that 

extensional strain-induced brittle fracturing can also work towards progressively driving a 

rock slope to failure. As such, much can be gained from field based studies that similarly 

focus on brittle fracture indicators. On surface or in boreholes, these may take the form of 

open fractures that can be measured with respect to opening rates and displacements 

(Willenberg et al. 2003). Another potentially useful tool is the passive monitoring of 

microseismic activity to detect subsurface tensile fracturing and/or shear slip along internal 

fracture planes. Spatially clustered microseismic events in numerous fields (e.g. mining, 

geothermal energy, nuclear waste disposal, etc.) have provided critical information with 

respect to stress-induced fault plane locations, orientations and mechanisms.  
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In planning the design of the Randa Rockslide Laboratory, such a system was 

deemed essential (Eberhardt et al. 2001, Willenberg et al. 2002). To do so, an array of twelve 

three-component geophones was installed in 2001 (Figure D.5). Three 28 Hz geophones 

(labelled A5, B2, B5 in Figure D.5) were deployed near the bottom of three deep boreholes. 

Nine shallow geophones with 8 Hz resonance frequency complete the microseismic array. 

The spatial distribution of these sensors was chosen such that the array’s resolution was 

concentrated to the active sliding area (shaded in Figure D.5a). This ensured that the 

hypocentre parameters generated from the seismic sources could be reliably constrained 

within the area of interest (Willenberg et.al. 2002). 

 
Figure D.5: a) Map view and b) cross-section of the Randa microseismic geophone array showing 

the location of a recorded event from a limited sample data set (March to May, 2002). 
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Following installation of the microseismic monitoring system in 2001, problems 

were encountered in the form of an unknown noise source that resulted in the frequent 

triggering of the system. These high frequency “noise bursts” generated exceptionally large 

volumes of data (>500 GBytes), requiring the testing of smaller data sets to improve event 

detection and develop efficient data processing routines. One such data set, for the period 

March to May 2002, revealed numerous microseismic events, but only one whose location 

fell within the projected moving volume (shown in Figure D.5b at 50 m depth). The 

remaining events were either related to seismic activity in the valley/region, unexplained 

events lying far outside the area of interest, noise, or provided such poor quality signals that 

accurate source location was not possible. 
 

 
Figure D.6: Vertical components of a locatable microseismic event: a) raw; b) 100-500 Hz bandpass 

filtered signals. Signals are sorted according to the source-receiver distance, with sensor A1 being 

the farthest and B5 the closest. Absolute time scale is arbitrary. 

 

The question of signal quality led to further analysis of the frequency content of the 

recorded events. Figure D.6a shows the vertical component of the seismograms for all 

twelve sensors for the locatable event (as noted in Figure D.6). The seismograms are sorted 

according to the source-receiver distance, with receiver A1 being the farthest from the source 
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and B5 the closest at 21 m. With the exception of B5, harmonic signals with dominant 

frequencies of 20 Hz and emergent first breaks characterize the seismograms. Figure D.6b 

shows a filtered version of the same event using a 100/500 Hz bandpass filter. This 

frequency range covers that which would be expected for the brittle fracture-induced 

microseismic events (i.e. higher frequency). However, as can be clearly seen in FigureD.6b, 

only the closest sensor B5 (21 m away from the source) was able to record significant 

amplitudes above 100 Hz. The high frequency information is strongly attenuated for the 

remaining sensors with source-receiver offsets between 40 and 200 m.  

This and the poor signal quality of the other microseismic events point to the 

presence of large open fractures deep below surface, across which passing waves are 

strongly attenuated. These large open fractures are fully compatible with the geological 

model described in Willenberg et al. (2004). Larger low frequency events, such as those 

generated from natural seismic activity in the region, do not suffer as much from signal 

quality degradation. Based on these results, new algorithms must be devised that are capable 

of extracting more information on the subsurface deformation characteristics. 

D.7 CONCLUSIONS 

To explain and better predict the temporal evolution of massive rock slope 

instabilities and failures, subsurface processes involving rock mass strength degradation and 

progressive failure must be considered. Hybrid finite-/discrete-element models incorporating 

these processes were able, starting from a continuum, to reproduce both the shear surface 

outline and the staged nature of the failure of the 1991 Randa rockslide. The fractures 

generated through extensional strains were predominantly sub-vertical tensile fractures 

normal to the direction of downslope movement. As the density of these fractures increased, 

the shear plane progressively developed to form a failure surface typical of more ductile 

failures where the rock mass is heavily damaged.  

These models help to reinforce conceptual models for which massive rock slope 

failure processes are largely driven by the initiation and propagation of brittle tensile 

fractures driven by extensional strain, which interact with natural pre-existing discontinuities 

to eventually form basal and internal shear planes. Shear failure only becomes a factor once 

enough tensile fracture damage was incurred to allow mobilization.  
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Microseismic data collected at the Randa Rockslide Laboratory, located over an 

unstable mass moving at rates of 1-2 cm/ year, suggest the presence of large open fractures, 

deep below surface. Although only a small data set sampled from the much larger data set 

collected has been analyzed, preliminary results show that the slope mass may be 

microseismically active. Difficulties arising due to poor signal quality and attenuation must 

be addressed though. Notwithstanding, it is believed that such mechanistically-based studies 

and analyses, combining state-of-the-art numerical modelling techniques, advanced 

instrumentation systems and multidisciplinary collaborations, will help to significantly 

advance current understanding of rock slope failure processes, from the early stages of 

development through to catastrophic failure. 

 



169 
 

 

Appendix E 

High-resolution geophysical techniques for 

improving hazard assessments of unstable rock 

slopes 
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Abstract 

Unstable rock slopes are an increasing concern in mountainous regions worldwide. 

Significant expansions of human habitats and transport routes in mountain valleys, melting 

of alpine permafrost as a consequence of global warming, and exceptional climatic events 

are amplifying the risks of catastrophic mountain-slope failures. To minimize the effects of 

such failures, short-term predictions are required for the timely evacuation of vulnerable 

populations and medium-term forecasts are needed for the optimum design and construction 

of barriers that offer protection to lifelines (e.g., roads, railways and pipelines) and other 

expensive infrastructure. Moreover, long-term hazard assessments are necessary for prudent 

land-use planning. These tasks require detailed information on the extent and probable 

behavior of unstable rock. In this context, the locations and geometries of major fractures 

and faults are particularly important. 

Investigations of potentially unstable mountain slopes typically involve geological 

mapping, strain measurements, remote sensing, and analyses of borehole logs. Since these 

methods only provide limited knowledge on the depth distribution of critical structures, there 
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is a growing awareness that geophysical techniques should play a role in such studies. Here, 

we demonstrate the utility of surface and borehole ground-penetrating radar (georadar), 

seismic tomography, and microseismicity studies for assessing the stability of mountain 

slopes. 

E.1 RANDA STUDY SITE 

Our study site lies immediately above a scarp created by the largest mass movement 

of rock in recent Swiss history (Figure E.1). During the spring of 1991, two major rockslides 

resulted in the release of 30 million m3 of crystalline rock and the formation of a debris cone 

that obliterated holiday apartments and barns close to the village of Randa and blocked the 

main transport route connecting the Rhône valley to the major tourist resort of Zermatt. The 

debris cone dammed the Mattervispa River, causing flooding in upstream regions of the 

valley. Geodetic measurements suggest that ~9 million m3 of the remaining mountain slope 

are currently moving towards the valley at 1-2 cm/year. The continued instability of the 

mountain slope at Randa is of concern to the local population and responsible authorities. 

 

 
Figure E.1: (a) Randa (star) in the Matter Valley of southern Switzerland. (b) Photograph showing 

the Randa rockslide and study site. 
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Information on the geology in this region is based primarily on rock exposures 

(Figure E.2) and analyses of aerial photographs. The upper part of the mountain is composed 

of heterogeneous gneisses intersected by (i) shallow-dipping shear zones that parallel the  

 

 
Figure E.2: (a) Perspective view showing the ruggedness of the terrain and the moraine and slope 

debris covering part of the study site. Green squares mark the positions of boreholes SB120 (120.8 m 

deep), SB50S (52.5 m deep) and SB50N (51.0 m deep). White squares locate the other photographs 

shown in the figure: (b) a jagged portion of open fracture Z1, (c) fracture Z2 and (d) open fracture 

Z10. Note the different scales of each photograph. 
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rock foliation and (ii) moderate- to steep-dipping fractures8 (Z1-Z10 in Figure E.2a) that 

range from jagged (Figure E.2b) to planar (Figure E.2c) and from closed (Figure E.2c) to 

open (Figure E.2d). A number of the moderate- to steep-dipping fractures buried beneath 

moraine and slope debris (Figure E.2a) can be delineated on the basis of lineaments, whereas 

others are not discernible at the surface. It is the moderate- to steep-dipping fractures, some 

of which have opening rates of 0.1-0.3 cm/year, that mostly influence the stability of the 

Randa mountain slope.  

In an attempt to determine the subsurface geometries and minimum dimensions of 

fractures at Randa, we acquired 3-D georadar data across a 35 x 60 m area (Figure E.3 and 

Figure E.4) and recorded single-hole georadar and logging data in three boreholes (SB120, 

SB50S, SB50N; Figures E.3 and E.5). We also conducted a 3-D tomographic seismic survey 

across an extensive region (Figures E.6 and E.7) and monitored the local microseismicity for 

more than 3 years (Figures E.6, E.8, and E.9) to delineate potentially unstable parts of the 

rock mass. 

E.2 MAPPING SHALLOW-DIPPING STRUCTURES USING SURFACE 

GEORADAR DATA 

Georadar surveying across the rugged terrain at Randa (Figure E.2) and processing 

the resultant data were demanding tasks. We used a standard georadar unit connected to a 

semi-automatic self-tracking theodolite to collect coincident 3-D georadar and topographic 

data. Unshielded 100 MHz transmitter and receiver antennas separated by 1.0 m and a 2.15-

m-high mast holding the theodolite target prism were mounted on a sled that was pulled 

across the surface. Georadar traces were acquired every ~0.25 m along approximately 

parallel straight lines separated by 0.15 - 0.25 m. Because attenuation and dispersion effects 

were insignificant in the dry crystalline rock mass, signal shapes varied little over the 

1050 ns recording time. 

                                                 

8 Since differential motion has occurred across many of the brittle discontinuities at our study site, they are 
faults. However, for simplicity we will refer to all brittle discontinuities as fractures in this contribution. 
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Figure E.3: Site of the surface and borehole georadar surveys. Green squares mark the positions of 

boreholes SB120, SB50S, and SB50N. The blue rectangle outlines the boundaries of the 3-D 

georadar survey area. Dashed and solid black lines delineate fractures (open parts of the fractures 

are highlighted by the solid lines). Ticks identify the dip directions. Red lines show coincident surface 

projections of georadar reflectors and known fractures and the numbers are the minimum down-dip 

lengths of the reflectors. 

 

To obtain a meaningful subsurface image (Figure E.4), the 3-D georadar data were 

sequentially passed through gridding, amplitude-scaling, f-xy-deconvolution and f-k-filter 

routines before being migrated using a technique that accounted for the highly irregular 

topography. The shallowest reflector A is the boundary between the unconsolidated surface 

layer of moraine and debris and the underlying crystalline rock (Figure E.4). It approaches 

the surface along the eastern and northern edges of the survey site, where bedrock outcrops, 

and its migrated depth correlates with the depth to bedrock observed in the open fracture Z1 

(Figure E.3). We interpret the shallow-dipping reflectors B and E as shear zones or 
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lithological contacts that parallel the rock foliation and the moderate-dipping C reflector as 

the depth extension of surface fracture Z2. 

There is little evidence in the conventionally processed 3-D georadar data that the 

ubiquitous steep-dipping fractures produce reflections. This is not surprising, since the 

surface-based georadar method is not appropriate for the reflection imaging of steep-dipping 

features, primarily because of the unfavorable radiation patterns of most georadar antennas. 

This latter point is a fundamental shortcoming of the method, because it is the steep-dipping 

fractures that mostly influence the stability of the Randa rock mass and many other rocky 

mountain slopes.  

 

 
Figure E.4: (a) Cross-section extracted from the 3-D topographic-migrated georadar data set 

showing reflections A-C and E and diffractors D and F. (b) Three-dimensional image of the surface 

topography and semi-automatically picked reflectors and diffractors displayed in perspective view.  

 

E.3 MAPPING STEEP-DIPPING FRACTURES USING BOREHOLE 

GEORADAR DATA 

Compared to surface-based observations, georadar data recorded in near-vertical 

boreholes are well suited for imaging reflections from steep-dipping structures. Collection of 

single-hole georadar data at Randa involved pulling 100 MHz transmitter and receiver 

antennas slowly up the length of each borehole. The antennas were separated by a fixed 



175 
 

 

distance of 2.75 m and full-waveform traces were registered at 0.1 or 0.2 m intervals. 

Amplitude scaling, bandpass filtering, f-x deconvolution, and phase-shift migration were 

used to enhance the coherency of reflections. 

Non-migrated and migrated versions of the borehole SB120 georadar section look 

much like surface seismic or georadar sections (Figures E.5a and c). They can be interpreted 

in a similar fashion, except the numerous reflections could have originated from any location 

around the borehole; due to the azimuthal invariance of the acquisition geometry, borehole 

georadar data on their own do not provide sufficient information to determine 

unambiguously the orientations and locations of reflectors. Nevertheless, it is clear that most 

of the prominent reflections originate from moderate- to steep-dipping structures. Based on 

the local geology, it is highly likely that the reflections are from fractures. Many fractures 

are air-filled structures that have large impedance contrasts relative to the adjacent intact 

rock. Although the openings of most fractures at this site are quite narrow relative to the 

~1 m dominant wavelength of our 100 MHz georadar signal, georadar surveying at other 

locations has shown that damage zones around discontinuities in gneissic rock can be 

sufficiently wide to generate strong reflections. 

To compensate for the directional ambiguity of our borehole data, we correlate the 

geometries of the georadar reflections with those of fractures observed in borehole 

televiewer logs and fractures discernible at the surface (Figure E.5b). We can relate some 

reflections to borehole fractures A10, A13, A16 and A26, but more importantly, four of the 

major reflection zones can be traced with reasonable confidence to surface fractures Z2, Z3, 

Z6, and Z7. Two prominent reflections (X1 and X2 in Figure E.5) that project close to the 

surface are not associated with any known fractures. Considering their high amplitudes, 

continuity and lengths, we infer that X1 and X2 are caused by fractures that have no surface 

expression.  

Strong reflections were recorded from all but two (Z1 and Z5) of the named fractures 

(Figure E.3). In addition, our data contain significant reflections from at least five hidden 

fractures, the exact locations of which have yet to be determined. We note that the minimum 

depth dimensions of nearly all fractures are large fractions of their mapped lateral 

dimensions (Figure E.3). Consequently, the majority of important surface fractures extend 

deep into the mountain slope.  
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Figure E.5: (a) Processed (non-migrated) single-hole georadar section acquired in boreholes SB120. 

(b) As for (a), but showing our interpretation. The A's refer to fractures observed within the 

borehole, the X's refer to largely unexplained reflections, and the Z's refer to surface fractures. (c) 

Using a velocity of 0.12 m/ns (determined from crosshole observations), results of phase-shift 

migrating the georadar section shown in (a). 
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E.4 MAPPING ULTRA-LOW P-WAVE VELOCITIES USING TOMOGRAPHIC 

SEISMIC DATA 

The goal of the 3-D tomographic seismic survey was to determine the broad-scale 

distribution of highly fractured rock, which we expected to be represented by low P-wave 

velocities. The primary layout of our survey included eight profiles, of which five were 

parallel (Q1-Q5) and three were perpendicular (H1-H3) to the general downslope direction 

(Figrure E.6). Source and geophone spacings along the 126-324 m long profiles were 4 and 2 

m, respectively. To avoid damaging the sensitive high alpine environment and possibly 

increasing mountain-slope instability, small shot charges of 5-50 g were detonated in 

shallow (0.5-0.7 m deep) holes. In addition to the shotholes along the profiles, we also 

drilled clusters of 8 shotholes (1 per profile) at 33 locations offset from the profiles. Signals 

generated by shots detonated at these clusters were received on geophones along all profiles, 

thus providing a relatively high degree of 3-D coverage. Furthermore, all inline and offset 

shots were recorded by the semi-permanent seismic network described in the next section 

(Figure E.6). 

From the 99,031 registered traces, we were able to pick the traveltimes of 52,600 first 

arrivals with an accuracy of 1-4 ms. A 3-D tomographic inversion of these traveltimes 

revealed a broad zone of remarkably low seismic velocities along the edge of the mountain 

(Figure E.7a). Ultra-low velocities of < 1500 m/s were mapped throughout a large volume 

that extends over a 200 x 100 m area and a depth of ~25 m (Figure E.7b). Such low 

velocities in gneissic rock are extraordinary (intact gneissic rocks have velocities in the 3500 

and 6500 m/s range). Velocities of < 1500 m/s in the Randa gneissic rock require ~17 % of 

the investigated volume to be air-filled voids. Ubiquitous dry cracks, fractures, and faults at 

a wide variety of scales seem to be the only plausible explanation for this observation. 

Geodetic measurements have been used to determine the boundary between stable 

and unstable rock at Randa (Figure E.7). It is noteworthy that the zone of ultra-low P-wave 

velocities continues well beyond the estimated location of this boundary. Unfortunately, the 

geometry of our seismic survey (Figure E.6) precludes us from determining the full lateral 

extent of ultra-low velocity rock.  
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Figure E.6: Geometry of the seismic surveys. For the active and passive seismic surveys, the green 

dots indicate the positions of 9 semi-permanent geophones deployed in shallow holes and the green 

squares identify semi-permanent geophones deployed near the bottoms of boreholes SB50N, SB50S, 

and SB120. Black crosses and red circles show the source and additional geophone locations used 

for the active seismic survey. They are mostly arranged along 8 profiles approximately parallel (Q1-

Q5) and perpendicular (H1-H3) to the mountain slope. Clusters of additional source locations are 

situated alongside the profiles; there are eight source locations per cluster (one for each profile). 

Contours are meters above sea-level. The site of the surface and borehole georadar surveys (Figure 

E.3) is shown by the purple square. 
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Figure E.7: (a) P-wave velocities extracted from the 3-D tomogram at 15 m depth below the surface. 

(b) Thicknesses of near-surface volumes with P-wave velocities <1500 m/s. In regions where the 

depth penetration of the seismic energy is limited, the thicknesses are minimum estimates. Fractures 

are marked by solid black lines and geodetic survey reflectors are marked by black dots in both 

figures. The unstable part of the rock mass based on geodetic measurements lies to the east of the 

dashed red line in (a) and the dashed blue line in (b). Contours are meters above sea-level. 

 

E.5 MAPPING ROCK-SLOPE INSTABILITIES BASED ON 

MICROSEISMICITY 

We have monitored the local microseismicity using a small seismic network 

comprising two 24-channel Geometrics Geodes operating in an event-trigger mode, nine 3-

component geophones placed in shallow holes (green dots in Figure E.6) and three 3-

component geophones located near the bottoms of the moderately deep boreholes (green 

squares in Figure E.6). Data temporarily stored on a field PC were transferred daily to a 
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computer located in the valley below via a 2-km-long wireless Ethernet connection. Both 

computers were accessible remotely from our headquarters in Zurich.  

Operating a seismic network in an isolated high-mountain environment was 

challenging. Harsh weather conditions and difficult access imposed a variety of logistical 

constraints. Solar panels and a wind generator supplied the electrical power for the seismic 

network and other monitoring equipment. When there was neither sun nor wind, large 

battery packs ensured autonomous operation for approximately 10 days. The network was 

functional for more than three years between November 2001 and December 2004. In total, 

66’440 events (1 TByte of data) were registered. To sort the events, we designed and 

implemented a semi-automated classification scheme. After identifying and eliminating 

spikes and "noise" created by human activities in the valley below, the remaining coherent 

signals were classified as: (i) single microearthquakes located within the mountain, (ii) 

multiple microearthquakes that were also caused by local disturbances of the ground, (iii) 

unexplained low frequency emergent events, and (iv) regional earthquakes that occurred at 

considerable distances from the unstable Randa mountain slope (Figure E.8). 

Location errors of calibration blasts inside and outside of the seismic network using 

an optimum homogeneous velocity model and receiver corrections were unacceptably large 

(i.e., ± 50-100m). Only after incorporating the tomographically derived 3-D velocity model 

in the earthquake location program were we successful in locating the vast majority of these 

blasts to within ± 15-20m of their known locations. Analysis of our voluminous 

microseismicity data is underway. First results indicate a high concentration of 

microearthquakes within a small volume of rock near the edge of the mountain slope, but 

moderate levels of microearthquake activity occur throughout a region much larger than the 

geodetically defined unstable rock mass (Figure E.9). Current research activities are focused 

on possible correlations between the microearthquakes and fractures. In particular, we need 

to determine if the microseismic activity can be related to the largest fractures. 
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Figure E.8: Examples of earthquake seismograms recorded at the Randa study site. Most single and 

multiple earthquakes are likely related to rockslide activity. The origin of the emergent events is 

unknown. Numerous regional earthquakes also occur in the western Swiss Alps. 

 

E.6 WHAT HAVE WE LEARNED ? 

Applications of surface and borehole georadar techniques allowed us to determine 

the geometries and positions of significant shallow- to steep-dipping fractures within the 

Randa rock mass. The 3-D tomographic seismic image delineated a zone of remarkably low 

P-wave velocities that included the geodetically defined unstable part of the mountain slope 

and a large adjacent region. These low velocities were characteristic of low quality rock 

permeated by numerous dry cracks, fractures, and faults. Although the highest level of 

microseismicity occurred within a surprisingly small volume, microearthquakes were 

distributed over a large area of the mountain slope. 
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Figure E.9: Distribution of single microearthquakes (see Figure E.8). The site of the surface and 

borehole georadar surveys (Figure E.3) is shown by the purple square. 

 

Surface-based geophysical techniques provided valuable knowledge on the state of 

the Randa rock mass. Nevertheless, we conclude that the three moderately deep boreholes 

were critical to the success of our investigation: the single-hole georadar data supplied 

important details on those fractures that strongly influence the stability of the mountain slope 

and the borehole seismometers yielded crucial data for constraining the 3-D P-wave velocity 

model and microearthquake hypocentral parameters. 

We emphasize that our estimates for the down-dip lengths of the moderate- to steep-

dipping fractures and the volume of ultra-low velocity rock are minimum values. The 

fractures likely project much deeper into the mountain and the low quality rock may 

continue well beyond the principal site of our investigations. 

E.7 WHAT NEXT ? 

We judge that the unstable mountain slope at Randa should be monitored using a 

seismic network that has a higher density of geophones within the area of moderate 

seismicity (to ensure more seismograms with a high frequency content for each event) and a 

greater aperture (to provide improved depth estimates). With an improved distribution of 

geophones, it should be possible to (i) determine reliable fault mechanism solutions, (ii) 
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study the kinematic and dynamic behavior of the mountain slope, and (iii) provide a 

predictive capability based on temporal changes in the rate of microseismic activity and/or 

temporal changes in the waveform characteristics. 

E.8 SUGGESTED READING 

Our surface georadar methods are described in "Semi-automated georadar acquisition 

in three dimensions" by Lehmann and Green (1999), "Topographic migration: Implications 

for acquisition and processing" by Lehmann and Green (2000), "3-D georadar images of an 

active fault: Efficient data acquisition, processing and interpretation strategies" by Gross et 

al. (2003). Our tomographic seismic methods are described in "Refraction tomography over 

a buried waste disposal site" by Lanz et al. (1998). More details on the geophysical 

experiments conducted at the Randa site can be found in "Acquisition and processing 

strategies for 3-D georadar surveying a region characterized by rugged topography" by 

Heincke et al. (2005), "Semblance-based topographic migration (SBTM): a method for 

identifying fractures in 3-D georadar data" by Heincke et al. (2006b), "Characterizing an 

unstable mountain slope using shallow 2- and 3-D seismic tomography" by Heincke et al. 

(2006a), and "Characterization of an unstable rock mass based on borehole logs and diverse 

borehole radar data " by Spillmann et al. (2006). 
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