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 The gods did not reveal, from the beginning,  
 All things to us, but in the course of time  
 Through seeking we may learn 
 and know things better. 

 But as for certain truth, no man has known it,  
 Nor shall he know it, neither of the gods  
 Nor yet of all things of which I speak.  
 For even if by chance he were to utter  
 The final truth, he would himself not know it:  
 For all is but a woven web of guesses. 

 

 

 Xenophanes, 6th century BC 
 (translated by Karl R. Popper) 
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Abstract 

The present PhD dissertation examines climate variability in the European and Alpine re-
gions. Measurements from the high-density climatological snow-, precipitation- and tem-
perature networks are used to analyze local climate variability. Large-scale climate data 
sets are explored to characterise the continental-scale climate and to elucidate the connec-
tion between local and large-scale climate variability. The main purpose of the thesis is to 
improve our knowledge of variability in the climate system. Possible implications from on-
going and future climate change are also discussed. The main body of the thesis is com-
posed of five publications in peer-reviewed journals. 

Chapters 2 and 3 investigate variability and trends in Swiss Alpine snow pack and the 
links to local climate variability and large-scale circulation. In the late 20th century, signifi-
cant decreases in snow days have been observed for low-altitude stations. Simple statistical 
modelling shows that these trends can be mainly attributed to increases in temperature. 
The seasonal mean precipitation influence on trends is small. The North Atlantic Oscilla-
tion (NAO), as the major mode of large scale circulation variability over Europe, is found 
to be important in explaining the observed snow day trends, but not in explaining the large 
interannual snow day variability. The latter is primarily related to a flow anomaly pattern 
centred over south-eastern Europe − resembling the so called Euro-Atlantic atmospheric 
blocking pattern. 

Swiss snow pack variability can be decomposed into three well separated patterns of 
variability. The leading pattern shows comparatively small geographical variations explain-
ing roughly 50% of total interannual variability. The second pattern distinguishes between 
the northern and southern slope of the Alps. It explains about 15% of total variability. The 
third pattern shows large loadings in the lowlands, explains approximately 8% of total vari-
ability, and is height dependent. It is shown that the relation to temperature and precipita-
tion depends on the specific snow parameter considered. Variability in seasonally averaged 
snow parameters that are determined by the conditions during snow accumulation only 
(e.g. new snow sums) is primarily related to local precipitation variability. Variability in 
parameters that are influenced by accumulation and ablation processes (e.g. average snow 
height and snow days) is related more to temperature or both temperature and precipita-
tion variability. 

In Chapter 4, three new two-dimensional atmospheric blocking indicators are used to 
analyse the statistical relationship between the leading climate patterns of mid-tropospheric 
flow and atmospheric blocking over the Euro-Atlantic region during winter. The results in-
dicate that the blocking-NAO relation is not restricted to the North Atlantic region where 
blocking and the NAO are known to be out of phase. The positive NAO phase is character-
ised by an enhanced occurrence of blocking-type high-pressure systems over the European 
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mainland. An extension to the second to fourth pattern of mid-tropospheric flow variability 
reveals that the clearest separation between positive (negative) phases and blocking (no-
blocking) situations is found for the second and third pattern and is associated with 
changes from zonal to ridge-like flow. 

Chapters 5 and 6 investigate problems with standard variables of climate monitoring in 
a nonstationary climate, and the question whether temperature variability has already 
changed or how it could change in the future. Beside observed temperature data, tempera-
ture projections from several climate models participating in the Intergovernmental Panel 
on Climate Change assessment are used to address this issue over continental Europe. It is 
shown that since 1990 the probability to observe a positive temperature anomaly with re-
spect to the 1961—1990 normal increased from 50% to about 80% for certain months of the 
year. This change is statistically significant for seven out of the twelve months. The strong-
est standardized temperature changes in mean are found for the summer season, both in 
observations and climate models, whereas observed temperatures in fall do not show any 
trends. Very similar results are found throughout continental Europe. Estimates for vari-
ability changes in recent observations show a weak increase (decrease) in summer (winter), 
but these changes are not statistically significant at the 90% level. For the 21st century all 
climate scenario runs suggest large relative increases in mean for all seasons with maximum 
amplitude in summer. Although changes in relative variability vary substantially between 
the models, there is a tendency for increasing (decreasing) variability in future summers 
(winters). 

 

 



  

Zusammenfassung 

Die vorliegende Doktorarbeit untersucht Aspekte der Klimavariabilität in Europa und in 
den Alpen. Klimatologische Schnee-, Niederschlags- und Temperaturmessungen des hoch-
aufgelösten Beobachtungsnetzes werden benutzt um die lokale Klimavariabilität zu unter-
suchen. Grossskalige Klimadatensätze werden analysiert, um das kontinentalskalige Klima 
zu charakterisieren sowie die Beziehung zwischen lokaler und grossräumiger Klimavariabili-
tät herauszuarbeiten. Das Hauptziel dieser Arbeit ist unser Wissen über die Klimavariabili-
tät im Klimasystem zu verbessern. Weiter werden heutige und mögliche zukünftige Auswir-
kungen von der sich bereits im Gange befindlichen Klimaänderung diskutiert. Der Hauptteil 
der Arbeit besteht aus fünf Publikationen in begutachteten Zeitschriften. 

Kapitel 2 und 3 untersuchen die Variabilität und Trends der alpinen Schweizer Schnee-
decke und deren Beziehung zur lokalen Klimavariabilität und grossskaligen Strömung. Ge-
gen Ende des 20. Jahrhunderts wurden speziell an tiefliegenden Stationen signifikante Ab-
nahmen der Schneetage beobachtet. Einfache statistische Modelle zeigen, dass diese Trends 
vorwiegend den zunehmenden Temperaturen zugeschrieben werden können. Der Einfluss 
saisonal gemittelter Niederschläge auf die Schneetagetrends ist klein. Die nordatlantische 
Oszillation (NAO), das wichtigste Muster der grossskaligen Zirkulation in Europa, ist wich-
tig um die beobachteten Trends in den Schneetagen zu erklären. Allerdings kann die NAO 
keinen grossen Anteil der Jahr zu Jahr Variabilität erklären. Letztere geht primär mit ei-
nem dynamischen Anomaliemuster einher, welches über Südosteuropa zentriert ist und dem 
so genannten Euro-Atlantischen atmosphärischen Blockingmuster ähnelt. 

Die Schweizer Schneevariabilität kann in drei gut voneinander abgegrenzte Muster zer-
legt werden. Das wichtigste Muster zeigt kleine geografische Unterschiede und erklärt unge-
fähr 50% der Jahr zu Jahr Variabilität. Das zweite Muster zeigt Unterschiede zwischen dem 
Alpennord- und Alpensüdhang auf. Es erklärt etwa 15% der Gesamtvariabilität. Das dritt-
wichtigste Muster ist vor allem in tiefen Lagen mitbestimmend, erklärt rund 8% der Ge-
samtvariabilität und ist höhenabhängig. Die Beziehung des Schnees zu Temperatur und 
Niederschlag ist stark von der Art des Schneeparameters abhängig. Die Variabilität von sai-
sonal gemittelten Schneeparametern, die nur von den meteorologischen Bedingungen wäh-
rend der Schneeakkumulation abhängen (z.B. Neuschneesummen), korreliert sehr gut mit 
saisonal gemitteltem Niederschlag. Die Variabilität von Grössen, die von Schneeakkumula-
tion und Ablation bestimmt werden (z.B. Schneehöhe und Schneetage), korrelieren gut mit 
saisonaler Temperatur oder der Kombination von Temperatur und Niederschlag. 

In Kapitel 4 der Arbeit werden drei neue zweidimensionale atmosphärische Blockingin-
dikatoren benutzt, um die statische Beziehung zwischen den wichtigsten Klimadruckmus-
tern und atmosphärischem Blocking im Euro-Atlantischen Raum im Winter zu untersu-
chen. Die Resultate zeigen, dass sich die NAO-Blocking Beziehung nicht auf die nordatlan-
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tische Region beschränkt, wo bekannt ist, dass Blocking und die NAO ausser Phase sind. 
Positive NAO Phasen gehen mit einer erhöhten Anzahl an blockingähnlichen stabilen 
Hochdrucklagen über dem Europäischen Festland einher. Die Erweiterung der Analyse auf 
das zweite bis vierte Muster der mitteltroposphärischen Strömungsvariabilität zeigt die 
klarste Trennung zwischen positiven (negativen) blockierten (nicht blockierten) Phasen und 
dem zweiten und dritten Muster, welche sich beide durch einen Wechsel von zonaler zu blo-
ckierter Strömung auszeichnen. 

Kapitel 5 und 6 untersuchen Probleme im Zusammenhang mit Standardvariablen der 
Klimaüberwachung im nichtstationären Klima. Es wird der Frage nachgegangen, ob die 
Temperaturvariabilität in den Beobachtungen schon zugenommen hat, bzw. sich in Zukunft 
verändern könnte. Neben gemessenen Stationsdaten werden dazu auch Temperaturszenarien 
von mehreren am “Intergovernmental Panel on Climate Change“ Prozess teilnehmenden 
globalen Zirkulationsmodellen verwendet. Es zeigt sich, dass seit 1990 die Wahrscheinlich-
keit einer positiven Temperaturanomalie, berechnet auf Basis der 1961—1990 Normalwerte, 
in einigen Monaten des Jahres von 50% auf gegen 80% angestiegen ist. Diese Änderung ist 
statistisch signifikant für sieben der zwölf Monate. Sowohl in den Beobachtungen, wie auch 
in den Modellen, wird der stärkste standardisierte Temperaturanstieg im Sommer gefunden. 
Im Herbst gibt es keine klaren Trends. Sehr ähnliche Resultate werden für Kontinentaleu-
ropa gefunden. Schätzungen für Änderungen der Variabilität in den letzten Jahrzehnten 
zeigen eine schwache Zunahme (Abnahme) im Sommer (Winter), die allerdings auf dem 
90% Niveau nicht signifikant sind. Für das 21. Jahrhundert zeigen alle Klimaszenarien für 
alle Jahreszeiten grosse relative Zunahmen im Mittel. Die stärkste Zunahme wird für den 
Sommer gefunden. Obwohl die relative Variabilität von Modell zu Modell stark schwankt, 
gibt es eine Tendenz für zunehmende (abnehmende) Temperaturvariabilität in zukünftigen 
Sommern (Wintern). 

 

 



  

Chapter 1  
 

Introduction 

1.1 Motivation 
In recent years climate change or more accentuated global warming has gained substantial 
attention in the media and on the political agenda. In terms of global mean surface tem-
perature, the 1990s has been the warmest decade, at least since the beginning of instrumen-
tal measurements (Houghton et al., 2001, p. 156). In central Europe eight of the ten warm-
est years of the 1851—2004 temperature record have been observed from 1989—2003 
(Scherrer et al., 2006a, chapter 5). In the Alpine region the temperature increases observed 
have been twice or three times as large as the global average figures (Philipona et al., 2004; 
Begert et al., 2005). Climate model simulations show that most of the observed trend can 
only be explained when the anthropogenic influence (primarily greenhouse gas emissions) 
are taken into account (Houghton et al., 2001). For the 21st century the third Intergovern-
mental Panel on Climate Change (IPCC) assessment report suggests changes in mean that 
are several times larger than those caused by natural variability in the past millennium. 

Climate is more than mean temperatures and climate change more than as a steady in-
crease in the mean temperature. For an appropriate assessment of the possible impacts of 
climate change it is useful to establish the term climate itself. Public perception tends to 
confuse weather with climate or the ozone whole problematic with climate change (Bostrom 
et al., 1994). This confusion is enhanced by the media where the term “climate” is often mis-
leadingly used. For example Hirstein (2005) argues in the NZZ am Sonntag that the climate 
does not exist: “Es [das Klima] ist eine Fiktion, ein Werk des Menschen, der das kom-
plizierte Wettergeschehen in einem Mittelwert bündeln will” (engl.: it [the climate] is fiction, 
a creation of men, who bundles complex weather processes into a mean value). This under-
standing of climate lacks a key ingredient of every modern definition of the climate, namely 
VARIABILITY. The IPCC assessment report glossary defines climate as “the statistical descrip-
tion in terms of the mean and variability of relevant quantities over a period of time (…)”. 

An appropriate knowledge and communication of natural variability is a key to a broad 
understanding of the climate system and implications of climate change. Mean changes need 
to be assessed relative to the intrinsic variability of the system. Taking variability into ac-
count also implies that extraordinary events may be part of natural fluctuations and not nec-
essarily indicative for long-term climate changes (Rebetez, 1996). Although extreme weather 
and climatic events initiated several important acts at federal level in the history of Switzer-
land (Pfister, 1999), the perception of variability is distorted by human expectations and 
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highly biased long-term memories. A well known example is the often exaggerated expecta-
tion of white Christmas in central Europe (White, 1985; Rebetez, 1996). Simple statistical 
analysis shows that for most high populated regions the probability for white Christmas 
(snow height >0 cm) is only about 25-40%, depending on station altitude (Temperli, 2002). 

The present study examines climate variability and trends in the European and Alpine 
region. Measurements from the high-density climatological snow, temperature and precipi-
tation networks are used to analyze both local climate variability and how this variability is 
influenced by large-scale climate dynamics. The aim is to improve our knowledge of the 
climate system and to reveal possible implications related to climate change. 

In the remainder of this introductory chapter, statistical concepts and methods used are 
shortly introduced. Afterwards a short review of the characteristics of climate variability in 
Europe and the European Alps is given, with a focus on temperature, precipitation and 
snow pack. Finally the aims of the thesis are defined and an outline is presented. 

1.2 Statistical concepts 
Studying the climate system is a difficult problem for several reasons. First the climate sys-
tem is highly complex. Second the system is unique, so strict comparative studies are im-
possible. Third controlled experiments in the classical sense are equally out of reach except 
for idealised numerical experiments. Often used approaches to study the climate system are 
physically based climate models or statistical analysis techniques. According to Zwiers and 
von Storch (2004) statistics plays two main roles in climatology: i) it helps to quantify the 
effects of uncertainty both in terms of observation and measurement and in the understand-
ing of the processes that govern climate variability and ii) it guides in constructing the 
knowledge of climate. Various techniques applied in climate science can be used to extract 
information from the data (descriptive methods, statistical estimation and testing). 

1.2.1 Data treatment and statistical significance 
Climate variables in the Alpine region can differ substantially from location to location due 
to various influences of the complex topography, geographical location and flow situation. 
In this study our interest is not primarily to know the value at station A or B, but rather 
whether the climate elements at station A and B react in the same manner to a large-scale 
forcing. Within this framework it is sufficient to compute the statistics using standardized 
variables (Wilks, 1995). As a consequence most of the data used in this thesis are standard-
ized before further statistics are computed (see chapter texts for details). 

Testing for statistical significance is a standard procedure in science. Several reasons 
complicate matters in climate sciences. Most time series possess a substantial autocorrela-
tion (Katz, 1988; Wilks, 1997) and fields are often spatially correlated which can easily lead 
to multiplicity problems (Brown and Katz, 1991). Given these complications most standard 
techniques of statistical inference need to be used with care and some are even inappropri-
ate. To circumvent several problems with standard tests statistical significance is often as-
sessed using surrogate data with similar properties in conjunction with Monte-Carlo ex-
periments or bootstrap techniques (Efron and Tibshirani, 1993; von Storch and Zwiers, 
1999, chapters 5 and 6 of this thesis). 
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1.2.2 Probability distribution functions 
Another fundamental problem in climate sciences is to reveal the mechanisms of the climate 
system having only a limited number of observations at hand. It is therefore inevitable to 
have a concept that can describe the climate systems’ statistical nature, i.e. the distribution 
of the variables under consideration. A very helpful and often used qualitative concept to 
characterise a distribution is to look at the empirical histogram of the variable in question. 
However, its applicability for inference is limited. For more quantitative questions a theo-
retical probability distribution function (PDF) can be fitted to the observed data, which 
hopefully represents the “true” distribution of the data (e.g. Wilks, 1995). The fit needs sev-
eral assumptions but allows statistical inference and therefore is of great interest and bene-
fit for many climatological questions. 

The PDF concept is widely used also in other branches of atmospheric sciences, e.g. in 
numerical weather prediction to verify probabilistic forecasting systems (cf. Scherrer et al., 
2004a, not part of this thesis). It is a core concept for studies concerning the past and fu-
ture changes of the climate (cf. Schär et al., 2004 and Chapter 6 of this thesis). To give an 
example, Figure 1.1 displays seasonal 2-m temperature in northern Switzerland for the in-
strumental period since 1864. Shown are histograms for the 1864(5)—1990 summer and win-
ter period, rug plots and the fitted distributions assuming an underlying Gaussian distribu-
tion. Visual evaluation and statistical tests show that 2-m mean temperature is reasonably 
well Gaussian distributed for the full 140 years of observations. The sample of the last 15 
years (1991—2005) is clearly shifted towards warmer temperatures, both in winter and 
summer (red lines in Figure 1.1). 

The Gaussian assumption is used extensively in several chapters of this thesis. Problems 
arising with this concept in case of small sample sizes, decadal variability and nonstation-
arities will also be discussed (see Chapter 5). 
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1.2.3 Defining patterns of climate variability 
The climate is a dynamical system with a large number of spatial degrees of freedom. To 
analyze such systems dimensionality needs to be reduced, but at the same time as much 
variability as possible should be retained. Many different methods such as principal compo-
nent analysis (PCA), also called empirical orthogonal function (EOF) analysis, principal os-
cillation pattern (POP) analysis, cluster analysis (CA) or neural networks have been devel-
oped to identify recurrent large-scale patterns of variability (see von Storch and Zwiers 
(1999) for an overview). 

One of the most often used methods in many fields of science and technology is PCA. 
The first applications of PCA to meteorological data goes back to the 1940s, 50s and 60s 
(e.g. Obukhov, 1947; Fukuoka, 1951; Lorenz, 1956; Obukhov, 1960; Kutzbach, 1967). Since 
then PCA has been applied to a wide range of time-space phenomena in meteorology and 
climatology (Preisendorfer, 1988; Jolliffe, 2002) for a review). 

PCA determines a new orthogonal basis to the data with the constraint that the vari-
ance explained by the leading patterns is maximized. There exist several different methods 
to calculate PCA. In this thesis PCA is computed in spatial domain (S-mode) 
(Preisendorfer, 1988). For details concerning the definition and computation refer to Wid-
mann (1996) or Peixoto and Oort (1992). The resulting optimized orthogonal basis (spatial 
loadings) called Empirical Orthogonal Functions (EOFs), can be interpreted as characteris-
tic patterns of variability. The expansion coefficients of these patterns, the temporal scores, 
are called principal components (PCs) in this thesis. 

A big advantage of classical PCA against other methods is that it is completely objec-
tive (no subjective decisions are needed). Unfortunately this does not imply that PCA pat-
terns are physically meaningful (Cherry, 1997; Dommenget and Latif, 2002; Jolliffe, 2003; 
Stephenson et al., 2004). The patterns derived from PCA are thus merely climate patterns 
and not necessarily climate modes, using a well defined nomenclature. For more detailed in-
formation about the physical interpretation of PCA and often misleadingly used terms the 
reader is referred to Stephenson et al. (2004). 

If the focus is on physical interpretation, rotating the basis set of eigenvectors may be 
preferential to using the orthogonal original (Horel, 1981; Richman, 1986). However, there 
is still no guarantee for physical meaningfulness (Jolliffe, 1987; 2003; Hannachi et al., 2006). 
If PCs are used as input for statistical models it may be better to use orthogonal time se-
ries. In this thesis classical PCA (without rotation) is used to determine patterns of large-
scale (sea level pressure and geopotential) and local (temperature, precipitation and snow 
pack) climate variability. 

There are several methods for deciding which PCA patterns to keep and which ones to 
discard (see Preisendorfer (1988) for a thorough review). Especially popular are the so 
called rule N, North’s rule of thumb (North et al., 1982) or robustness tests using Monte 
Carlo approaches. In this thesis, North’s rule of thumb is applied. 

PCA with missing values 
Classical PCA assumes that there are no missing values in the input data. In Chapter 3 of 
this study PCA is applied to a snow data set with a relatively small amount (∼20%) of miss-
ing values. There exists no standard way to deal with missing values. Two methods used in 
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literature are i) filling in the missing data by some kind of interpolation method before appli-
cation to PCA or ii) calculating the eigenvalues and eigenvectors of the correlation or covari-
ance matrix using only available data (Kaplan et al., 1997; von Storch and Zwiers, 1999). 
Both approaches contain subjective components (choice of interpolation methods and pa-
rameters, levels of significance, etc…). In this thesis the fully objective approach recently de-
veloped in the field of oceanography by Beckers and Rixen (2003) is used. It allows to deter-
mine EOFs, PCs, optimal numbers of EOFs (also for data sets with no missing data), inter-
polated missing values and an error estimate in one procedure without subjective decisions. 
The basic idea of the method is as follows (for full details see their paper). 

First all missing data points of the centred (or standardized) data matrix X are set to 
zero. Then the singular value decomposition (SVD) of this new matrix X’=UDVT is used to 
get a first estimation of the EOFs (U) and PCs (V). The first guess of the interpolated 
value at a missing data point is then obtained by reconstructing the data matrix using only 
the first spatial EOF U1 (X1

’=U1D1V1). The missing data points (set to zero above) are re-
placed by their new values X1

’. The procedure is now repeated and the missing values up-
dated always with only the first spatial EOF retained until convergence (resulting in a final 
X1

conv). The above procedure is then again repeated but now with a second spatial EOF re-
tained in the reconstruction process using the reconstructed matrix X1

conv as a starting 
point. This leads to new reconstructed X2s and after convergence to X2

conv. Afterwards the 
whole process is repeated with 3…N EOFs retained in the reconstruction process always 
starting with the converged interpolation XN-1

conv. The optimal number of EOFs retained 
(N*) is determined using a cross validation procedure. A random set of valid data points 
(at least 30) is flagged as missing value to determine the interpolation error (e.g. root mean 
square error between reconstructed data and the original data) after every convergence of 
the reconstruction with N EOFs retained. The optimal number N* is then defined as the N 
with the smallest interpolation error. Once N* is defined the calculation of the PCA can be 
fine-tuned. The data set aside for the cross validation procedure are injected into the inter-
polation procedure starting with the optimal number N* of EOFs retained. 

1.2.4 The relation between large-scale and local variability 
Several empirical techniques have been suggested to determine the interrelation between 
large-scale patterns and local climate variables. Especially popular among climate scientists 
are the widely used correlation analysis and compositing (Walker, 1909; Exner, 1913), the 
analysis of atmospheric teleconnections (Wallace and Gutzler, 1981; Glantz et al., 1991), 
singular value decomposition (SVD) analysis (Bretherton et al., 1992; Widmann, 1996; Ve-
negas et al., 1997), canonical correlation analysis (CCA) (von Storch and Zwiers, 1999) or 
other multivariate techniques. Most of these methods have the strategy to identify the 
dominant patterns of the two parameters that tend to occur simultaneously or lagged. 
Junge and Stephenson (2003) noted that to quantify the importance of certain factors, de-
scriptive methods may not suffice and statistical models need to be applied. A simple way 
is the use of stepwise multiple linear regression models to determine optimal models (R, 
2005). In this thesis, both, descriptive methods and multiple linear regression models are 
used extensively. 

 



 INTERANNUAL CLIMATE VARIABILITY IN THE EUROPEAN AND ALPINE REGION 6

1.3 Climate patterns and climate variability in Europe 
Europe stretches from the subtropics over the temperate zone to the arctic zone. The west-
ern parts are in a maritime regime, whereas the eastern parts are highly continental. Euro-
pean climate variability is strongly influenced by the presence of the North-Atlantic Ocean 
and the characteristics of atmospheric dynamics in the mid-latitudes. Northern Europe ex-
periences abnormally mild conditions compared with other regions at the same latitudes. 
Most sources say that the main reason behind this property is poleward advection of warm 
water from the tropics and subtropics (Hartmann, 1994; Broecker, 1997; Latif et al., 2000b). 
A recent study by Seager et al. (2003) showed that the deviations from zonal symmetry in 
winter are fundamentally caused by the atmospheric circulation interacting with the oceanic 
mixed layer. The characteristics of the atmospheric dynamics depend on the season. 

 

 

North Atlantic Oscillation East Atlantic like East Atlantic / West Russia like

Eurasian type-1 (Scandinavian) pattern 5 pattern 6

2m temperature large scale precipitation

Figure  1.2: Top panels: Maps of the six leading sea level pressure climate patterns in the Euro-Atlantic region. 
Considered are DJF means in the period 1958−1999. North Atlantic Oscillation (red), East Atlantic like pattern 
(blue), East Atlantic/ West Russia like pattern (yellow), Eurasian type-1 (Scandinavian) like pattern (pink), pat-
tern 5 (orange), pattern 6 (maroon). The geographical domain used is 60°W–40°E, 30°N–80°N. Bottom panels: 
The climate patterns explaining most of ERA-40 2-m temperature (left) and large-scale precipitation (right) 
variability in winter. The size of the circles is proportional to the explained variance. Blank regions: none of 
the first ten sea level pressure patterns is significantly related to the local variability on the 99% level. 
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In winter the synoptic systems are characterised by eastward moving sequences of low and 
high-pressure systems and their embedded frontal systems (Schwierz, 2001). This large win-
ter synoptic activity is interlinked in a complex manner with quasi-stationary patterns, 
called the Icelandic low, the Azores high and the continental low and high-pressure systems 
(Wanner et al., 2000). In summer the quasi-stationary synoptic systems are still present al-
beit much weaker. The moving synoptic systems are normally further in the north and 
most parts of Europe are more influenced by local scale (thermally driven) processes. 

The North Atlantic Oscillation (NAO) is the major mode of winter variability in the 
northern extratropics on the monthly to seasonal scale (Exner, 1913; Walker, 1924; van 
Loon and Rogers, 1978; Barnston and Livezey, 1987; Hurrell, 1995). The impact of the 
NAO on climate and ecosystem parameters in Northern and Southern Europe is well docu-
mented in the literature (see e.g. Appenzeller et al., 1998a; Marshall et al., 2001; Wanner et 
al., 2001; Hurrell et al., 2003). However, a large fraction of the observed variability remains 
unexplained in several regions. Depending on location and season other patterns are more 
important than the NAO. Examples are winter precipitation and extreme climatic events in 
central Europe (Widmann, 1996; Qian et al., 2000; Massacand and Davies, 2001a; Yiou and 
Nogaj, 2004). 

The relevant European climate patterns are usually defined using a rotated or unrotated 
principal component analysis approach (Barnston and Livezey, 1987; Pavan et al., 2000a). 
The overall leading patterns in the Euro-Atlantic region are the North Atlantic Oscillation, 
the East Atlantic pattern, the East Atlantic/West Russia pattern and the Eurasian type-1 
pattern also called Scandinavian pattern (pattern 1-4 in Figure 1.2). Figure 1.2 also illus-
trates which of these climate patterns explains most of the Euro-Atlantic seasonal mean 2-
m winter temperature and large-scale precipitation at every 2.5°x2.5° grid point. The areas 
with the same leading climate pattern are clustering. Note that in some regions the same 
pattern explains most of seasonal temperature and precipitation variability (e.g. Norway), 
whereas in others temperature and precipitation variability is explained best by two differ-
ent patterns (e.g. the Alps or the Iberian peninsula). Often also the “next most important” 
large-scale climate patterns explain large amounts of variability as will be shown in Sec-
tion 1.4.5 and Chapters 2 and 3. 

1.4 Climate variability in the European Alps 

1.4.1 Topographical features, weather and climate processes 
This section summarizes among other things some aspects of the review articles of Schär et 
al. (1998) and the chapter 2.2 in Wanner et al. (2000). 

The European Alps are geologically spoken a relatively young and topographically com-
plex western European mountain range (centre located roughly at 47°N and 10°E) with a 
west-east (north-south) dimension of approximately 800 (200) km (cf. Figure 1.3). The 
highest peaks are found in the western part (heights between 4000 and 4800 m asl). Typical 
north-south crossing passes are 2000—2500 m in the west and below 2000 m in the east. 

The Alps are affected by a large number of different air masses from different directions. 
The major influences are maritime (predominantly wet and mild) air coming from the west 
(Atlantic region) and continental (predominantly dry and cold) air from the east (Eastern 
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Europe and Central Asia). The mountain range also acts as a barrier between the temper-
ate zone in the north and the Mediterranean climate in the south. 

The limited length of the Alpine mountain barrier, the “croissant-like” shape and the 
relatively large heights of the passes constitute the complex topography of the Alps. Di-
verse, distinct and sometimes rather small scale weather phenomena are created by the in-
teraction of this highly complex topography with the manifold influences of different air 
masses coming from different directions. The high northern and southern mountain chains 
lead to shadowing effects for inner alpine valleys with pronounced consequences for the lo-
cal climate, e.g. a lack of fog, more sunshine duration and considerably smaller amounts of 
precipitation (Frei and Schär, 1998; Kirchhofer, 2001). 

Depending on the properties of the air masses moving towards the Alps the flow can 
split or surmount the mountain chain. An important example is flow from north-westerly 
direction with an embedded cold front impinging on the Alps. Several well studied typical 
phenomena associated with it are (i) Föhn on the northern slopes before the arrival of the 
front, (ii) flow split, slowing down, bending and deformation of the front (Steinacker, 1987; 
Egger and Hoinka, 1992), (iii) flow around the western and eastern slopes associated with 
several local wind systems like Mistral, Bora and Bise (Wanner and Furger, 1990) and (iv) 
lee cyclongenesis (Smith, 1984; Pichler and Steinacker, 1987; Schär, 2002). 

 

 

 

Figure  1.3: The European Alps as seen from the MODIS AQUA satellite on 11 December 2004 12:25 UTC. An ap-
proximate scale is given in the lower right corner. Picture freely available from MODIS Rapid Response Project 
at NASA/GSFC (http://rapidfire.sci.gsfc.nasa.gov). 

 



CHAPTER 1. INTRODUCTION 9

0.5

1.0

1.5

2.0

0 1 2 3 4

17 18 19 20 21

0.5

1.0

1.5

2.0 1864(5)−2005 homog. data

DJF
JJA

In
te

ra
n

n
u

al
 v

ar
ia

b
ili

ty
 (

σ)
 [

°C
]

mean temperature [°C]

Southern
Switzerland

Northern
Switzerland

1865

2005
1865

1864

2005

1864

2005

2005

 

Figure  1.4: Changes in 2-m temperature mean and standard deviation for northern Switzerland (mean of the 
Basel-Binningen, Bern, Genève, Zürich) and southern Switzerland (Lugano). The time range considered is 
1864/5–2005 for JJA (red)/ DJF (blue). 30-year running period results are shown. The greyscale of the circles 
indicates the 30-year period considered. The darker the shading, the more recent the 30-year window, i.e. the 
1864/5-1893/4 circle is white, the 1976-2005 circle is black. All values are in Centigrade. The JJA (DJF) mean 
values are given on the lower (upper) axis. 

 

Although it is clear that large-scale flow systems play a crucial role for the local weather 
and climate in the Alpine region it is difficult to construct an accurate and automated 
weather classification (Schüepp, 1979; Salvisberg, 1996; Wanner et al., 1998). The large-
scale influences strongly depend on the season and are different for different parts of the 
Alps (Wanner et al., 1997; Böhm et al., 2001). In winter the Alpine weather is determined 
to a large degree by synoptic systems embedded in the westerlies bringing humidity to the 
Alpine slopes. These wet phases can be interrupted by longer blocking-like permanent high 
pressure phases (Beniston et al., 1994; Schär et al., 1998; Scherrer et al., 2006b). 

Year-to-year variability is large and therefore it is possible that large parts of a season 
are either dominated by mild and wet air advection while others are rather cold and dry 
(Beniston, 1997). In summer pressure variability over the Alps is smaller and the local cli-
mate is determined to a substantial degree by regional scale processes like thermally driven 
mountain winds, instabilities and thunderstorms (Luterbacher et al., 2002; Leuenberger, 
2005). The Azores High can extend to the Alpine region which is mostly associated with 
comparatively warm and dry conditions. The transitional seasons spring and autumn are 
characterised by a mix of both summer and winter features. 
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Table  1.1: Trend results for the Swiss 20th century daily precipitation statistics. Shown are only entries for indi-
ces and categories for which the trends for most stations in a region (and indices within a category) have the 
same sign. A plus (minus) indicates that the lower (upper) quartile of the trend values is larger (smaller) than 
zero. A bold sign denotes that at least one-third of the stations have a significant trend at the 95% level. MEA: 
Mean precipitation; FRE: Frequency of wet days (precipitation >1 mm); INT: Precipitation intensity (mean wet-
day precipitation). Heavy precipitation: based on several indices defined in terms of threshold exceedances. 
Wet (dry) spells: based on several indices characteristic for the duration of consecutive wet- and dry-day se-
quences. N: northern Switzerland, E: eastern Switzerland, W: western Switzerland, S: southern Switzerland. 
Taken from Schmidli and Frei (2005). 

Winter  Spring  Summer  Autumn Statistics 
N E W S  N E W S  N E W S  N E W S 

MEA + + +   +          +  + + 
FRE + + +      −  −  −      − 
INT + + +   +   +       + + + + 

Heavy Precip + + +   +   +       + + + + 
Wet spells + + +          −   −    
Dry spells −  −      +          + 

 

 

1.4.2 Temperature observations 
The near-surface temperature records in the Alpine region are among the longest and the 
measurement network among the densest in the world. The complex flow-topography inter-
action, the special geographic location of the Alps and recent climate change motivated sev-
eral studies about interannual and longer-term temperature changes based on instrumental 
data (Auer et al., 2001; Böhm et al., 2001; Begert et al., 2005). These kinds of investigations 
need careful homogenization of the time series under consideration to correct for non-
climatological shifts. Results show that beside large year-to-year variability also considerable 
decadal variability is found in the record (e.g. Böhm et al., 2001; Begert et al., 2005). 

An illustrative way to determine changes in the temperature distribution is presented in 
Figure 1.4. Changes in mean and standard deviation are visualized using data batches of 
running 30-year periods. Shown are the 1864(5)—2005 values for summer (JJA) and winter 
(DJF) season in northern Switzerland and southern Switzerland separately (see legend of 
Figure 1.4 for a definition). Southern Switzerland temperatures are 2—3 °C higher than 
those in northern Switzerland for both winter and summer season. Changes in winter tem-
perature are larger than those in summer temperature. Changes in northern Switzerland are 
larger than those in southern Switzerland. This is in agreement with previous studies for 
Switzerland (Bader and Bantle, 2004) and the Alpine region (Böhm et al., 2001). The 
trends are larger than those of the corresponding period on the hemispheric and global scale 
(Houghton et al., 2001; Jones and Moberg, 2003). In northern Switzerland seasonal variabil-
ity is larger in winter than in summer. Winter and summer seasonal variability is very simi-
lar in southern Switzerland. There is a statistically significant negative trend in variability 
for both regions in winter. In summer no statistically significant trends can be found for the 
whole period. Note the strong increase in summer variability caused by the extreme value 
in 2003 (cf. also Schär et al., 2004). 
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1.4.3 Precipitation observations 
Extreme precipitation events (in both liquid and frozen state) are one of the most impor-
tant natural hazards in the Alpine region. The August 2005 flooding caused 6 fatalities and 
preliminary estimations of total damage are 1500—2500+ million Swiss Francs in Switzer-
land alone. Precipitation is also of importance for many economical applications (e.g. in the 
energy sector) and in conjunction with climate change (impacts, hazards, etc.). For a long 
time the Alpine precipitation climatology of Fliri (1974) was state of the art. Recently, ef-
forts to collect the data across borders (Frei and Schär, 1998; Auer et al., 2005) made it 
possible to study high resolution precipitation variability in the whole Alps (Schmidli et al., 
2001; Auer et al., 2005). These investigations show that Alpine precipitation is character-
ised by large interannual to decadal variability (Schmidli et al., 2002). Several works de-
termined spatial variability of precipitation using cluster analysis (Baeriswyl and Rebetez, 
1997) or principal component analysis (Widmann and Schär, 1997; Schmidli et al., 2002). 

For northern Switzerland significant trends in mean precipitation are observed at most 
sites in winter and in some of the yearly series (Widmann and Schär, 1997; Bader and 
Bantle, 2004; Begert et al., 2005). Schmidli et al. (2002) find statistically significant positive 
trends for northern Switzerland and the south-western Alps in winter and negative trends 
in the southern and eastern Alps in autumn. This is in agreement with Schönwiese and 
Rapp (1997) and Auer and Böhm (1994) who report increases (decreases) in the western 
(eastern) parts of Austria. A recent study by Schmidli and Frei (2005) determined trends of 
heavy precipitation and dry and wet spells in Switzerland during the 20th century (see Ta-
ble 1.1). In winter, statistically significant increases are found for all statistics related to 
precipitation strength and occurrence and all regions except southern Switzerland. In au-
tumn, increases are found only for heavy precipitation, whereas precipitation frequency and 
spell-length show little changes. No significant trends are found in spring and summer. 

1.4.4 Snow pack 

Observations 
Snow fall, the frozen form of precipitation, is a resource of great commercial (tourism, hy-
dro-power) and social value for the Alpine region. It also bears considerable hazards such as 
avalanches (Abegg, 1996; Bürki, 2000; Laternser and Schneebeli, 2002). Given its signifi-
cance it is no surprise that research areas related to snow (glaciology, hydrology, avalanche 
and permafrost research) have a long tradition in the Alpine region. 

The first articles that tried to derive climatological relations in terms of snow lines were 
published in the 1940s and 1950s (Mörikofer, 1948; Zingg, 1951; 1954). In the 1970s and 80s 
national climate snow studies were conducted and the climatological relation between alti-
tude and snow heights or snow duration improved (Schüepp et al., 1980; Witmer et al., 
1986). Other studies determined the seasonal course and local characteristics of the snow 
pack in detail (Fliri, 1984; Lang and Rohrer, 1987). For a more complete overview of earlier 
studies on snow climatology the reader is referred to Laternser (2002) and references therein. 

Interannual and decadal variability in Swiss Alpine snow is large (Rohrer et al., 1994; 
Beniston, 1997; Scherrer and Appenzeller, 2003). Long term snow trends in the Swiss Alps 
are similar for snow depth, the duration of continuous snow cover and the number of snow-
fall days. A gradual increase until the early 1980s is followed by a statistically significant 
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decrease towards the end of the century (Laternser and Schneebeli, 2003). Similar results 
have been found for other mountain regions of the world, e.g. in the north-western USA 
(Mote, 2003) and on the hemispheric scale (Brown, 2000). 

There are a considerable number of analyses dealing with meteorological aspects associ-
ated with snow. An example is the variability in meteorological snow fall lines (Grebner, 
1978; Steinacker, 1983; Rohrer, 1989). Climate sensitivity of snow cover has been studied in 
detail for Austria in Hantel et al. (2000) and for Switzerland in Wielke et al. (2004). As-
pects of the relation between Alpine snow pack and large-scale climate with a focus on the 
NAO has been discussed in Beniston (1997). 

Snow in a future climate 
The sensitivity of the snow pack to climate change has been assessed in several different 
ways. Föhn (1990) bases his snow cover scenarios on climatological reasoning. Beniston et 
al. (2003a) use an empirical approach to develop a relation between precipitation, minimum 
temperature and snow-cover duration. Breiling and Charamza (1999) applied simple statis-
tical models derived from the relation between observed snow pack, temperature and pre-
cipitation to climate change projections. Some studies used downscaled projected global cir-
culation model output to drive conceptual or physically based snow models (Martin et al., 
1994; Beniston et al., 2003b; Gyalistras et al., 2005). Several other studies used hydrological 
model approaches to estimate changes in snow pack (Ehrler, 1998; Verbunt et al., 2003; 
Jasper et al., 2004; Mote et al., 2005). In spite of projected increases in precipitation, all 
studies generally agree that the Alpine snow volume will decrease considerably with increas-
ing climate change. The low lying regional losses seem to outweigh the possible increases at 
high elevations (Beniston et al., 2003b). 

1.4.5 Influence of large-scale climate patterns 
The Alpine region lies between the two poles of the leading mean sea level pressure pattern 
NAO (Hurrell, 1995; Jones et al., 2003). Alpine upper air trends (e.g. in total ozone in 
Arosa, Switzerland) have been shown to be considerably influenced by the NAO 
(Appenzeller et al., 2000). The total interannual variance explained by the NAO is rather 
small for temperature and precipitation at most stations and regions (Widmann and Schär, 
1997; Schmidli et al., 2002). Figure 1.5 shows that large amounts of Swiss temperature and 
precipitation variance can be explained by large-scale sea level pressure patterns. Depend-
ing on the variable the Eastern Atlantic like pattern and the European-blocking like pat-
tern explain a similar or even larger amount of total variance than the NAO. Higher order 
patterns explain relatively small amounts of variability. 

Massacand and Davies (2001a) show that the third principal component of potential 
vorticity is highly correlated with monthly precipitation especially in January. Quadrelli et 
al. (2001a) present a significant relationship between the first two principal components of 
greater Alpine precipitation, the NAO and Euro-Atlantic blocking. Beniston and Jungo 
(2002) propose a relation with Swiss pressure, moisture and temperature when using highly 
smoothed time series. They find the strongest influences for extreme values and when the 
index is positive and high. It is unclear whether these differences are statistically signifi-
cant. Beniston (1997) has shown that there exists a link between the persistent high surface 
pressure in fall and spring with low amounts of snow in the Alps. 
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Figure  1.5: DJF 2-m temperature and precipitation variance explained at 8 Swiss stations using a multiple lin-
ear regression model with the first 10 large-scale sea level pressure patterns as predictors. From bottom to 
top of bars: North Atlantic Oscillation (red), Eastern Atlantic like pattern (blue), European-blocking like pat-
tern (yellow), East Atlantic/ West Russia like pattern (pink), patterns 5–10 (white). Units are in percent of total 
variance; time range is 1958–1999. The domain for large-scale pressure patterns definition is 60°W–40°E, 
30°N–80°N. Station abbreviations and topographical character: BS=Basel-Binningen (Mittelland), BE=Bern-
Liebefeld (Mittelland), GE=Genève-Cointrain (Mittelland), Sae=Säntis (northern Alps, mountain top), Sil=Segl-
Maria (Alps, Engadina), Sio=Sion (Alps, Valais), ZH=Zürich-MeteoSchweiz (Mittelland), Lug=Lugano (Ticino). 

 

1.5 Aims and outline 
The aim of this thesis is to contribute to a better understanding of interannual climate 
variability in the European and Alpine region. The focus is on the relation between large-
scale dynamics (climate patterns, atmospheric blocking) and the variability of important lo-
cal climate elements. High quality instrumental and reanalysis data are used to investigate 
the role of local and large-scale climate variability in understanding observed snow variabil-
ity and trends. The relation between atmospheric blocking and climate patterns of variabil-
ity is worked out. Further, problems are tackled arising with standard variables of climate 
monitoring in times of increasing anthropogenic climate change (nonstationary conditions). 
Finally, the question is addressed whether the characteristics of interannual variability have 
changed in the past and will change in a future climate. 

Although the chapters of this thesis are thematically related, each chapter stands for it-
self and can be read completely independently. The first two chapters investigate snow 
pack in the Swiss Alps. The other three chapters focus on large-scale dynamics and tem-
perature variability on a central European to continental scale. 

Chapter 2 (published in GRL by Scherrer et al. (2004b)) focuses on the influence of local 
temperature and precipitation as well as large-scale climate flow patterns on trends in Swiss 
Alpine snow days. Simple statistical models linking local climate elements and large-scale 
climate patterns are applied to model snow day variability and trends. 
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Chapter 3 (manuscript submitted) extends the work reported in Chapter 2 in different 
ways. In contrast to Chapter 2 the focus is more on snow variability. The main modes of 
variability in Swiss Alpine snow pack are determined and the relation of large-scale climate 
patterns on local temperature, precipitation and snow pack is worked out in detail. 

In Chapter 4 (Scherrer et al., 2006b) the statistical relation between atmospheric block-
ing and climate patterns is determined using three different two dimensional indices of at-
mospheric blocking of low and high complexity. 

Chapter 5 (Scherrer et al., 2006a, in press, Int. J. Clim.) addresses the problems of the 
interpretation and communication of climate normals in the past, present and future. The 
problem is discussed from an applied (weather service) perspective using temperature 
anomalies as variables. 

In Chapter 6 (published in GRL by Scherrer et al. (2005)) recent observations and 
global climate model IPCC scenario runs are used to elaborate the central European tem-
perature distribution changes in the near past and present and changes projected by cli-
mate change simulations in the course of the 21st century. 

Chapter 7 summarizes the main findings of the thesis and gives an outlook for possible 
future work and an overview of the remaining problems. 

 

 



  

Chapter 2  
 

Trends in Swiss Alpine snow days: 
The role of local- and large-scale 
climate variability 

SIMON C. SCHERRER1, CHRISTOF APPENZELLER1 AND MARTIN LATERNSER2 
1 Climate Services, Federal Office of Meteorology and Climatology (MeteoSwiss), Zürich, Switzerland 
2 Swiss Federal Institute for Snow and Avalanche Research (SLF), Davos, Switzerland 

published 2004 in Geophysical Research Letters, 31, L13215, doi:10.1029/2004GL020255 

ABSTRACT 
Swiss Alpine snow cover is varying substantially on interannual to decadal time scales. In the late 
20th century decreases in snow days (SD) have been observed for stations below 1300 m asl. A regres-
sion model is used in this work to quantify the importance of mean temperature and precipitation as 
well as large-scale climate variability in order to explain the observed trends. Both, local- and large-
scale models account for a modest fraction of the observed seasonal variability. Results suggest that 
the recent decrease in low altitude snow cover can mainly be attributed to an increase in tempera-
ture. Differences are found for northern and southern Switzerland concerning the influence of large-
scale climate patterns. In contrast to southern Alpine regions, northern Alpine interannual SD vari-
ability is almost unaffected by the North Atlantic Oscillation (NAO). Decadal trends, however, can 
be explained via temperature only by a model that includes the explanatory variable NAO. 

2.1 Introduction 
Snow is a resource of great commercial and social value for the Swiss Alpine region (tour-
ism, drinking water reservoir, hydro-electricity) but it also bears considerable hazards (ava-
lanches, road closures) (e.g. Elsasser and Messerli, 2001; Beniston et al., 2003b). However, 
the number of snow days (SD) varies substantially on interannual to decadal time scales. A 
decrease has been reported for low altitude stations in the late 1980s and 1990s (Laternser 
and Schneebeli, 2003). A similar decline in spring snow cover has been found for other 

15 
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mountain regions of the world (Brown, 2000; Mote, 2003). For most stations the decline co-
incided with a significant increase in local temperature. 

Several studies point out a pronounced impact of seasonal climate modes on snowpack in 
the Western USA (Cayan, 1996; McCabe and Dettinger, 2002). In the European region the 
North Atlantic Oscillation (NAO) is the leading climate mode of seasonal to decadal vari-
ability (Hurrell, 1995). However, since Switzerland is located between the poles of the NAO 
temperature impact, the NAO influence in the Alpine region is ambiguous. Large-scale up-
per air fields such as pressure and stratospheric ozone are rather strongly forced by the 
NAO variability (Beniston, 1997; Appenzeller et al., 2000). Surface and possibly smaller 
scale variables such as precipitation seem to be dominated by other modes on the seasonal 
to interannual time scale (Massacand and Davies, 2001a; Schmidli et al., 2002). 

This work examines the influence of local seasonal mean temperature and precipitation 
as well as seasonal large-scale Euro-Atlantic climate patterns of sea level pressure (SLP) on 
Swiss Alpine midwinter snow day variability and trends. 
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Figure  2.1: Variability and saturation of DJF Swiss snow days with respect to altitude (units: m). The green tri-
angles show a robust estimation of the standard deviation expressed as the inter quartile range divided by 
1.349 (upper horizontal axis, units: days). The median percentage of DJF days classified as snow days is de-
picted by black dots (lower horizontal axis). The thick lines are lowess (f = 0.3) smoothed curves to the corre-
sponding data. 

 

2.2 Data and methods 

2.2.1 Snow and climate data 
DJF SD have been calculated from a quality checked snow dataset covering the Swiss Alps 
and parts of the forelands described in detail by Laternser and Schneebeli (2003). A subset 
consisting of 110 almost complete and spatially almost uniformly distributed daily snow 
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height measurements ranging from 275 m to 2540 m asl and covering the period from 1958 
to 1999 was used in this study. SD were defined as days with a snow height of more than 5 
cm as suggested by Hantel et al. (2000). Local seasonal temperature and precipitation time 
series at the snow stations were derived from 67 (360) carefully homogenized monthly tem-
perature (precipitation) observations (Begert et al., 2003). The interpolation to the snow 
station coordinates was achieved by linear fits to the station height using the 5 (10) nearest 
surrounding temperature (precipitation) stations as predictors. The DJF mean SLP fields 
were derived from the European reanalysis project (ERA—40) data set. 

2.2.2 Statistical methods 
Interannual to decadal scale trends were analyzed using ordinary least square 15-year run-
ning window trends. Standard principal component analysis was used to determine the 
leading SLP patterns (Wilks, 1995). The first principal component of the DJF SLP fields 
over the Euro-Atlantic region [80°W—60°E, 30°N—80°N] turned out to be virtually identical 
with a station based NAO index as defined by Hurrell (1995). 

Standard linear regression analysis was used to quantify how well seasonal SD sums can 
be modelled (i) by taking local seasonal mean temperature (T) and mean precipitation (P) 
as explanatory variables and (ii) by taking large-scale climate patterns represented by the 
first 6 SLP principal components (PC’s) as explanatory variables (cf. Junge and Stephen-
son, 2003). For the latter the local snow day anomaly  is thus modelled as kSD∆

  (Eq.2.1) 
6

1

k k
i PCi

i
SD SLP

=

∆ = α ⋅ +∑ ε

where  are the coefficients to be fitted, ε is an independent identically distributed er-

ror and k is the index of the stations considered. Optimal model sets were selected using a 
stepwise forward and backward selection procedure. Absolute model trends that can be at-
tributed to T and P were determined following the method described by Mote (2003). 

k
iα

2.3 Results 

2.3.1 Snow variability and trends 
The number of SD is difficult to analyze in a statistical sense. Its variability in mean and 
standard deviation is large and highly dependent on altitude. In midwinter (DJF), SD satu-
ration occurs for stations with heights above ∼1300 m asl, indicating snow cover over the 
entire season (Figure 2.1). This inhomogeneity of the variability with altitude and our focus 
on low altitudes makes it reasonable to restrict the interpretation of the model results to al-
titudes below this saturation level. 

The trends in Swiss SD are displayed in Figure 2.2 as time-height sections using a 15-
year running window trends. No uniform trend is discernible over the whole period. Nega-
tive trends are observed at the beginning and at the end, positive trends in between. The 
most striking decline is found at the end of the observation period. 
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Figure  2.2: Time-height section of decadal Swiss snow day trends. Upper panel: relative 15-year running win-
dow trends (units:%/yr), lower panel: absolute 15-year running window trends (units: days/yr). Blue (red) cir-
cles show positive (negative) trends. Significant trends according to a two sided t-test on the 10% level are 
filled and have a black border. The height distribution of the snow stations is indicated by dashes on the right 
side. A scale for the circles is shown in both panels. 

 

Relative trends are large for low and negligible for high stations (Figure 2.2 (top)). This 
low-high altitude dissimilarity is a direct consequence of the declining variability and the 
saturation with altitude (cf. Figure 2.1). The station height of maximum trends (∼600 m) is 
of the same order as the current height of maximum sensitivity in Switzerland and Austria 
(Hantel et al., 2000). Absolute trends are less dependent on altitude, but the largest trends 
are again found for relatively low stations (Figure 2.2 (bottom)). 

Although SD reveal considerable interannual to decadal variability, it is common to 
compute linear trends for the whole 42 yr time period considered. The corresponding rela-
tive observed trends are shown in Figure 2.3. The results are consistent with the decadal 
trend plots discussed above. Relative trends are negligible for stations above ∼1300 m, 
whereas large negative trends are found for lower stations. Both northern and southern 
Swiss SD trends are similar with slightly smaller trends in the southern regions. 
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Table  2.1: Mean multiple R2 for different kinds of linear snow day models applied to northern (NCH) and 
southern Switzerland (SCH) stations below 1000 m asl. 

multiple R2 (%) model 
type predictors 

NCH SCH 
Ponly 8 14 
Tonly 35 23 

lo
ca

l 

TandP 45 35 
NAOonly 6 20 

SLP PC2–6 37 12 

la
rg

e-
sc

al
e 

NAO and SLP PC2–6 43 32 
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Figure  2.3: 1958–1999 observed and modelled linear snow day trends. Shown are relative trends (units:%/yr) 
for the observations (green circles), combined temperature and precipitation (red triangles) and precipitation 
only model (blue squares). Results for northern (NCH) and southern Switzerland (SCH) are shown in the left 
(right) panel. 

 

The strong altitudinal dependence of trends is in general a typical sign of a T shift since 
relative changes in SD (similar as for snow water equivalent) are quite uniform with alti-
tude for changes in P (Mote, 2003). A moderate shift in T on the other hand can change 
the fraction of P that falls as snow considerably. To test the above statement, local T and 
P models are constructed in the next section. 

2.3.2 Local temperature and precipitation models 
Earlier studies on climatological snow variability showed that to a first approximation local 
T and P have a large impact on local snow water equivalent (Mote, 2003). 

Table 2.1 indicates that Swiss Alpine midwinter SD variability can be described with 
modest success using a statistical model that comprises seasonal local mean T and mean P 
as explanatory variables. For stations below 1000 m asl the explained variance is ∼45% 
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(35%) for northern (southern) Switzerland. The Tonly model results suggest that most of the 
explained variability is explained by mean T variability. This is no surprise since DJF mean 
T for these low regions are around 0 °C, where already small variations determine whether 
P falls as snow or rain. The influence of P is stronger for southern than for northern Swit-
zerland, indicating that SD on the southern side of the Alps might also be P limited (cf. 
Table 2.1). The relatively moderate percentage of overall variability explained suggests that 
either temporal variability and/or other (local) effects in the sub-seasonal range which are 
lost by seasonally averaging play an important role. 

The observed long-term trends can be modelled rather well using the above model (Fig-
ure 2.3). The combined T and P model explains more than 50% of the trend observed for 
northern Switzerland. The Ponly model on the other hand is not able to reproduce any rea-
sonable trends. This is a further indication, that the recent negative Swiss Alpine snow day 
trend is mainly T determined. It is consistent with the hypothesis discussed in the previous 
section and the results found for the Pacific Northwest region of the USA (Mote, 2003). 

The absolute model trends that can be attributed to T and P are quantified in Fig-
ure 2.4. Although the fit considerably underestimates the trends for certain stations in 
analogy to the results found by Mote (2003), it reveals that the increasing trends in mean 
T explain almost all of the modelled decreasing snow day trends. The mean T contribution 
is particularly large for stations below 1000 m asl independent of region. The P related 
trends are in general very small, e.g. Figure 2.4 (left). A weak P related increase in SD is 
found for stations north of the Alpine mountain divide, whereas a weak P related decrease 
appears on the southern regions (Figure 2.4 (right)). 
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Figure  2.4: Snow day trends attributed to local mean temperature and precipitation based on the local snow 
day model (units: days/42yrs). (left) precipitation (x-direction) vs. temperature (y-direction) attributions. The 
greyscale of the points shows station altitude: the higher the station, the darker the points. Contour lines de-
pict total (temperature plus precipitation) trends (units: days/42yrs). (right) Latitude (S-N) vs. altitude section. 
The trends attributed to precipitation (x-direction) and temperature (y-direction) are shown as pseudo vec-
tors. Similar to the left panel the 135° line divides positive and negative combined trends (see inset in the up-
per left corner). 
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2.3.3 Large-scale influences on variability and trends 
The variability in local variables discussed above is mainly related to larger-scale atmos-
pheric flow variations (Beniston, 1997). For North America it was shown, that the influence 
of synoptic scale flow patterns as well as seasonal climate modes on local snow water 
equivalent is crucial (Dettinger and Cayan, 1995; Cayan, 1996; McCabe and Dettinger, 
2002). Furthermore, large-scale climate modes such as the NAO are important in quantify-
ing recent global change impacts (see e.g. Hurrell et al., 2003). 

The snow day multiple R2 of models with seasonal large-scale climate patterns (SLP 
PC’s) as the only explanatory variables are similar to models that use local seasonal mean 
T and P (Table 2.1). Higher values (up to 70%) are again found for low stations. These 
numbers reflect that large-scale SLP patterns as a single variable are a fairly good predictor 
of low station SD variability. 

They also suggest that the large-scale impact on local variables is not necessarily smaller 
for low than for high altitudes. The major reason is the vulnerability of snow on the 0 °C 
temperature threshold. Temperatures at higher stations are more often below 0 °C and 
therefore fallen snow persists without direct reaction on T variations. 

By including and excluding the first PC of the seasonal SLP pattern into the model, the 
role of the NAO in explaining the observed Swiss SD variability can be quantified. For 
northern Switzerland the model without NAO has a multiple R2 only marginally smaller 
than that of the full model (Table 2.1). For southern Switzerland the model without NAO 
loses more than half of the full model value R2. Hence, the NAO alone plays a minor role in 
determining the interannual SD variability in northern Switzerland (0 < R2 < 20%, de-
pendent on station height), whereas for southern Switzerland the NAO is the most impor-
tant model component. This is in agreement with studies that found a pronounced NAO 
impact on precipitation in the regions influenced by Mediterranean climate (Quadrelli et 
al., 2001b). 
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Figure  2.5: As Figure 2.4, but for large-scale climate pattern model trends. Shown are the results for the full 
(SLP PC1–6) model (red triangles) and the non NAO (SLP PC2–6) model (blue squares). 
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The NAO influence is enhanced substantially when longer term trends rather than inter-
annual variability are investigated. The relative linear trends with respect to altitude are 
depicted in Figure 2.5 for the optimal full SLP PC as well as the optimal SLP model with-
out NAO. The latter underestimates the trends considerably for northern Switzerland and 
fails completely to explain any trend for southern Swiss stations. The models including the 
NAO are able to model most of the observed trend, although there is still an underestima-
tion for northern Switzerland. 

To strengthen the hypothesis that the NAO variability can mainly explain decadal scale 
trends, the models were rerun and optimized for low and high pass filtered predictands and 
predictor fields. The low pass filter applied to the yearly time series was a five point trian-
gular filter. High pass filtered values were constructed by subtracting the original from the 
low pass filtered data. For southern Switzerland, 88% of the stations include the NAO in 
both (low and high pass) optimal models. This suggests that the NAO not just explains 
trends but also considerable parts of interannual SD variability. Different results are found 
for the northern side of the Alpine mountain divide. A relatively small number of stations 
(35%) include the NAO as explanatory variable in the high pass filtered SD data. This 
again suggests that interannual SD variability is not primarily linked to NAO variability. 
The increase to 57% for the low pass filtered data corroborates the presumption that the 
NAO is important on decadal time scales. 

2.4 Conclusions 
In the late 20th century, Swiss midwinter Alpine snow cover showed a pronounced decrease 
at low altitude stations. Our statistical model results indicate that this decrease can mainly 
be attributed to an increase in seasonal mean temperature. Seasonal mean precipitation nei-
ther explains large amounts of variability nor affects recent trends in a substantial manner. 
Differences are found for the northern and southern parts of Switzerland concerning the in-
fluence of the NAO in explaining snow day variability. NAO related year-to-year variability 
is of minor importance for northern Switzerland but relevant for southern Switzerland. 
NAO related decadal variability was necessary for an adequate statistical description of de-
cadal scale SD trends on both sides of the Alps but again with stronger impact on the 
southern side. 

Finally, note that the late 20th century NAO trends might simply be natural decadal 
variability. However, if there is indeed a global change related trend to more frequent posi-
tive NAO index winters in the 21st century, as seen in some climate change model scenarios 
(e.g. Hurrell et al., 2003), our results indicate a stronger decrease in low altitude snow cover 
than expected from a global mean temperature increase alone. 
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Supplementary material 

Map of the 110 total snow height stations 
 

 

Figure  2.6: Map of the 110 total snow height stations considered in this study. 

 

Frost day model 
The temperature dependence of snow is not linear over the temperature range. To a first 
approximation snow accumulates for temperatures below 0 °C and melts above this thresh-
old. Therefore it may be better to use cumulated seasonal frost days instead of averaged 
temperatures to model snow days. The corresponding results of using a model including 
frost days and precipitation are shown in Figure 2.7. The trends explained are only margin-
ally different from the model using temperature averages (cf. Figure 2.8). A very similar 
conclusion is true for the amount of variability explained (cf. Table 2.1 and Table 2.2). 

 

Table  2.2: Mean multiple R2 for different kinds of linear snow day models applied to northern (NCH) and 
southern Switzerland (SCH) stations below 1000 m asl. 

multiple R2 (%) model 
type predictors 

NCH SCH 
Ponly 8 16 

FDonly 32 16 

lo
ca

l 

FD and P 46 33 
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Figure  2.7: Observed and modelled snow day trends using the model of equation 2.1 but with frost days in-
stead of temperature as predictor (upper panels). SD Trends explained by frost days and precipitation are 
shown in the lower panels. 

 

Height dependence of temperature and precipitation impact 
The precipitation-frost day model has been applied to snow days, snow height and new 
snow sums. The best results in terms of explained variability have been found for new snow 
sums. Figure 2.9 shows the variability explained as a function of altitude for precipitation 
alone (blue) and frost days alone (red) and together (right panel). It can be seen that the 
explained variance attributed to temperature is largest for low stations (in the order of 20—
30%) and declines to almost zero for high stations. In contrast, the explained variance at-
tributed to precipitation increases from around 20% for low stations to roughly 40—70% for 
high stations. This change of relevance from temperature to precipitation is physically plau-
sible and was already mentioned in a more qualitative manner by several authors (e.g. 
Breiling and Charamza, 1999; Beniston et al., 2003a; Beniston et al., 2003b; Gyalistras et 
al., 2005). 
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Figure  2.8: As Figure 2.7 but for the original temperature and precipitation model of Eq.2.1. 
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Figure  2.9: Height dependence (m asl) of new snow sum variability (%) explained by frost days alone (red), 
precipitation alone (blue) and together (black, right panel). Northern (southern) Swiss stations are shown as 
circles (crosses). 
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ABSTRACT 
The impact of interannual climate variability on seasonal averaged Swiss Alpine snow cover is ad-
dressed. A principal component analysis is performed for the winters (DJF) 1958—1999. For the new 
snow and snow height series, three well separated leading patterns are found. The first (uniform) pat-
tern explains ∼50% of total variance and is spatially almost uniform over the entire Swiss area. The 
second (north-south) pattern explains ∼15% of total variance and distinguishes between the northern 
and southern slope of the Alps. The height dependent third (low-high) pattern explains ∼10% of total 
variance. For seasonal snow days the three patterns are similar, but the ranks of the north-south and 
low-high pattern are switched. Variability in the uniform new snow pattern is primarily related to 
positive seasonal precipitation anomalies. In contrast, variability in the uniform snow days is primar-
ily related to negative mean temperature anomalies. For averaged snow height both temperature and 
precipitation are important. This change from precipitation dominance for new snow sums to tem-
perature dominance for snow days is consistent with physical reasoning (i.e. control by snow accumu-
lation only or accumulation and ablation). The surface pressure anomaly pattern linked to the uni-
form new snow pattern is centred over south-eastern Europe − resembling the classical Euro-Atlantic 
blocking pattern. For snow days the pressure anomaly pattern is shifted further south-eastward. The 
north-south snow pattern is mainly influenced by an East Atlantic like pattern, whereas only the 
temperature dependent low-high snow pattern is directly linked with the North Atlantic Oscillation. 

27 
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3.1 Introduction 
Alpine snow pack is an important economic factor for Switzerland. Revenues from winter 
tourism are highly correlated with snow abundance (Elsasser and Messerli, 2001). Snow 
pack also plays a major role in hydro-power electricity production and shaping mountain 
ecosystems (Beniston et al., 2003a; Gyalistras et al., 2005). Interannual and long-term 
changes in snow accumulation and ablation processes have a direct impact on the socio-
economic system in the Alpine region (Abegg, 1996; Bürki, 2000). 

In the Swiss Alps significantly negative trends have been observed in several snow pack 
variables in the late 1980s and 1990s (Laternser and Schneebeli, 2003). It has also been 
shown that these observed trends can be mainly attributed to a temperature increase and 
that the precipitation impact is small (Scherrer et al., 2004b). Similar results have been 
found for the mountain ranges in the north-western USA (Mote, 2003; Mote et al., 2005). 

Local snow pack variability is determined to a large degree by local temperature and 
precipitation (Scherrer et al., 2004b; Mote et al., 2005). It is well known that there is an 
almost linear relation between melt and air temperature on glaciers and ice sheets (Ohmura 
et al., 1996; Hock, 2003). On the other hand are local climate variables determined to a 
substantial degree by large-scale flow. It predefines specific thermal and humidity charac-
teristics of the air masses reaching the mountain range. In numerous studies the link be-
tween snow pack and circulation pattern variability has been confirmed. Some studies in-
vestigated snow on the continental to hemispheric scale (Gutzler and Rosen, 1992; Walland 
and Simmonds, 1997; Frei et al., 1999; Corti et al., 2000), others addressed links to regional 
issues (Dettinger and Cayan, 1995; Cayan, 1996; Hartley and Keables, 1998; Clark et al., 
1999; Bednorz, 2002; McCabe and Dettinger, 2002; Morinaga et al., 2003). 

In the Euro-Atlantic region the North Atlantic Oscillation (NAO) is the leading mode of 
large-scale circulation variability on seasonal to decadal time scales (Hurrell, 1995; Marshall 
et al., 2001; Wanner et al., 2001). The NAO was found to play a major role in determining 
snow pack in Poland (Bednorz, 2002) and Eastern Europe (Clark et al., 1999; Hori and Ya-
sunari, 2003; Bednorz, 2004). For the Swiss Alps, Beniston (1997) found that high pressure 
episodes are linked with the NAO and accompanied by positive temperature anomalies and 
below average precipitation, both of which are unfavourable for Swiss Alpine snow accumu-
lation. The role of the NAO as a possible explanation of the decadal trends was confirmed 
in a recent study (Scherrer et al., 2004b). However, on the northern slopes of the Swiss 
Alps seasonal to interannual variability is explained only to a very small extent directly by 
the NAO, while its influence on the southern slopes is stronger. 

In this study, three different seasonal snow variables are used. Seasonally averaged snow 
heights (abbreviated as SH hereafter) and snow days (SD hereafter) are determined by all 
processes that accumulate and ablate snow. Seasonally averaged new snow sums (NSS 
hereafter) are primarily determined by the conditions during the relatively short periods in 
which the snow fall event takes place (accumulation only). 

It is the aim of this work (i) to determine the major patterns of Swiss Alpine seasonal 
mean snow pack variability, (ii) to explore the local relation between seasonal mean tempera-
ture, precipitation and different variables of seasonal snow pack, and (iii) to investigate the 
influence of seasonal mean large-scale circulation patterns on the seasonal snow variability. 
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After the introduction of the data sets and methods (Section 3.2), the major patterns of 
snow variability and trends are determined and discussed (Section 3.3). In Section 3.4 the 
relation between seasonal temperature, precipitation and snow pack is worked out. A short 
analysis of the new snow sum − NAO index relation (Section 3.5.1) is followed by investiga-
tions to shed light on the relation between large-scale circulation and the local snow pack 
variability (Section 3.5.2). In Section 3.5.3 statistical models using large-scale circulation 
patterns as predictors are used to explain snow pack variance. Finally, the main findings 
are summarised and conclusions drawn in Section 3.6. 

3.2 Data and methods 

3.2.1 Data sets 
Switzerland has a dense network of snow measurement stations run by the Federal Office of 
Meteorology and Climatology (MeteoSwiss) and the Swiss Federal Institute for Snow and 
Avalanche Research. Some few regular snow observations date back to 1864, but most of 
the digitised data is available after 1931. Total snow heights as well as new snow sums are 
measured once (or twice) a day at least during the period from October to May. In this 
study only stations in the Alps and its close foreland are used. The number of stations is far 
from being constant over time. Very few (<10) stations are available in digital form before 
the 1940s. Up to the late 1970s the number of stations increased up to 190 snow height sta-
tions and declined somewhat later on (Laternser, 2002). Only quality checked December-
January-February data from stations with less than 20% missing values in the period 1958—
1999 are used. These restrictions lead to a reduction to 89 new snow sums (squares in Fig-
ure 3.1) and 110 snow height stations (diamonds in Figure 3.1, left panel). Their altitudes 
range from 275 m to 2540 m asl with the highest station density between 1250 and 1750 m 
asl (cf. Figure 3.1, right panel). The spatial distribution shows a certain under-
representation of very high stations and some clustering of stations along valleys and rail-
way lines in the eastern parts of the domain. 

A snow day data set is derived using the snow height measurements. Following Hantel 
et al. (2000) a day is qualified as a snow day if snow height is more than 5 cm. For high 
stations snow days saturate in DJF, i.e. all 90 of 90 potential days are snow days, cf. Fig-
ure 1 in Scherrer et al. (2004b). As in Scherrer et al. (2004b) only snow day stations which 
show a certain amount of interannual variability are used in this analysis (stations below 
1300m asl). Since the higher stations are excluded (in contrast to the new snow sum and 
snow height analyses) results need to be handled with care. 

Most of the snow measurement sites are “snow only” stations, i.e. there are no local tem-
perature and precipitation measurements available at the station directly. To obtain sea-
sonal mean temperature and precipitation estimates at the stations themselves, data from 
67 (360) carefully homogenized monthly temperature (precipitation) measurements are used 
(Begert et al., 2005). 

Following Scherrer et al. (2004b), the absolute values are linearly interpolated to the 
snow station coordinates and altitudes using the 5 (10) nearest surrounding temperature 
(precipitation) stations as predictors. 
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Figure  3.1: Left panel: Map of Switzerland showing the locations of the snow height (diamonds) and new 
snow measurement stations (squares) used in this study. Stations classified as northern (southern) Swiss are 
shown in blue (red with a point in the centre). The black rectangular box indicates the “Southern Ticino” re-
gion. Right panel: Altitudinal distribution of new snow (black) and snow height (grey) measurement stations. 
Shown are the number of stations in 250 m intervals centred around 500, 750, 1000, …, 2500, 2750 m asl. 

 

Sea level pressure data over the Euro-North Atlantic region (30°N—80°N and 80°W east-
ward to 60°E) is retrieved from the European Centre for Medium-Range Weather forecasts 
(ECMWF) reanalysis project ERA—40 data set (Uppala et al., 2006). The data are interpo-
lated from an originally spherical harmonic TL159 resolution onto a regular 1° latitude × 1° 
longitude grid. DJF mean values are computed using 6 hourly values at 00 h, 06 h, 12 h 
and 18 h UTC. 

3.2.2 Statistical methodology 
Standard unrotated Principle Component Analysis (PCA) (Preisendorfer, 1988; Widmann, 
1996) is applied to determine the major patterns of seasonal mean snow variability. The re-
sulting spatial loadings are called Empirical Orthogonal Functions (EOFs) hereafter. The 
time evolutions of these patterns, the temporal scores, are called principal components 
(PCs) below. One advantage of PCA compared to cluster analysis is its full objectivity. The 
results are completely independent (orthogonal) patterns of variance. At the same time the 
resulting patterns are not necessarily physical based. This makes a physical interpretation 
sometimes difficult or even impossible (e.g. Richman, 1986; Jolliffe, 1987; Cherry, 1997; 
Dommenget and Latif, 2002; Hannachi et al., 2006). 

Before application of the PCA the snow series are standardized in order to circumvent 
the dominance of high stations caused by much larger absolute anomalies. No further power 
transformation is applied to the three monthly data since the resulting patterns are not 
very dependent on the power transformation applied. No weighting according to station 
density in space is made since tests showed that this had no substantial influence on the re-
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sults. The fully objective method proposed by Beckers and Rixen (2003) is used to compute 
PCA with missing values. As a sign convention for interpretations, positive values of PCs 
are defined as positive contributions of snow for the northern slope of the Alps. 

PCA of local temperature and precipitation is determined analogous to the snow data 
above. The same kind of PCA is conducted to determine the major patterns of large-scale 
circulation variability in the Euro-Atlantic sector. The large-scale sea level pressure fields 
are weighted by the cosine of latitude in order to give similar weights to all geographical 
regions accordingly. 

North’s rule of thumb (North et al., 1982) is applied to see whether an EOF is likely to 
be subject to large sampling fluctuations and to determine the maximum number of PCs 
that are well separated. Separation does not necessarily imply physical meaningfulness but 
gives an upper limit of the number of potentially meaningful patterns. 

Standard Pearson correlation analysis is used to relate local variables such as snow, 
temperature and precipitation with Euro-Atlantic scale circulation fields (Wallace and 
Gutzler, 1981; Wilks, 1995). Correlation significance levels are determined using a Monte-
Carlo approach of first order auto-regressive (AR1) processes to mimic the redness of the 
processes investigated. The significance level used in this study is 95% if not mentioned 
otherwise. Positive and negative (± 1 standard deviation) composite fields of sea level pres-
sure are used to determine “absolute flow” fields and directions. 

Alternatively, singular value decomposition (SVD) has also been used to explore the co-
variability of snow and circulation fields (Bretherton et al., 1992; Widmann, 1996). The 
anomaly field results are very similar to the more simple point-wise correlation analysis (cf. 
Widmann, 2005). Therefore the SVD results are not shown in this paper. 
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Figure  3.2: Percentage of explained variance by the first 8 new snow sum (NSS), average snow height (SH) 
and snow day (SD) principal components. The season considered is DJF in the period from 1958 to 1999. The 
error bars give the range of uncertainty due to sampling fluctuations using North’s rule of thumb. The lead-
ing three components are labelled. The vertical axis has a logarithmic scale. 
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Table  3.1: Summary table of the three leading principal components of Swiss Alpine snow pack. The columns 
show the names, variance explained for the three snow parameters (%) and the primary and secondary influ-
ence regions. A hash sign indicates that the pattern is not well separated according to North’s rule of thumb. 
The “southern Ticino” region is defined in Figure 3.1. 

pattern new snow sum 
(NSS) 

snow height 
(SH) 

snow days 
(SD) 

primary 
influence 

secondary 
influence 

uniform 56 51 53 everywhere except 
southern Ticino - 

north-south 14.5 18 10# Southern 
Alpine slope 

Northern 
Alpine slope 

low-high 7.5 9 14# low stations, 
esp. in the south high stations 

sum 78 78 77   

 
 

In Section 3.5, multiple linear models are used to investigate large-scale climate sea level 
pressure patterns explaining Swiss snow pack variance. To avoid overfitting a stepwise op-
timization procedure as in Junge and Stephenson (2003) is applied. 

3.3 Major patterns of Swiss snow variability 

3.3.1 Spatial patterns 
The PCA of the new snow sum, average snow height, and snow day data yields three simi-
lar leading patterns of variability which explain roughly 50%, 15% and 10% of the total of 
the variance respectively (cf. Table 3.1 for details). The variance explained by the eight 
leading PCs is shown for all three snow variables in Figure 3.2 together with an estimation 
of the eigenvector error using North’s rule of thumb of sampling errors (North et al., 1982). 
The three leading new snow sum and average snow height patterns are well separated and 
potential candidates for further interpretation. For snow days only the first pattern is well 
separated. The second and third pattern are switched and not well separated, indicating 
that results based on these patterns should be interpreted with care. The missing separation 
is likely related to the snow day saturation with height. 

Since the spatial patterns of all three snow variables are very similar (the second and 
third pattern is switched for snow days), only the new snow sum results are discussed here 
in detail. The left panels of Figure 3.3 show the spatial patterns of the three leading new 
snow sum components expressed as correlation coefficient between station and principal 
component series. The leading pattern is almost uniform over the entire investigation area. 
The loadings are all of the same sign and the correlation with the corresponding station 
based snow series is statistically significant for all but the two low-altitude southern Alpine 
stations Locarno and Lugano. 

The leading pattern indicates that the primary interannual mid-winter Swiss new snow 
variability can be expressed as either winters rich or poor in snow, almost independent of 
sub-regions. It is called uniform pattern hereafter. The second pattern clearly separates be-
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tween the northern and southern slopes of the Alpine mountain divide with strong (signifi-
cantly) negative loadings in the south and some significantly positive loadings in the north. 
When this pattern is dominant, sites on the southern slopes tend to have opposite anoma-
lies than those on the northern slopes. It is called north-south pattern hereafter. The third 
pattern shows positive and often significant loadings in the low Alpine forelands (north and 
especially south of main ridge of the Alps) and small mostly insignificant negative loadings 
in the higher inner Alps. This pattern is called low-high pattern below. The primary and 
secondary regions of influence of the three leading patterns are summarized in Table 3.1. 

 

 

 

Figure  3.3: Left panels: Spatial patterns of the three leading components of DJF new snow sums (NSS). Positive 
correlations of station series with the principal component series are shown as circles, negative correlations 
as squares. Statistically significant correlation values (95% level) are filled and have a white border. The large 
(small) symbols in the left middle panel indicate correlations of 1 and 0.3. Right panels: Principal component 
time series of NSS and average snow heights (SH). The NSS series are shown as bar plot. The SH series are 
plotted as grey line. Percentage of explained variance as well as the correlation coefficient between NSS and 
SH series are given in the panels. For the low-high component, linear trend estimations are shown (NSS: solid 
line, SH: dashed line). 
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Note that caution is needed in the interpretation of the overall explained variance num-
bers. For specific stations or regions, the north-south pattern may explain much more vari-
ance than the overall averaged ∼15% in the southern Swiss region. The same is true for the 
low-high pattern that dominates at low lying stations on both sides of the Alps. However, 
the leading uniform pattern is quite stable and also found for an analysis using only data 
from stations with altitudes below 800 m asl (not shown). 

A comparison with a PCA of an independent precipitation data set reveals ample simi-
larities (Widmann and Schär, 1997; Schmidli et al., 2002). The two leading precipitation 
patterns explain about the same amount of total variance. The uniform pattern shows more 
or less the same loadings all over the country. Similarly, the north-south pattern is also 
found for precipitation, and it represents the cross-alpine climate contrast well known in 
Switzerland (Begert et al., 2005). An exception is the low-high snow (i.e. solid precipitation) 
pattern. It has no direct counterpart in the precipitation PCs nor in precipitation clusters 
(Baeriswyl and Rebetez, 1997). 

3.3.2 Temporal components 
Overall 1958—1999 linear trends in the three leading new snow sum PCs are rather small 
(cf. Figure 3.3). The low-high components show the most prominent linear trend. For snow 
height the low-high component trend is significant on the 95% level (p-value = 0.04). The 
new snow sum low-high component trend p-value is 0.21. The low-high components show 
relatively large autocorrelation values, comparable with that of the NAO index. The other 
PCs considered have autocorrelation coefficients below 0.15. Although the lag-1 autocorre-
lation coefficient of the uniform PC is small, it is characterised by a rather pronounced de-
cadal variability. A positive phase from the late 1970s to the mid 1980s is followed by a 
strong negative phase since the late 1980s (cf. Laternser and Schneebeli, 2003). The north-
south component shows strong interannual and less decadal variability. The low-high com-
ponent comes along with a fair amount of decadal variability (similar to the NAO). Corre-
lations between corresponding PCs of new snow sums, snow heights and snow days are 
large (∼0.77, see correlation numbers in panels of Figure 3.3) but there are several differ-
ences that are important for the interpretation of the different local influences as will be 
shown below. 

3.3.3 Height dependence 
The loadings of the uniform pattern can be separated into northern slope and southern 
slope stations, but there is no clear height dependence (Figure 3.4). For the north-south 
pattern the separation is more pronounced, but again the height dependence is small. A 
clear negative height dependence (r∼-0.6) is found for the low-high pattern. This is true for 
both, northern as well as southern Swiss stations. The clear height dependence with a 
strong loading at lower altitudes together with the fact that no corresponding pattern is 
found in the precipitation data makes this pattern an attractive candidate to explore recent 
snow trends (see below). 
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Figure  3.4: Correlation coefficients between all new snow sum station time series and the loadings of the 
principal components plotted vs. station altitude. Shown are the results for the three leading principal com-
ponents. a) uniform pattern, b) north-south pattern, c) low-high pattern. Circles (triangles) denote northern 
(southern) Switzerland stations. Significant correlation coefficients (95% level) are filled, insignificant ones 
open. 

 

3.4 Relation between temperature, precipitation and Swiss 
Alpine snow 

It is well known that there exists an almost linear relation between melt and air tempera-
ture on glaciers and ice sheets (Ohmura et al., 1996; Wild et al., 2003). This relationship al-
lows to construct simple, but for a large number of applications accurate enough tempera-
ture-index models to compute melt rates of snow and ice (Ohmura, 2001; Hock, 2003). Also 
seasonal snow pack variability in midlatitude mountain regions has been shown to be de-
termined to a large degree by local temperature and precipitation variability (Mote, 2003; 
Scherrer et al., 2004b; Mote et al., 2005). However, details depend crucially on the different 
snow variables considered. New snow sums are primarily determined by the meteorological 
conditions during the relatively short periods in which the snow falls. Average snow heights 
and snow days are influenced by all processes that accumulate and ablate snow. In the fol-
lowing we explore how well the three snow variable’s seasonal variability can be explained 
using only seasonal averages of local temperature and precipitation as predictor. 

 

Table  3.2: Summary of the two leading patterns of seasonal Swiss Alpine temperature and precipitation prin-
cipal components. The columns show the variance explained and the primary influence regions. 

pattern temperature precipitation primary influence 

uniform 90 74 northern and central Alps 

north-south 5 9 southern Alps 
sum 95 83  
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Table  3.3: Pearson correlation coefficients of the leading three DJF new snow sum (NSS), snow height (SH) 
and snow day (SD) components with the first two (uniform and north-south) principal components of tem-
perature (temp) and precipitation (precip). Values greater than 0.5 are shown bold, values between 0.3 and 
0.5 in italic. Sign convention: Positive snow, temperature and precipitation PC values mean positive correla-
tion with northern Switzerland foreland stations. 

uniform  north-south  low-high 
correlation 

NSS SH SD  NSS SH SD  NSS SH SD 

uniform temp -0.43 -0.44 -0.64 -0.40 -0.33 -0.16 -0.59 -0.62 -0.55 

uniform precip 0.76 0.46 0.28 -0.17 0.12 0.09 -0.40 -0.10 -0.08 

north-south temp -0.47 -0.31 -0.25 0.49 0.41 0.44 0.01 -0.11 0.08 

north-south precip -0.10 -0.17 -0.17 -0.80 -0.62 -0.70 0.33 0.38 0.14 

 
 

For further analysis, regional information about temperature and precipitation is quanti-
fied with the two leading temperature and precipitation principal components of the 67 
(360) temperature (precipitation) series considered. For both temperature and precipitation, 
only the first two components proved to be well separated according to North’s rule of 
thumb. Table 3.2 summarizes the results. The leading principal component of DJF tem-
perature explains roughly 90% of the variance and is highly representative for most parts of 
Switzerland but with the primary influence on the northern slopes. It is called uniform tem-
perature pattern subsequently. The second component shows a dipole structure with larger 
loadings on the southern slopes. It is therefore called north-south temperature pattern 
below. The leading precipitation component (∼74% variance explained) is representative of 
most parts of Switzerland (uniform pattern), the second shows a dipole structure with high 
correlations especially at southern Swiss stations (north-south pattern). 

Table 3.3 lists correlation coefficients of all snow variables’ three leading components 
with the leading two temperature and precipitation PCs. The correlation coefficients with 
the uniform snow component depend strongly on the type of snow data. Positive uniform 
new snow sum anomalies are related to both positive uniform precipitation anomalies (lin-
ear correlation coefficient r = 0.76, Figure 3.5a) and negative uniform temperature anoma-
lies (r = -0.43), but the relation to precipitation is dominating. 

Different results are found for snow height and snow days that measure an integral over 
processes that accumulate and ablate snow. Positive uniform snow height anomalies corre-
late again with both negative uniform temperature (r = -0.44) and positive uniform precipi-
tation (r = 0.46) anomalies. Both influences seem to be approximately equally important. 
The positive uniform snow day sum anomalies are primarily related to uniform temperature 
(r = -0.64, Figure 3.5b) and only weakly related to uniform precipitation (r = 0.28). In 
both quantities the uniform temperature influence is large. For snow days, the correlation 
with the uniform temperature pattern is clearly dominating over the one with the uniform 
precipitation pattern. 

The north-south components show high negative correlations with the north-south pre-
cipitation PC (-0.62 and -0.80, cf. Figure 3.5c). In other words, interannual variability of 
the primary snow component at the southern Alpine slope is highly correlated with the 
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north-south pattern precipitation variability. The low-high snow component shows high 
negative correlations with the uniform temperature PC (Figure 3.5d) and (for new snow 
sums) is slightly negatively correlated with the uniform precipitation PC. 

In several cases both temperature and precipitation components seem important to ex-
plain snow PCs. It is known that climatological temperature and precipitation values are 
often correlated with each other. This mutual correlation can cause misleading conclusions. 
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Figure  3.5: Time series of selected new snow sum (NSS) and snow day (SD) PCs (bars) and temperature and 
precipitation PCs (grey lines). See labels in panels for details. Correlation coefficients between the two series 
shown are printed in the lower left corner of the panels. 
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Figure  3.6: Scatterplot of DJF NAO index vs. DJF mean normalized new snow sums for the period 1931–1999. 
Shown are also a linear least square fit and the labels of five extreme new snow sum or NAO index years. 

 

Following Junge and Stephenson (2003) a simple bivariate coupled model is used to dis-
criminate the important direct effect from indirect effects mediated by mutual correlation 
between the explanatory variables. Results show that for all but one component the largest 
fraction of total correlation comes from direct correlation. The exception is the correlation 
of the new snow sum north-south component with the north-south temperature PC where 
the indirect part (0.37) is more than three times the direct part (0.12) of the correlation. 
This means that the second temperature PC is predominantly correlated with the north-
south snow patterns via its mutual correlation with the north-south precipitation PC. More 
advanced techniques such as Granger causality could be used to gain more information 
about cause and effect (cf. Mosedale et al., 2005). 

As demonstrated in this section variability in the leading local temperature and precipi-
tation patterns have ample influence on the variability in leading snow patterns. At the 
same time local climate variables can be considerably affected by large-scale circulation, the 
topic of the next section. 

3.5 Influence of the large-scale flow on local variability 

3.5.1 Seasonal snowpack – NAO index relation 
The NAO is the circulation pattern explaining most of winter upper-air variability in Europe 
(Wanner et al., 2001; Hurrell et al., 2003). The direct relation to Swiss climate variability is 
ambiguous and highly dependent on the variable considered (Schär et al., 1998; Appenzeller 
et al., 2000; Appenzeller et al., 2001; Massacand and Davies, 2001a; Schmidli et al., 2002). 
Figure 3.6 shows a scatterplot of DJF NAO indices versus normalized DJF Swiss new snow 
sums for the period 1931 to 1999. In accordance with earlier results which found a rather 
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pronounced effect of the NAO on Swiss snow pack (Beniston, 1997), the relation is negative 
(r∼-0.30) and statistically significant on the 95% level (p-value = 0.04). In other words, posi-
tive (negative) NAO index values associated with strong (weak) westerlies over north-
western Europe are linked with small (large) sums of Swiss Alpine new snow. However the 
relation is weak. Extreme new snow sum years are not extreme in seasonal NAO indices. 
The years 1968 and 1999, both extremely rich in new snow, and the year 1964 which was ex-
tremely poor in snow are accompanied by moderate NAO index values. Also the extreme 
NAO index years (positive: 1989, negative: 1969) are not extreme snow years. 

Figure 3.7 shows 31-year running window correlations of the NAO index with the new 
snow sum PCs. The correlation with the uniform PC is negative (oscillating around the 95% 
significance level) and rather constant over the years. The correlation with the north-south 
PC is positive, shows a weak increase over the years from not statistically significant values 
at the beginning to slightly significant values at the end of the period considered. The low-
high PC correlation is not statistically significant and almost zero at the beginning of the 
observation period, but starts decreasing in a rather monotonic manner in the late 1950s. 
The correlation becomes statistically significant in the mid 1960s and the maximum correla-
tion is found at the end of the century with values of almost -0.8. The results are very simi-
lar using detrended data (thick lines in Figure 3.7) or original data (thin lines). This indi-
cates that the high correlations are no artefact of possible linear trends in the series. 

The above results show that interannual variability of the first two leading patterns is 
only moderately correlated with NAO variability. Only the low-high snow PC is highly 
correlated with interannual NAO variability since the 1960s. 
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Figure  3.7: 31-year running window correlations between DJF NAO index and leading DJF Swiss new snow PCs 
for the period 1931–1999. Bold lines: linearly detrended 31-year windows, thin lines: original data. The uniform 
pattern series is shown in black; the north-south and low-high pattern series in dark grey and light grey re-
spectively. The dashed lines represent the 95% significance levels. Note that the left panel ordinate is not cen-
tred on zero (dotted line) but runs from -0.8 to 0.5. 
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3.5.2 Relation between snow patterns and large-scale flow 
Figure 3.8 shows grid point based correlation maps of the three leading DJF new snow sum 
PCs and the leading snow day PC with DJF sea level pressure variability. The uniform 
new snow sum PC (Figure 3.8a) is negatively correlated with sea level pressure over middle 
and south-eastern Europe (rmin∼-0.65). Switzerland lies at the western boundary of the 
north-west south-eastward tilted monopole of enhanced correlation (r∼-0.4). In the anoma-
lous low (high) pressure case there is anomalous north-westerly (southerly) flow towards 
the Alps accompanied by large surpluses (deficiencies) of snow. The anomalous low pressure 
(i.e. positive new snow sum anomaly case) composite field reveals that the Alpine region is 
influenced by a strong westerly flow component (not shown). The associated circulation is 
stronger and the incident flow is from more northerly directions than the overall clima-
tological flow which is west-south-west. Since a westerly component brings usually wetter 
conditions, it is consistent with the finding above that the uniform pattern is primarily de-
termined by precipitation and only secondarily by temperature (cf. Table 3.3). The anoma-
lous high pressure (i.e. negative new snow sum anomaly case) composite is characterised by 
high pressure directly over the Alpine region which is part of a ridge stretching from the 
Azores to Eastern Europe. 

The correlation map for the uniform snow day PC (Figure 3.8b) also shows a correlation 
monopole over south-eastern Europe, but in contrast to the uniform new snow sum PC, the 
coefficients are somewhat lower (rmin∼-0.55) and the expansion of high negative correlation 
to middle and north-western Europe is missing. The Alps now lie at the northern boundary 
of the region with significantly negative correlation (r∼-0.3). The interpretation is therefore 
different. The low pressure anomaly over south-eastern Europe is linked with an additional 
easterly component towards the Alps. The anomalous low pressure (i.e. positive snow day 
anomaly case) composite shows that the westerlies are further in the north and that conti-
nental influences (cold air) are important in this phase. This is in agreement with Ta-
ble 3.3, where the uniform snow day pattern is better correlated with temperature than 
with precipitation. The anomalous high pressure (i.e. negative snow day anomaly case) 
composite shows that the Alpine region is determined by high pressure similar to new snow 
sum case discussed above. 

The correlation maps for the new snow sum and snow day north-south PC (Figures 3.8c 
and 3.8d) are characterised by a monopole of positive correlation (rmax∼0.65 and 0.55) over 
the easternmost Atlantic and the British Islands, similar to the spatial pattern known as 
East Atlantic pattern in the literature (Barnston and Livezey, 1987; Pavan et al., 2000a). 
The positive phase with additional flow from northerly directions is linked with a weak sur-
plus (strong deficiency) of new snow sums on the northern (southern) slopes of the Swiss 
Alps (cf. Figure 3.3). The composite field (not shown) shows a ridge of the Azores High 
reaching the Alps which is unfavourable for southern Alpine precipitation. The negative 
phase (additional south-westerly flow component) is characterised by new snow sum sur-
pluses (deficiencies) on the southern (northern) slopes. The composite field shows south-
westerly flow towards the southern Alpine slopes which is favourable for additional precipi-
tation. These flow situations are in good agreement with the high correlation with local 
precipitation on the southern slopes found above (Table 3.3). 
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The new snow sum and snow day low-high PC correlation maps (Figures 3.8e and 3.8f) 
show a negative NAO like dipole pattern (cf. Figure 3.9a) with centres over the Norwegian 
Sea and north-western Africa. 
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Figure  3.8: Correlation between DJF 1958–1999 sea level pressure and the uniform, north-south and low-high 
pattern of Swiss Alpine new snow sums (NSS: panels a, c, e) and snow days (SD: panel b, d, f). Contours for 
correlation values r ≥ |0.3| are shown in bold. Contour interval is 0.1. The zero contour is omitted. The black 
dot shows the approximate position of the Swiss Alpine region. 
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The additional westerly flow component in the years with negative (positive) pressure 
anomalies over northern (southern) Europe is linked with negative (positive) new snow sum 
anomalies at low (some high) lying stations north as well as south of the main ridge of the 
Alps. In the reversed case (reduced westerly flow) positive (negative) snow anomalies are 
found at low (some high) stations. The composite fields show that in the case with signs as 
in Figure 3.8e the Eurasian High is strong. The associated flat pressure distribution in cen-
tral Europe and its flow from south-eastern Europe favours cold and dry conditions, in 
broad agreement with the correlation results in Table 3.3. In the opposite case there is a 
ridge spreading from south-western Europe to the Alps. 

Analogous correlation maps are found for the second and third principal component pat-
tern of snow height. Correlation maps based on geopotential height at the 500 hPa level 
show very similar results (not shown). The structures are smoother but the general inter-
pretations remain the same and are not discussed further here. 
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Figure  3.9: Spatial loadings of the four leading DJF sea level pressure principal components over the Euro-
Atlantic region. a) North Atlantic oscillation (NAO), b) East Atlantic pattern (EAP), c) European blocking (BLO), 
d) Scandinavian pattern (SCAND). Shown are the sea level pressure anomalies in hPa associated with princi-
pal component amplitude of one standard deviation. Positive (negative) anomalies are given by solid (dashed) 
lines. Contour interval is 0.5 hPa. 
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3.5.3 Climatological sea level pressure pattern influences on Swiss Al-
pine snow pack 

The linear correlation analysis is now extended using linear statistical model fits to deter-
mine the combination of large-scale sea level pressure patterns that have the largest impact 
on the Swiss Alpine snow pack components. A stepwise regression approach is used to avoid 
overfitting. For more methodological details the reader is referred to Junge and Stephenson 
(2003). Note that only PCA based sea level pressure patterns are used to fit Swiss Alpine 
snow pack components in this section. 

Sea level pressure model predictors 
The first 10 sea level pressure components explain about 98% of the DJF seasonal mean sea 
level pressure variance in the period 1958—1999. The four leading patterns (Figure 3.9) show 
ample similarities with circulation patterns in the literature (Barnston and Livezey, 1987; 
Pavan et al., 2000a; Scherrer et al., 2006b). The first PC (Figure 3.9a, NAO subsequently) 
turns out to be virtually identical with a station based NAO index as defined by Hurrell 
(1995). The spatial and temporal components of the second component (Figure 3.9b) are 
closest to the East Atlantic pattern (EAP hereafter). The third component (Figure 3.9c) is 
similar to the East Atlantic/Western Russia or Euro-Atlantic blocking pattern (BLO be-
low). The fourth pattern (Figure 3.9d) is close to the Eurasian type-1 pattern also called 
Scandinavian pattern (SCAND below). 

Statistical model fits 
Figure 3.10 summarizes the results of the stepwise optimized linear model fits for the lead-
ing three new snow sum patterns together with some diagnostics. The models explain a 
large amount of the total principal component variance (uniform pattern: 67%, north-south 
pattern: 63%, low-high pattern: 73%, uniform snow days pattern: 59%). The fitted values 
vs. residual plots show that the difference between observations and modelled values are 
mostly within ±1 standardized anomalies and never greater than 1.5 or smaller than -2. The 
quantile-quantile plots show that the assumption of normally distributed residuals is very 
well satisfied for the new snow sum low-high pattern. There are some larger but still not 
dramatic deviations from the line with slope 1 for the uniform and north-south patterns. 
The model performance is worst for extreme years. In general, the diagnostic results con-
firm that the models do not violate the general assumptions of linear model theory. 

Table 3.4 lists the variance explained by individual sea level pressure components. BLO 
explains 44% of the uniform new snow sum variance. This result is not surprising when recall-
ing the correlation map between the uniform new snow sum pattern and the sea level pres-
sure field, which bears some similarity to the spatial pattern of BLO (cf. Figures 3.8a and 
3.9c). A similar leading sea level pressure pattern has been identified for the first coupled pat-
tern with European and Alpine precipitation (Widmann, 1996; Qian et al., 2000). With ex-
ception of PC5 (16%), all other components (including the NAO) play a minor role in ex-
plaining the uniform new snow sum pattern (e.g. EAP: 0%). The north-south pattern is 
mainly determined by EAP (34%), PC8 (12%) and to a rather small degree by the NAO 
(6%). Also in this case shows the correlation pattern large similarities with EAP (cf. Fig-
ures 3.8c and 3.9b). The low-high snow pattern is explained best by the NAO (31%) but also 
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EAP (24%) and SCAND (10%) explain larger amounts of the variance. This result is also 
plausible when comparing with the correlation pattern in Figure 3.8d. 

Analogous models for snow height show that the same sea level pressure patterns are 
most important albeit with a smaller amount of total variance explained (not shown). As 
mentioned above, the leading snow day pattern seems to be more influenced by tempera-
ture than new snow sums. This is also mirrored in the sea level pressure model for the uni-
form snow day pattern. The BLO influence is still the most important (19% variance ex-
plained), but EAP (which explains 41% of the leading temperature component) is the sec-
ond most important pattern explaining 14% of variance. There are several other compo-
nents explaining between 4 and 8% of snow day uniform pattern variance. 
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Figure  3.10: Model diagnostics for modelled standardized new snow sum principal components (PCs) using 
an optimal sea level pressure PC model. See text for details. a) uniform pattern, b) north-south pattern and c) 
low-high pattern. Sea level pressure PCs included in the models are shaded in Table 3.4. First column panels: 
Observed (points) and modelled values (line), second column panels: observed vs. modelled values, third col-
umn panels: fitted vs. residuals, fourth column panels: theoretical quantiles vs. standardized residuals. 
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Table  3.4: Variance explained (%) by sea level pressure (SLP) principal component (PC) models for the three 
leading new snow sum components and the leading (uniform) snow day (SD) component. PCs retained in the 
stepwise optimized model are greyed out. PCs explaining more than 30% of interannual variance are shown 
in bold. Total variance explained by the model is shown at the bottom. Numbers in parentheses are for the 
full model, regular numbers for the stepwise optimized model. 

NSS  SD SLP PC uniform north-south low-high  uniform 
NAO 1.7 6.0 30.6  2.8 
EAP 0.0 34.3 23.6  14.4 
BLO 43.5 0.2 3.6  18.8 

SCAND 0.3 4.5 10.1  4.0 
5 16.3 0.2 0.4  7.9 
6 5.5 0.2 0.0  4.3 
7 0.0 0.5 1.6  0.0 
8 1.3 11.7 3.4  6.2 
9 0.0 4.9 0.0  1.2 
10 0.5 2.1 0.0  0.5 

total 67.0(69.1) 63.5(64.6) 72.9(73.3)  58.5(60.2) 
 

3.6 Discussion and conclusions 
In this study quality checked Swiss Alpine snow data are used to explore the major pat-
terns of observed snow variability. The link between seasonal mean winter (DJF) snow 
variability and local temperature and precipitation variability as well as large-scale flow 
patterns is explored for new snow sums, average snow heights and snow days. For new 
snow sums and snow height three well separated patterns of variability are identified using 
principal component analysis. The first pattern explains more than 50% of total variance 
and the spatial pattern is almost uniform over the entire Swiss area. This indicates that in-
terannual snow variability in Switzerland shows comparatively small geographical varia-
tions. The second pattern (explaining ∼15% of total variance) shows a north-south dipole 
with positive (negative) loadings on the northern (southern) slopes of the Alps. The third 
(low-high) pattern (explaining ∼8% of total variance) shows positive loadings at low altitude 
stations and negative loadings at high stations. It also has a weak decreasing trend. Such a 
pattern has not been found in winter precipitation data (Schmidli et al., 2002). It is well 
correlated with the NAO over recent decades (also detrended), has a similar high autocorre-
lation, is the only component that shows a linear trend in time, and is well correlated with 
the major pattern of temperature variability. For seasonal snow days, the three patterns 
are similar, but the rank of the north-south and the low-high pattern are switched and the 
second and third pattern are not well separated. 

Table 3.5 summarizes the main local and large-scale influences on the leading patterns of 
Swiss Alpine new snow sums, snow heights and snow days. Swiss Alpine temperature and 
precipitation are highly correlated with the snow pack patterns. However, the correlation 
depends on the snow variable considered. Although seasonal new snow sums are determined 
by conditions that are only characteristic for a small part of a season, they correlate better 
with local climate elements than snow height and snow days. Positive uniform new snow 
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sum anomalies are primarily related to positive seasonal precipitation anomalies. Positive 
uniform snow day sum anomalies on the other hand are primarily correlated with seasonal 
temperature and only weakly related to precipitation. This change from precipitation domi-
nance for new snow sums to temperature dominance for snow days can be explained by the 
different character of the variables. Large uniform pattern new snow sum anomalies are 
only influenced by processes during snow accumulation (i.e. during snow fall events). Evi-
dently these can be described well by seasonal precipitation sums. Large uniform pattern 
snow day anomalies are influenced by processes that control snow accumulation and abla-
tion. It is well known that the melt process is almost linearly related to seasonal tempera-
ture (Ohmura, 2001; Hock, 2003). Here it was found that also the combined influence can 
be well described in a linear sense by seasonal temperature. The north-south snow pattern 
which explains most of snow variance in southern Switzerland correlates excellently with 
the north-south precipitation pattern. The low-high snow pattern correlates well with the 
uniform temperature pattern. 

 

 

Table  3.5: Summary of the primary influences of local (temperature and precipitation) and large-scale (sea surface 
pressure) variability on the three leading patterns of Swiss Alpine new snow sums (NSS), snow height (SH) and 
snow days (SD). The numbers show the approximate mean fractions of total variance explained. Precip: precipita-
tion, temp: temperature. BLO: Blocking pattern, EAP: Eastern Atlantic pattern, NAO: North Atlantic Oscillation. 

local 
(temperature and precipitation) 

large-scale 
(pressure patterns) snow pattern 

NSS SH SD NSS/SH/SD 

uniform (∼50%) precip precip and temp temp BLO 

north-south (∼15%) precip precip precip EAP 

low-high (∼9%) temp temp temp NAO 

 

 

The influence of the large-scale flow is determined using descriptive techniques and sta-
tistical modelling. Results show that large-scale circulation pattern models can explain large 
amounts of local Swiss Alpine snow variance. The leading (uniform) snow patterns are pri-
marily determined by a low (high) pressure anomaly pattern centred over the central and 
south-eastern Europe. It bears some resemblance to the third pattern of European sea level 
pressure variability (BLO) often referred to as Euro-Atlantic blocking (D'Andrea et al., 
1998; Scherrer et al., 2006b). Similarities also exist with the midlatitude anomaly train pat-
tern described in (Massacand and Davies, 2001a), the sea level patterns associated with the 
leading Swiss Alpine winter precipitation variability (Widmann, 1996), the leading Euro-
pean winter precipitation variability pattern (Qian et al., 2000), the second canonical pat-
tern in extreme winter wet days (Haylock and Goodess, 2004) and the pattern connected to 
the second EOF of European and northern African winter precipitation (Rodriguez-Fonseca 
et al., 2006). 

For snow days also the pattern explaining most of the leading temperature component, 
the East Atlantic pattern, explains a substantial amount of the uniform pattern variance. 
The second (north-south) snow pattern is mainly influenced by the East Atlantic anomaly 
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pattern. Only the third (low-high) snow pattern, which explains substantial amounts of in-
terannual snow variance at low lying stations, is primarily linked with the interannual vari-
ability of the NAO and secondarily with the East Atlantic pattern. 

Finally note the following points. First, our analysis is restricted to winter (DJF) condi-
tion and snow variability in autumn and spring remains to be explored. Second, our analy-
sis is restricted to seasonally summed or averaged quantities. Sub-seasonal information, 
such as averaged climate conditions during snow fall events, has not been taken into ac-
count and remains to be explored. Third, in a first step only sea level pressure fields were 
used as large scale influence to explain local snow variance. Other influences like the large 
scale temperature fields as used e.g. in Widmann (1996) could possibly improve the model 
results. Finally, the different importance of precipitation and temperature for accumulation 
snow variables (new snow sums) and variables determined by accumulation and ablation 
(snow heights and snow days) could have implications for estimates of Swiss Alpine snow in 
global warming scenarios. Depending on the changes in precipitation and temperature it is 
conceivable that snow variables related to accumulation processes only (e.g. heavy snow 
events and avalanches) react differently than those related to the whole snow life cycle (e.g. 
snow days). 
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ABSTRACT 
The statistical relationship between the leading climate patterns of mid-tropospheric flow and atmos-
pheric blocking over the Euro-Atlantic region during winter is investigated using three new two-
dimensional blocking indicators. A focus is on the leading climate pattern of the 500 hPa geopotential 
variability, i.e. the North Atlantic Oscillation (NAO). The results indicate that the blocking-NAO re-
lation is not restricted to the North Atlantic region where blocking and the NAO are known to be 
out of phase. All three indicators show that the positive NAO phase is characterised by an enhanced 
occurrence of blocking-type high-pressure systems over the European mainland. The sign change of 
the NAO—blocking relation from west to east is well detectable with the two-dimensional blocking in-
dicators and found further south than at the traditionally studied blocking latitudes near 60°N. The 
analysis of blocking events by seasonal NAO indices leads to similar (albeit less significant) results as 
with a daily NAO index stratification. This indicates that the relation between the NAO and block-
ing is quite insensitive to the chosen time resolution. 

The investigation is extended to the second to fourth pattern of mid-tropospheric flow variability 
using empirical orthogonal function (EOF) patterns. It reveals that one phase of each of the major 
Euro-Atlantic climate patterns is collocated with the region of maximum blocking frequency. The 
clearest separation between positive (negative) EOF phases and blocking (no-blocking) situations is 
found for EOF 2 and 3 and is associated with changes from zonal to ridge-like flow, similar to the so-
called Northern European blocking signature. This is an indication that the purely statistically de-
fined EOF patterns are related to the physical blocking phenomenon. 

49 
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4.1 Introduction 
From a climatological perspective, the North Atlantic Oscillation (NAO) is the statistical 
pattern explaining most of the European winter lower to mid-tropospheric flow variability on 
a wide range of time scales from months to decades (van Loon and Rogers, 1978; Barnston 
and Livezey, 1987; Hurrell, 1995; Appenzeller et al., 1998b; Stephenson et al., 2000; Marshall 
et al., 2001). From a synoptic perspective, persistent high-pressure systems are of prime in-
terest for understanding European weather impacts on weekly time scales (Rex, 1950; Lejenäs 
and Økland, 1983; Tibaldi and Molteni, 1990; Tibaldi et al., 1994; Trigo et al., 2004). Several 
concepts about the dynamics of blocking exist, including blocking as a result of bifurcation of 
the zonal flow (Charney and Devore, 1979), modons (McWilliams, 1980; Verkley, 1990), 
planetary wave interaction (Hansen and Sutera, 1984; Lindzen, 1986; Lejenäs and Döös, 
1987) possibly interacting with orographic forcing and nonlinear wave-mean flow interaction 
(Egger, 1978; Da Silva and Lindzen, 1993), multiple equilibria and resonance (Charney and 
Devore, 1979) or interaction between synoptic and planetary-scale processes (Lupo and 
Smith, 1995). 

Similarly, different views exist concerning the nature of the NAO, especially about the dy-
namics behind its inherent time scales. Some argue that the NAO can be interpreted as a sto-
chastic process with a relatively short time scale originating from synoptic-scale waves 
(Feldstein, 2000; Benedict et al., 2004). Other studies point to an influence of the Atlantic 
Ocean and hence much longer intrinsic time scales (Rodwell et al., 1999; Latif et al., 2000a; 
Czaja and Frankignoul, 2002; Sutton and Hodson, 2003). Considering the limited understand-
ing of both, the time scale and dynamics of the processes, it is not astonishing that the rela-
tion between the NAO as a “climate mode” and the synoptic-scale blocking phenomenon is an 
issue not yet satisfactorily understood. 

In several statistical analyses a significant anti-correlation between the NAO index and 
blocking events for the North-Atlantic region has been found (e.g. Pavan et al., 2000b; Stein, 
2000; Shabbar et al., 2001). For Central Europe however, blocking-like persistent high-pressure 
systems do also exist and have an ample influence on local weather and even seasonal winter 
climate (Beniston et al., 1994). There are some indications that persistent high-pressure sys-
tems over central Europe are related to the positive NAO phase (Wanner et al., 2001). 

Doblas-Reyes et al. (2002) classify blocking detection methods into objective and subjec-
tive procedures. Objective methods use statistical methods to classify the circulation pat-
terns (e.g. Vautard, 1990). However, most common blocking indicators are subjective in the 
sense that they are based upon synoptic-scale experience and a set of calibration parameters. 
A majority of these subjective measures make use of the geopotential height field at 500 hPa 
(Z500). The methods can further be subdivided into indices that are based on meridional 
height gradients (e.g. Lejenäs and Økland, 1983; Tibaldi and Molteni, 1990; Corti et al., 
1997; D'Andrea et al., 1998; Pavan and Doblas-Reyes, 2000) and those that detect geopoten-
tial height anomaly maxima (e.g. Dole and Gordon, 1983; Shukla and Mo, 1983; Liu, 1994; 
Sausen et al., 1995). The indicators of the first group essentially identify positive absolute 
geopotential elevations on an atmospheric level centred around a few chosen latitudes, e.g. 
60°N. Pelly and Hoskins (2003) proposed an index where the latitude of detection varies zon-
ally, in accordance with the changing latitude of the storm track. In the second group 
consideration of the anomaly field allows the definition of two-dimensional (2D) blocking in-
dex fields. 
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In this study we use a new 2D-extension of the TM90 blocking index and two recently 
introduced dynamical blocking indicators based upon vertically averaged potential vorticity 
(Schwierz et al., 2004). A robust statistical relationship between opposed NAO phases and 
atmospheric blocking is sought by quantifying and discussing the linkage of the two phe-
nomena for the Euro-Atlantic region from a daily and seasonal perspective using the three 
2D indicator fields. The season of interest is winter. In a second step the study is extended 
to the relation between higher-order Euro-Atlantic patterns of variability and blocking oc-
currence. 

The structure of the paper is as follows: The data source, definition of blocking indices 
and statistical methodology are described in Section 4.2. The basic properties of the three 
different blocking indicators, their similarities and differences and also their relation to ex-
isting indices are discussed and their climatological blocking frequencies presented in Sec-
tion 4.3. In Section 4.4 the statistical relation between the NAO and Euro-Atlantic blocking 
is addressed from a daily and seasonal perspective. The stratification of blocking in Central 
Western Europe with respect to the phase of the NAO is also investigated. The analysis is 
then extended to the next three higher-order climate patterns in Section 4.5. Finally some 
conclusions are drawn in Section 4.6. 

4.2 Data and methodology 

4.2.1 Data 
The atmospheric data used in this study is based on the European Centre for Medium-
Range Weather Forecasts (ECMWF) European reanalysis (ERA—40) dataset for 45 winter 
seasons, i.e. December-January-February (DJF), in the period from 1958 to 2002. The 
ERA—40 data set has a spectral resolution of T159 (∼120 km) in the horizontal and 60 lev-
els in the vertical (Uppala et al., 2006). The region considered is the North Atlantic and 
European area excluding the northern polar region [80°W—60°E, 30°N—80°N]. The height 
field at 500 hPa (Z500) is interpolated onto a 2.5° x 2.5° grid with a daily time resolution to 
construct the absolute geopotential blocking index. The same procedure is applied for the 
empirical orthogonal function (EOF) analysis of the geopotential field. The potential vortic-
ity (PV) indices used in this study are based on the three-dimensional PV field, using 
Ertel’s (1942) potential vorticity definition, with a 1° x 1° horizontal resolution and 60 ver-
tical levels at six-hourly time steps. 

4.2.2 Blocking indices 
Three different atmospheric blocking indicators are considered and compared in this study. 
The first index is called absolute geopotential height (AGP) index hereinafter. It is an ex-
tension of the TM90 blocking index to a two dimensional map of blocking frequencies at 
every grid point. The following modifications are applied to the original index: The geopo-
tential height gradients are computed not only for three central latitudes (φ0=60°N+∆, 
where ∆=-4°, 0° or 4° in TM90), but all grid latitudes between 35°N and 75°N (2.5 degree 
steps) are used as central latitude φ0. ∆ is fixed to one value only (0°). The difference be-
tween the central latitude φ0 and the northern φN and southern latitudes φS for which the 
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linear gradient is computed is taken to be 15° each (instead of 20° in TM90). With this 
change of 5° it is possible to compute blocking frequencies up to 75°N. Sensitivity analyses 
show that the differences between indices based on |φ0-φN/S| = 15° or 20° are small in our 
context. The geopotential height gradient thresholds of 0 and -10 m per degree latitude re-
main unchanged to TM90 since the results are quite stable with respect to small changes in 
these thresholds (not shown). A 5-day persistence criterion is applied at every single grid 
point, i.e. a grid point is only considered blocked when the above gradient criterion is ful-
filled for 5 or more consecutive days. There are no exceptions allowed to this rule as in so-
me previous studies (D'Andrea et al., 1998; Doblas-Reyes et al., 2002). As a consequence 
blocking frequencies are lower since only blockings are captured that are stationary in space 
and uninterrupted in time. These characteristics typically correspond to a mature blocking 
state. The output is a daily binary 2D map of grid points with persistent quasi-stationary 
high pressure (“blocked”) and other grid points which are classified as non-blocked. 

Two dynamical blocking indicators based on vertically averaged potential vorticity be-
tween 500 and 150 hPa (VAPV) are used to capture the three-dimensional structure of the 
deep upper-tropospheric dynamical core of the blocking phenomenon. The definition of the 
PV indicators will briefly be discussed here. For more details the reader is referred to 
Schwierz et al. (2004). The first blocking indicator (APV) is based upon closed contours of 
the absolute VAPV field. Temporal and spatial quasi-stationarity is ensured respectively by 
application of a 5-days persistence criterion and a fractional area-overlap criterion at every 
time step, to allow for moderate movement of the blocking pattern. As with AGP, binary 
2D APV blocking index maps are computed for every time step. It is important to note 
that APV blocking represents rare events that are persistent, large-scale and often charac-
terised by — on an isentrope — sequestered upper-tropospheric air masses within the strato-
sphere. Likewise, persistent, closed contours of the VAPV-anomaly field relative to the cor-
responding daily climatological 30-day running mean value result in the binary 2D APV* 
blocking index field. 

Note that the blocked regions for the APV and APV* indices are allowed to move as 
long as there is a large enough overlap between consecutive time steps, whereas stationarity 
in space is more rigorous for the AGP index where temporal persistence is required at every 
grid point. Additionally, the APV* index is the only field which is based upon an anomaly 
field. 

For all three indices, the blocking frequency is defined as the percentage of the number 
of blocked days at a given grid point compared to a total number of days considered. For 
the winter climatologies (Section 4.3.2) the total number of days is the number of days in 
the season, i.e.1% blocking frequency corresponds roughly to one blocked day per season. 
For the composite frequencies (Sections 4.4 and 4.5) the total number of days is the num-
ber of days in the corresponding tercile (e.g. days for which the daily NAO index is in the 
positive tercile). 

4.2.3 Statistical methodology 
To define climate pattern indices for the Euro-Atlantic region first a standard EOF analysis 
on the DJF Z500 seasonal anomaly is computed (Wilks, 1995). The anomalous Z500 fields 
are cosine-latitude weighted before application of the EOF analysis. No detrending and no 
standardisation are applied to the data before the EOF computation. Similar to Thompson 
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and Wallace (2000) daily (seasonal) indices of the leading climate patterns are determined 
by a regression of daily (seasonal) Z500 fields onto the first four EOFs of the seasonal mean 
Z500 fields. In analogy to the terminology of the US Climate Prediction Center (CPC) we 
call the daily and seasonal indices of the first pattern daily NAO index and seasonal NAO 
index in this paper. The EOF analysis was repeated with monthly instead of seasonal Z500 
data. The first four patterns considered were very similar to the seasonal patterns and are 
therefore not studied further here. 

The daily climate pattern indices created above are grouped into terciles (low, neutral, 
upper) to composite geographical maps of blocking frequencies for the opposed phases of 
the climate patterns. A grouping into three categories using the standard deviation σ (σ<-
1, -1<σ<1, σ>1) has also been tested but the results are very similar to the tercile catego-
risation and therefore not further discussed. 

A Monte Carlo approach is used to determine whether the corresponding tercile blocking 
frequencies are significantly linked to the major EOF patterns. Our null hypothesis is that the 
binary blocking series and the principal component (PC) tercile time series are independent. 
To test this, 1000 surrogate PC tercile series are generated that mimic the original PC series. 
For simplicity a red noise (AR1) process is chosen to create these artificial “out of phase” se-
ries. Then the mean blocking frequency for each of the 1000 surrogate series is determined at 
every grid point, resulting in 1000 surrogate mean blocking frequencies. The grid points where 
the observed blocking frequencies are in the most extreme 1% (for the daily analysis) or 5% 
(for the seasonal analysis, and for APV) of the surrogate blocking frequency probability den-
sity function are identified as significantly linked. This procedure is applied for the upper and 
lower terciles of the NAO (i.e. the first EOF) in Section 4.4 for both, the daily and seasonal 
stratification, and for the tercile stratifications of EOF2—4 in Section 4.5. A comparison of the 
significant regions from the Monte Carlo method introduced above with the significant re-
gions found by a simple binomial test which did crudely account for autocorrelation via a 
variance inflation factor (Wilks, 1995) shows good agreement. 

4.3 Intercomparison of the blocking indices 

4.3.1 Two case examples 
A description of the behaviour and specific properties of the three blocking indices AGP, 
APV and APV* will help to interpret the results of the climatological analysis below. To il-
lustrate their basic characteristics, two selected blocking cases are discussed here. A Northern 
Atlantic blocking case snapshot is shown in Figure 4.1a (18 January 1963, 12UTC) where all 
three indicators coincide in location and scale and are co-located also with a pronounced Z500 
cut-off high. The flow structure is typical of a mature block. The region of high pressure is 
straddled by lows to the south and to the east. This situation has developed from an Ω-
configuration of which the western low and the high pressure have slightly rotated around 
each other to form the N-S vortex dipole visible in Figure 4.1. Figure 4.1b shows another case 
(12 December 1974, 12UTC) with an open, but persistent ridge structure. Although all indi-
ces detect blocking for this case, the identified regions show differences. The AGP index is 
able to catch the Z500 ridge well, but has a tendency to detect predominantly the centre of 
the blocked area and therefore underestimates the blocked region considerably — an effect of 
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the grid-point-based stationarity criterion. Note in passing, that AGP and APV also detect 
blocking over Russia at the eastern most part of the domain. Over the North Atlantic, the 
other absolute-field measure, APV, is co-located reasonably well with both the AGP field and 
the Z500 ridge, however detecting a larger area. The fact that the APV criterion shows a re-
sponse for this blocking situation indicates the existence of a coherent, deep 3D upper-
tropospheric PV signature associated with a cut-off-like elevation of the tropopause (not 
shown). Both the AGP and APV blocked regions are located further south towards the 
Azores-high than the APV* blocked regions. 

This shift is plausible since an index based on any full (absolute) field (here AGP and 
APV) differs fundamentally from using an anomaly measure (APV*) which is likely to pro-
duce anomalies near regions of large gradients in the underlying climatological field (here 
VAPV). Consistently, the APV* pattern is typically located further north-west than 
AGP/APV blockings in the North-Atlantic region. Similar results have been described for 
the SKS95 index, which is also based on an anomaly field and detects blocking maxima 
over the West Atlantic. The APV* index highlights an area within the jet region (cf. Fig-
ure 4.1b), indicating the position of anomalously low upper-level PV (the PV gradient is 
reduced, i.e. the jet is weaker here than in the climatological mean). Using the invertibility 
principle (Ertel, 1942; Hoskins et al., 1985) this PV anomaly can be thought of as the dy-
namical core of the block and responsible for the associated anomalous anticyclonic circula-
tion. Information on the origin and temporal evolution of the index regions can be gleaned 
from a succession of plots (not shown). They indicate that the APV* measure is often acti-
vated already in the early stages of block development, in the westerly parts of the jet re-
gion, whereas blockings detected by APV and in particular AGP are likely to occur mainly 
during the mature stage of the block. 

These case study examples illustrate the fact that results of automated blocking detec-
tion can differ with respect to the applied index definition and base field. However, the 
cases have also served to emphasize the indicators’ consistency in determining blocked 
flow situations. For a more rigorous intercomparison, it is therefore useful to recognize 
their similarities and differences. Statistical relations that are found between a field under 
consideration and several independent blocking indicators can thus be interpreted as a 
robust result for the linkage. 
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Figure  4.1: Geopotential height at 500hPa for a) January 18 1963, 12 UTC and b) December 12 1974, 12 UTC. 
Blocked regions are indicated for the AGP (dashed), APV* (grey) and APV index (black). Geopotential contour 
interval is 100 geopotential meters. 
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total number of days per season. Contour interval 
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4.3.2 Euro-Atlantic winter blocking climatologies 
The climatological winter blocking frequencies as detected by the three different indices are 
displayed in Figure 4.2. All three indices indicate the occurrence of blocking in the North 
Atlantic-European region during the cold season. The details of the geographical distribu-
tion depend to a large degree on the definition and selection criteria that pertain to each of 
the indices, as explained in Section 4.3.1. 

Figure 4.2a shows a blocking frequency map based on the AGP index. It depicts two 
overlapping branches of amplified blocking frequency forming a “T-bone”-shape structure. 
One branch is stretching west to east from Davis Strait/Labrador Sea to Southern Scandi-
navia; the other extends south-west to north-east from the Azores to meet the first branch 
in Southern Scandinavia. Local maxima are found over Southern Greenland, over the North 
Sea and over the Azores, indicating three centres of enhanced blocking with highest fre-
quencies of about 6%. 

Figure 4.2b depicts the climatology for the APV* anomaly-based blocking index with 
one broad maximum (frequency ∼10%) centred near 30°W/60°N. Two short arms are 
stretching from the maximum in north-westerly (Davis Strait) and south-westerly (New-
foundland) direction and a longer extension is present in east-north-easterly direction to-
wards Scandinavia. The overall shape is not unlike the “T-bone” found with the AGP, albeit 
with its leg somewhat shifted to the west. 

The pattern of the (absolute) APV blocking frequency is, as the other absolute AGP 
pattern, located further east than the APV* field (Figure 4.2c). Its almost circular structure 
exhibits highest frequencies southwest of the British Isles. A region of slightly increased fre-
quency is directed from the centre towards Southern Greenland. Note that the maximum 
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frequencies amount to less than 2 blocked days per season compared to ∼7 blocked days for 
AGP and ∼10 blocked days for APV*. The rareness of APV events has ramifications for the 
interpretation of the patterns and for the application of significance tests in Sections 4.4 
and 4.5. 

Concomitant inspection of Figures 4.2a, b and c again sheds light on the characteristics 
of the indices and are in line with our case study-based remarks in Section 4.3.1. (i) It is 
conceivable that the overall smaller blocking frequencies of AGP (compared to APV*) are 
due to its grid-point-based spatial stationarity constraint that results also in smaller areas 
detected as blocked. (ii) The similar but in comparison to the AGP-field westward-shifted 
shape of the anomaly APV* blocking index is related to the SW-NE oriented band of en-
hanced PV gradient (jet stream) in the climatological VAPV field. (iii) Another marked 
difference of the AGP index with respect to APV and APV* is found near the Azores. The 
AGP index as an absolute measure detects phases of strong Azores highs that would not 
feature synoptically as a classic blocking phenomenon. Aspects (ii) and (iii) are possibly re-
lated since a strong Azores high detected by the AGP index is associated also with a 
northward shift of the band of large PV-gradient that can lead to an increase in APV* 
blocks. A dynamical cause of such a shift by low-frequency (20 day period) westward trav-
elling waves has been suggested by Doblas-Reyes et al. (2001) but will not be further inves-
tigated here. 

Several similarities are found with blocking climatologies given in the literature. First we 
compare the 2D AGP distribution with Z500 composites resulting from the classical TM90 
index. The AGP maximum at 60°N over the North Sea is close to the centre of the “block-
ing signature” (defined as the composite difference field of all blocked days to all non-
blocked days) of TM90-classified Euro-Atlantic blockings and coincides with the frequency 
maximum at ∼10°E (cf. Tibaldi et al., 1997; D'Andrea et al., 1998). However, the AGP 
blocking frequency values are much lower in comparison to TM90. The original TM90 in-
dex requires spatial persistence for one out of three base latitudes and no temporal persis-
tence which results in maxima in blocking frequencies of ∼20—30% for winter seasons 
(Tibaldi and Molteni, 1990; Corti et al., 1997). With an additional 5-day persistence crite-
rion (e.g. Doblas-Reyes et al., 2002), the frequencies are lower by approximately a factor of 
two. The AGP frequencies are still somewhat smaller. This is a direct consequence of the 
strict spatio-temporal stationarity constraints for AGP introduced by the extension to 2D 
together with the strong persistence criterion which does not accept any interruptions of 
the 5-day interval. 

Shabbar et al. (2001) find a similar maximum, but also one further west over Canada, 
which may correspond to the AGP maximum over Southern Greenland. Other studies 
based on Z500 find similar preferred blocking regions in the Northern Atlantic and 
Greenland (Liu, 1994; Lupo and Smith, 1995). The 1D-measure based on the absolute PV-θ 
field by Pelly and Hoskins (2003) shows a maximum between 10°W and 35°E, in agreement 
with AGP, but with much higher amplitudes of up to 30%. The location also compares 
quite well with that of APV at 60°N. 

Anomaly-based 2D measures, such as those derived in Dole and Gordon (1983) and 
SKS95 reveal large similarities with the APV* pattern. The SKS95 blocking frequency 
maximum is located between Greenland and Iceland with ∼6—8% and thus slightly lower 
than the APV* frequency. For APV*, the occurrence of blocking is more seldom (∼4—5%) 
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and the entire distribution is located much more northerly and westerly than in the AGP 
and APV index blocking regions. Similar differences between anomaly based indices and in-
dices using absolute geopotential values is also found when comparing the SKS95 with the 
TM90 index (Doblas-Reyes et al., 2002). These climatological results show that there are 
many similarities between the three blocking indicators that also compare well with existing 
climatologies. Nevertheless there are some clear differences between the blocking climatolo-
gies by virtue of the index definitions, methodologies and base fields (cf. Section 4.3.1). 

4.4 NAO-Blocking relation 
A stratification of the blocking distribution for different NAO index phases sheds light on 
the relation between the NAO and blocking episodes. The NAO is defined as the first EOF 
of the anomalous Z500 field, as described above. 
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Figure  4.3: DJF blocking frequency composite maps for daily NAO+ (left panels) and NAO- (right panels) terci-
les (solid contours) for a, b) AGP, c, d) APV* and e, f) APV. Blocking frequency contour interval is 2% for AGP and 
APV* but 0.8% for APV. Regions of significantly higher (lower) blocking frequencies are shaded dark (light) 
grey. Significance level applied is 99%. Dashed contours indicate PV = 2 PV units on different isentropic sur-
faces from 300 to 325K in steps of 5K (1 PV unit = 10-6 m-2 s-1 K kg-1). 
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4.4.1 Blocking relation to daily NAO index 

General overview 
In a first step the blocking climatologies are subdivided using daily NAO index (NAOI) val-
ues in the lowest (NAO-, i.e. NAOI < -0.37), medium (not shown) and highest (NAO+, i.e. 
NAOI > 0.51) tercile. The resulting NAO-blocking composite frequencies (red contours) 
with significance regions (grey shading) are depicted in Figure 4.3. Recall that blocking fre-
quencies here means the percentage of blocked days when the index is in the corresponding 
tercile. In addition, the corresponding averaged structure of the dynamical tropopause is 
shown (blue contours). The tropopause potential temperature composites exhibit the arche-
typal upper-level flow structure for the respective NAO regime and its related jet position. 

For both, blocking frequency and statistical significance, the daily NAO stratification of 
the AGP and APV* blocking fields yield a clear distinction between the NAO phases (Fig-
ures 4.3a-d). The negative phase (NAO-) is characterised by a broad blocking frequency 
maximum over Southern Greenland and the western North Atlantic Ocean for both indices 
(maximum frequencies AGP ∼17% and APV* ∼21%). These blocking areas are almost en-
tirely significantly related to the NAO- phase and are co-located with the north-western 
part of the large-scale NW-SE oriented potential temperature ridge over the North-
Atlantic. In the positive phase (NAO+) on the other hand, both indices detect blocking 
along a narrow SW-NE orientated band. For the AGP index this band lies within the weak 
potential temperature ridge and also extends into large parts of Western and Central 
Europe (∼5—11% blocking frequency). For APV*, the banded frequency pattern is posi-
tioned slightly more northerly, co-aligned with the strong potential temperature gradient 
and also extends further downstream of the upper-level jet (blocking frequency maximum 
∼7%). Interestingly, both NAO+ frequency patterns share a common significant blocking 
region in the NE-tilted ridge over Central and Western Europe. Note also that AGP and 
APV* blocks both are absent over this area during the NAO- phase. Similarly, significantly 
reduced frequencies (< 1%) are found over the Northern and Western Atlantic region dur-
ing the NAO+ phase. 

Pronounced differences between the two indices are found over the Atlantic Ocean 
around the Azores and parts of the Iberian Peninsula, where, contrary to the AGP index, 
the climatological Azores high cases are not contributing to the anomaly-based APV* 
blocking. Note also, that the large APV* blocking frequencies along the jet axis over the 
Western Atlantic are not significantly related to a specific NAO phase. 

The much lower APV-index blocking frequencies (maximum ∼3%) are also separated 
rather well by the NAO phases (Figures 4.3e, f). The daily NAO+ composite shows a sta-
tistically significant increase of “cut-off“ blockings over Western and Central Europe, at the 
right-exit of the jet stream, much like the AGP field. The NAO- composite is characterised 
by a significantly higher APV- blocking frequency over the Davis Strait, Southern 
Greenland and the Norwegian Sea in the northern part of the tropopause ridge. Although 
the frequencies and significant areas are much smaller for APV, they appear in similar re-
gions as for the two other indices. 
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Latitudinal dependence of the NAO-blocking relationship 
A more standard way to highlight the NAO-blocking relation for the European region is 
presented in Figure 4.4, which shows zonal sections across Figure 4.3 at a fixed latitude of 
60°N (left panels) and further south at 50°N (right panels). In this way they can be directly 
compared to a similar analysis, using the TM90 blocking index presented by Pavan et al. 
(2000b) for monthly data, covering the 15 years of ERA—15. 
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Figure  4.4: Blocking frequency sections at 60°N (left panels) and 50°N (right panels) for the NAO+ tercile 
(solid lines) and the NAO- tercile (dashed). Results are shown for AGP (a, b), APV* (c, d) and for APV (e, f). 
Longitudes showing significantly increased or decreased blocking frequencies are indicated in bold. The fre-
quencies shown are slightly boxcar smoothed (three point smoother). Note that the ordinate runs from 0 to 
0.2 for AGP and APV* but from 0 to 0.04 for APV. 
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At the classical latitude around 60°N all three indicators suggest, that the occurrence of 
blocking over the Atlantic Ocean and the negative NAO phase are correlated (Figures 4.4a, 
c, e), whereas the positive NAO phase coincides with a complete absence of blocking. Both 
results are significant for most of the longitudes covering the Atlantic Ocean, while over the 
European continent no significant differences are found. This is consistent with the results 
of Pavan et al. (2000b) (cf. their Figure 4.3a) and Shabbar et al. (2001). At the more 
southern latitude of 50°N no coherent statistically significant signal is found over the Atlan-
tic Ocean. Instead, all three indicators now suggest a statistically significant relation over 
large parts of continental Europe, but with opposite sign compared to 60°N (Figures 4.4b, 
d, f). 

The findings of this section show that the relation between blocking and the NAO 
strongly depends on both latitude and longitude. It is therefore important to consider the 
full spatial (and temporal) variability of these two phenomena to reveal further details of 
their interrelation. 
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Figure  4.5: As Figure 4.3, but for terciles based on seasonal NAO values and a significance level of 95%. 
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4.4.2 Blocking relation to seasonal NAO index 
The above stratification of blocking events is based on terciles of the daily NAO index. On 
this time scale, the regions of predominant blocking are well separated by the NAO index 
and the associated flow structure is in correspondence with weakened flow and ridge forma-
tion (cf. Figure 4.3). The question remains whether the NAO phase-separation of preferred 
blocking regions persists if the blocked days are grouped by seasonally averaged quantities 
instead of daily ones. 

To tackle this question, the same composites as in Figure 4.3 are computed for the three 
blocking indices but using the winter (DJF) seasonal-mean NAO index. In general, similar 
patterns are found using a three-monthly instead of a daily NAO index stratification (Fig-
ure 4.5). The frequency distributions are not as distinct as with a daily separation, and in 
general the frequency maxima are now reduced. The regions that exhibit a significant correla-
tion of blocking with the NAO phase are smaller but the general statements hold (especially 
for AGP and APV*): During “NAO+ winters”, significantly intensified blocking is found over 
Western Europe, whereas blocking is strongly reduced around Greenland and Iceland. During 
“NAO- winters” blocking episodes are more frequent over the western North Atlantic and the 
Davis Strait, but are reduced over Europe. The potential temperature structure of the dy-
namical tropopause and the co-location of blocking events identified with different indices are 
similar if somewhat less sharp than for a daily NAO stratification. However, all 2D blocking 
frequency maps show that there is a clear anti-correlation between NAO phases and blocking 
in the Atlantic region and a positive correlation of the NAO with blocking over Central and 
Western Europe. These results are an addition to earlier statements in the literature where 
only a clear anti-correlation between NAO phases and blocking in the Atlantic and Canadian 
region was reported (Pavan et al., 2000b; Stein, 2000; Shabbar et al., 2001). 
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Figure  4.6: Spatial EOF1–4 patterns of DJF seasonal Z500 fields over the Euro-Atlantic region (panels a-d). 
Shown are the Z500 anomalies in geopotential meters associated with a principal component amplitude of 
one standard deviation. The variances explained by each of the 4 EOFs are shown in the upper right corner of 
the corresponding panel. Contour interval is 10m. Positive values are solid, negative values are dashed. The 
0m-line is omitted. 
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Figure  4.7: As Figure 4.3, but for daily EOF2+ (left panels) and EOF2- (right panels) terciles. Significance level 
applied is 99% for the AGP and APV* and 95% for APV. 

 

The above results imply that the NAO-blocking relation holds from daily to seasonal 
time resolution, but it is a purely statistical result and does not allow speculation about the 
question whether the NAO phase determines the blocking frequencies or vice versa. More 
process-based investigations would be needed to address this question in detail A first indi-
cation of a potential cause-and-effect relationship can be gleaned from Figure 8 of Schwierz 
et al. (2005), which suggests that long-lived Euro-Atlantic blocks precede the development 
of the large-scale flow into a NAO- phase. 

4.5 Blocking relation to higher order climate patterns 
The NAO (EOF1) explains roughly one third of the seasonal winter geopotential (Z500) 
variability. Another 42% of variability can be explained by the next three leading EOF 
modes. In this section the relation between these climate patterns and blocking is investi-
gated on a daily basis as done for the NAO index in Section 4.4.1. 
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The spatial patterns of the first four EOF modes are given in Figure 4.6. They show 
large similarities with well-known teleconnection patterns (Barnston and Livezey, 1987; 
Pavan et al., 2000a). Correlation coefficients between the EOF principal component time 
series and the respective pattern time series of Barnston and Livezey (1987) are larger than 
0.7. EOF2 explains 19% of monthly Z500 variability and is clearly related to the “East At-
lantic” pattern, with a massive positive height anomaly over the central Atlantic. EOF3 
(14%) shows some similarity with the “East Atlantic/Western Russia” pattern, with a posi-
tive anomaly over the British Isles and the North Sea and negative centres west of the 
Azores and over the Ural mountains. EOF3 also substantially resembles the midlatitude 
anomaly train (MAT) tropopause pattern defined in Massacand and Davies (2001a), which 
is reminiscent of the Z500 “blocking signature” as derived using the TM90 blocking index 
(Tibaldi et al., 1997; D'Andrea et al., 1998). The MAT pattern has been described to be 
the mode with the highest co-variability with January central European precipitation 
(Massacand and Davies, 2001b). EOF4 (9%) is closest to the “Eurasian type-1” pattern also 
called “Scandinavian” pattern, with a positive anomaly over Scandinavia and negative cen-
tres over South Western Europe, Eastern Canada and South Western Greenland (Barnston 
and Livezey, 1987; Rodgers, 1990). 

Figures 4.7, 4.8 and 4.9 show the blocking frequency composite maps for all three block-
ing indicators stratified by days being in the lowest and highest tercile of the EOF2—4 prin-
ciple component time series (analogous to Figure 4.3 for the NAO). The EOF2 monopole 
anomaly over the central North Atlantic (Figure 4.6b) is accompanied by an almost sym-
metric ridge located further to the south than for the NAO- phase (cf. Figures 4.3 and 4.7). 
The opposite phase is characterised by a rather zonal flow in the west Atlantic which weak-
ens already well before it reaches the European continent. Figure 4.7 shows that the block-
ing frequency distribution in the EOF2+ phase exhibits enhanced blocking frequency (AGP 
∼12%, APV* ∼25%) essentially over most parts of the midlatitude Atlantic stretching north-
westward up into Davis Strait. All three indicators detect no blocking over the Atlantic dur-
ing the negative EOF2 index days. At the same time enhanced blocking frequency anomalies 
are found over Greenland (AGP) and Scandinavia/North-East Europe (APV*/APV). 

A highly consistent relation between the large-scale variability pattern and the blocking 
frequency indicators is found for EOF3 (Figure 4.8). In the positive phase, strongly increased 
blocking frequencies (AGP, APV* ∼17%) centred over the North Sea and the southern parts 
of the Norwegian Sea are observed, stretching from Finland in the east to Iceland and 
Greenland in the west, co-located with the centre of the spatial EOF3 pattern (cf. Fig-
ures 4.6 and 4.8). In the negative phase blocking is completely absent over this region for all 
indicators. A similar partitioning of presence or absence of blocking can be seen in the 1-
dimensional figures of Pavan et al. (2000b), valid around 60°N. The structure of the tro-
popause is closely associated with the blocking signature. In the positive phase the potential 
temperature ridge reaching from the Azores to Northern Europe indicates considerable me-
ridional flow. In contrast to the strong EOF3+ ridge, the negative EOF3 phase is marked by 
a clear zonal regime. This indicates that EOF3 is primarily a blocking pattern in the tradi-
tional sense (cf. Rex, 1950). Hardly any AGP blocking is found for the EOF3- composite 
over Europe with exception of a slight enhancement of blocking frequency over the Ural 
Mountains and the Iberian Peninsula. A similar but weak relation over the Iberian Peninsula 
is found for APV. These maxima are associated with the Z500 EOF3 minima straddling the 
positive pole (cf. Figure 4.6). We note in passing that the zonal EOF3 regime is exhibiting a 
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weaker jet flow than for instance during the zonal phases of the NAO+ or EOF2-, which is 
consistent with the significant increase of persistent negative PV anomalies near Newfound-
land and the West Atlantic Ocean (Figures 4.8c, d; ∼11% blocking frequency). 

Although the EOF4 explains only 9% of the Z500 variability, the blocking frequencies 
associated with the EOF4+ and EOF4- terciles are quite high (up to 11 (15%) for AGP 
(APV*), cf. Figure 4.9). However, the relation between blocking and the wave-type anom-
aly pattern EOF4 is more complex. The broad and intense maximum over Northern Scan-
dinavia (∼11% for AGP, APV*) is statistically significant for all three indices and coincides 
with the primary maximum of the EOF4+ pattern (Figures 4.6 and 4.9). The negative 
phase (EOF4-) is anti-correlated with Scandinavian blocking but exhibits significantly in-
creased blocking frequencies over southern Greenland and in the Davis Strait to its west. 
This west-east dipole is complemented by a weak, but significant third blocking maximum 
over Western Europe and the Iberian Peninsula (especially for AGP and APV). The associ-
ated flow pattern changes from a marked split flow with its weakest centre over Northern 
and North Eastern Europe as well as Russia in the EOF4+ phase to a rather zonal flow 
with a slight, backward tilted ridge over the East Atlantic in the EOF4- phase. 
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Figure  4.8: As Figure 4.7, but for EOF3. 
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As for the NAO, the APV* frequency pattern within the jet region is not significantly 
different from the overall climatology. Pavan et al. (2000b) find also a distinct difference 
between the EOF4+ and EOF4- phases over Scandinavia but no clear differences at the 
more westerly longitudes in the Atlantic and Greenland. 

In this section we have analysed the relation between blocking indicators and daily 
projections of purely statistical EOF climate patterns. Most of the EOF centres are linked 
with clearly enhanced blocking or complete absence of blocking. The different indicators 
agree considerably well with the regions where the blocking frequencies, are significantly 
different from climatology, (cf. the dark and light grey shade regions in Figures 4.7, 4.8 and 
4.9). Near the EOF main centres all indicators show clearly increased or no blocking at all, 
depending on the EOF sign. In contrast to earlier studies, significant differences are some-
times found away from the main centre of activity (cf. EOF 4). As shown for the NAO, the 
climate pattern - blocking relations also hold for the seasonally defined EOFs, albeit at a 
considerably lower statistical significance (not shown). 
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Figure  4.9: As Figure 4.7, but for EOF4. 
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4.6 Conclusions 
In this study the statistical relation between climate patterns and three novel two-
dimensional blocking indicators over the Euro-Atlantic region has been investigated. In ad-
dition to a two-dimensional extension of the TM90 index (using absolute geopotential 
heights for blocking detection) two dynamically based 3D-PV indices (one based on abso-
lute, one on anomalous values) have been considered. A comparison of the three indices 
shows indicator-dependent differences in space, time and therefore also in climatological 
blocking frequencies. These dissimilarities can be made plausible by methodological and dy-
namical arguments. The performance of the indicators in capturing the block varies differ-
ently with the life cycle and structure of the phenomenon. 

Despite these differences all indicators agree that both NAO phases (based on daily indi-
ces) are statistically related to distinct regions with increased/reduced blocking frequencies. 
Moreover they all highlight that there is not only a clear anti-correlation between NAO 
phases and blocking in the Atlantic region, as already described by several authors (Pavan 
et al., 2000b; Stein, 2000; Shabbar et al., 2001), but also a positive (if somewhat weaker) 
correlation of the NAO with blocking over Central and Western Europe. Although the 
NAO-blocking relation is weaker using a seasonal instead of daily NAO index stratification 
it remains statistically significant for the main centres. The results emphasise that the rela-
tion between blocking and the NAO strongly depend on both latitude and longitude. It is 
therefore important to consider the full spatial and temporal variability of these two phe-
nomena to reveal further details of their interrelation. 

An analysis of the relation between the daily projections of EOF2 to 4 and the blocking 
indicators shows that the EOF centres are linked with clearly enhanced or complete ab-
sence of blocking. For all EOF phases, the three indicators agree well on the regions identi-
fied as significantly different from overall climatological blocking frequency. Near the EOF 
centres all indicators show clearly increased or no blocking at all depending on the EOF 
sign. This is especially true for EOF2 and 3. The opposed phases of the patterns correspond 
to flow situations resembling the blocked-zonal flow equilibrium states that were proposed 
by Charney and Devore (1979) from idealised barotropic channel experiments. Significant 
blocking frequency differences are also detected away from the EOF main centre for certain 
climate patterns (e.g. EOF4). The climate pattern - blocking relations also hold (at a con-
siderably lower statistical significance) for the seasonally defined index time series. The un-
derlying dynamics and the associated consequences for regional impact studies merit further 
consideration. 
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ABSTRACT 
This study discusses problems of the concept of normal period based anomalies arising from climate 
variability and ongoing climate change. The widely used WMO 1961—1990 (61—90) standard normal 
period is compared to other consecutive 30-year normal periods in detail. Focus is given to the tem-
perature distribution in Switzerland and on the European continent. In these regions the temperature 
trend of the last decades led to an unusually high number of months with positive temperature 
anomalies relative to the WMO 61-90 standard normal period. Swiss anomalies based on the 61—90 
normal are up to 1.25 K higher than those based on the Latest 30-years Running Normal (LRN). The 
probability to observe a positive temperature anomaly with respect to the 61—90 normal increased 
from 50% to near 80% for certain months of the year. Compared to the LRN, this change is statisti-
cally significant for 7 out of the 12 months on the 95% level. The strongest signal can be found for 
the summer months, whereas temperatures in fall do not show any trends. Similar results are found 
for more than 90% of the European continental area. For most regions 2—5 months are inconsistent 
with the 61—90 distribution. In southern France, parts of Spain and southern Scandinavia this num-
ber increases to 7—9 months. 

5.1 Introduction 
One of the operational tasks of every meteorological service is to provide climatological tem-
perature and precipitation anomalies of the past months and seasons. The communication of 
this information constitutes an important analysis and decision basis for various applications 
such as planning, engineering works or managing energy consumption (Guttman, 1989). The 
official strategy of the World Meteorological Organisation (WMO) to determine climate 
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normals (and anomalies thereof) has been based on a “uniform and relatively long period 
comprising at least three consecutive ten-year periods” (WMO, 1959). The climatological 
standard normals were defined as “averages of climatological data computed for consecutive 
periods of 30-years as follows: 1 January 1901 to 31 December 1930, 1 January 1931 to 31 
December 1960 etc...” (WMO, 1959). The choice for the 30-year averaging interval was a 
compromise. First the time series had to be long enough to average out short term fluctua-
tions, second the length was limited by data availability and data inhomogeneity and third 
the framework had to be general enough to be easily implemented worldwide. 

For precipitation, the applicability and usefulness of climate normals and anomalies 
thereof was discussed already in the 1930s (Gisborne, 1935; Mindling, 1940). With the in-
troduction of 30-year means as normals in the USA, several studies focussed on so called 
“optimal normals”, i.e. on the predictive skill of climate normals (Beaumont, 1957; Enger, 
1959; Court, 1967-68). These and later studies showed that a base period of 30-years may 
not be an optimal choice, but there was no general agreement on what period length should 
be used. The suggestions varied from 5 up to 25 years (Lamb and Changnon, 1981; Dixon 
and Shulman, 1984; Kunkel and Court, 1990; Huang et al., 1996), which were also discussed 
at numerous WMO meetings. WMO Technical Note 84 states that it is essentially impossi-
ble to define a uniform time interval as a reference period for all climate elements that is 
independent of the region: “a period which may be representative for one place may be to-
tally unrepresentative at another (…)”. A further criticism was on the influence of climatic 
fluctuations (decadal variability) on the reference period: “owing to climatic fluctuations the 
statistics based on 30 or even 50 years may not be absolutely stable (…)”. 

Today, at the beginning of the 21st century temperatures are observed to increase in 
most parts of the world and Europe (Folland et al., 2001; Klein Tank et al., 2005). Climate 
temperature anomalies calculated on the current 1961—1990 standard normal period (61—90 
normal hereafter) do not seem to be in line any more with their original meaning, namely 
the average is not zero over a longer time period. WMO recommended updating the 30-year 
normals at the completion of each decade (WMO, 1967). Hence the 1971—2000 period would 
be the actual reference period. In September 2004 still a majority of western meteorological 
services presented 61—90 normals and anomalies thereof on their websites (Table 5.1). 

One of the aims of this paper is to explicitly quantify and discuss the effect of the recent 
temperature trends on the calculation of climate temperature anomalies, a quantity widely 
used for climate monitoring. It is clear that climate is much more than just mean tempera-
ture, and other climate elements could be considered. Similar changes in extreme values are 
of great importance for many applications (traffic, building codes, heating and cooling) and 
could also be analysed in a similar framework (cf. Sardeshmukh et al., 2000; Klein Tank 
and Können, 2003; Moberg and Jones, 2005). 

After an introduction to the datasets and methodology used (Section 5.2), we will discuss 
the Swiss temperature distribution changes of the last 140 years (Section 5.3.1). Next, we 
focus on recent observations and quantify the effect of the observed temperature trends on 
the calculation of climate anomaly amplitudes (Section 5.3.2). The influence of the updating 
frequency of the normal periods on anomalies is also discussed (Section 5.3.3). In Sec-
tion 5.3.4 the analysis is extended to a European scale. Finally the main results are summa-
rised in Section 5.4. 
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Table  5.1: Temperature normal definitions used for public products on the internet on 24 September 2004. 
Considered were the weather service websites of all EUMETNET member countries (indicated by an asterisk) 
and some other western countries. For Luxembourg and Greece no information could be found online. In 
Austria, Australia and France both, the 1961–1990 and the 1971–2000 definition had been used. 

Normal definition 
on 24 September 2004 Country Institution 
1961–1990 1971–2000 

Australia Bureau of Meteorology X X 
Austria* Zentralanstalt für Meteorologie und Geodynamik X X 
Belgium* The Royal Meteorological Institute of Belgium X  
Canada Environment Canada  X 
Denmark* The Danish Meteorological Institute X  
Finland* The Finnish National Weather Service  X 
France* Météo-France X X 
Germany* Deutscher Wetterdienst X  
Greece* Greek Meteorological Service − − 
Hungary* Hungarian Meteorological Service X  
Iceland* The Icelandic Meteorological Office X  
Ireland* The Irish Meteorological Service X  
Italy* Servizio Meteorologico dell' Aeronautica Militare Italiana X  
Japan Japan Meteorological Agency  X 
Luxembourg* Service Météorologique du Luxembourg − − 
Netherlands* Netherlands Royal Meteorological Institute  X 
Norway* Meteorologisk Institutt  X 
Portugal* Instituto de Meteorología X  
Spain* Instituto Nacional de Meteorologia  X 
Sweden* Swedish Meteorological and Hydrological Institute  X 
Switzerland* MeteoSwiss X  
United Kingdom* The Meteorological Office X  
USA National Weather Service  X 
 

5.2 Data and methodology 

5.2.1 Data sets and data quality 
In this study two datasets of monthly mean temperature are used. The first set consists of 
carefully homogenized Swiss 2-m temperature series for the time period January 1864 to 
June 2004 (Begert et al., 2005). This dataset meets WMO recommendations on data qual-
ity for the proper determination of normal values (WMO, 1967). For northern Switzerland 
a composite time series of representative stations is formed and termed “northern Swiss se-
ries” hereafter. As in Schär et al. (2004) the equally weighted average is taken of the four 
stations Basle-Binningen, Berne-Liebefeld, Geneva and Zurich. The station of Lugano is 
used as the “southern Swiss series”. 

For the European scale analysis, 2-m temperature from the European Centre for Me-
dium-Range Weather Forecasts (ECMWF) reanalysis (ERA—40) is employed (Uppala et al., 
2006). The data used covers the period January 1960 to August 2002 and has been interpo-
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lated onto a regular grid with a 1° x 1° resolution. Recent studies indicate that 2-m tem-
perature in ERA—40 and direct observations such as CRUTEM2v (Jones and Moberg, 2003) 
are in good agreement in terms of short-term variability and trends (Simmons et al., 2004). 
This is true in particular over Western and Middle Europe (10°W—40°E, 36°N—65°N) the 
study area of this paper. A comparison of temperature data from the ERA—40 dataset (grid 
point: 47°N/7°E, period 1961 to 2002) with carefully homogenized Swiss observational data 
reveals a high overall consistency, both in correlation coefficient (r∼0.98) and trend estimate 
(refer to Appendix for details). Trend values estimated with ERA—40 data slightly underes-
timate the observed changes in the mean for most months, especially in summer. The dif-
ferences are not much larger than those from comparing homogenous data with inhomoge-
neous station data or CRUTEM2v 47.5°N/7.5°E grid point data, both of which also tend to 
underestimate changes in the mean. 
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5.2.2 Methodology 
A series of Shapiro-Wilk tests for normality (Shapiro and Wilk, 1965) applied to Swiss sea-
sonal temperature data show that the monthly to seasonal 30-year samples of 2-m tempera-
ture observations are normally distributed (confidence level: 90%). Thus, it is justifiable to 
characterise the distribution solely by the mean (the normal value) 0T  and standard devia-

tion s0. An example of a Gaussian probability density function (PDF) 0 0( , )A N T s∼  is 

shown in Figure 5.1a. For this reference PDF A, the Probability to observe a Positive tem-
perature Anomaly (PPA) is 0.5 per definition. The 1961—1990 (61—90) period is used as the 
reference period hereafter (using the subscript zero). For a different period in time the PDF 
may have changed and the estimate for the mean and standard deviation is different from 

the reference PDF A (for example 0'T T>  and s’>s0, as in PDF B of Figure 5.1a). The 

PPA with respect to the normal 0T  of PDF A is: 
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(Eq.5.1) 

 

 

where T is the continuous value of the 2-m temperature. The PPA is shown as the grey 
filled area in Figure 5.1a. The PDFs are compared with each other in Mean change vs. 
Standard deviation Change (MSC) plots. The mean and standard deviation changes can be 
plotted as absolute ( 0'T T−  vs. s’ → absolute MSC plot) or standardized ([ 0'T T− ]/s0 vs. 

s’/ s0 → standardized MSC plot) values. For most scientific questions the standardized 
form is preferred as illustrated in Figure 5.1b. In the standardized MSC plot, the example 
PDF A is located at (0,1) and PDF B in the upper right quadrant. Values of constant PPA 
are straight lines crossing (0,0). In the illustrative example of Figure 5.1b, the probability 
to observe a positive anomaly has increased from 0.5 for the original climate state (PDF A) 
to a value around 0.72 for the new climate state (PDF B). 

Statistical significance and robust measures 
Extreme climatic events like the cold winter 1962/63 or the hot summer 2003 have a con-
siderable influence on the “stability” of statistics based on a 30-year period (WMO, 1967). 
Similarly the existence of long term trends (nonstationarities) affects the standard deviation 
(Scherrer et al., 2005). The confidence level of the results must therefore be assessed care-
fully. A bootstrapping approach using resampling with replacement (Efron and Tibshirani, 
1993) is employed in order to determine whether the sample distributions PPA values differ 
significantly from the reference normal for which PPA is 0.5 by definition. 

Figure 5.2a/b illustrates 1000 replications of the normal period mean change and stan-
dard deviation in a standardized MSC plot for the 61—90 seasonal DJF northern Swiss tem-
perature series. The uncertainty of the parameter estimates for mean and standard devia-
tion are in the order of 20 to 30% of s0. A two dimensional kernel density estimator is used 
to highlight the “high-density centres”. The primary density maximum is near (0,1). A sec-
ondary maximum is found near (0.1,0.82). This indicates that the 61—90 normal could un-
derestimate the mean value and overestimate the variability due to the aforementioned 

 



 INTERANNUAL CLIMATE VARIABILITY IN THE EUROPEAN AND ALPINE REGION 72

negative anomaly in winter 1962/1963. Panel b shows that the PPA is most probably 
around 0.5 but associated with a considerable uncertainty. A significant increase in the 
Swiss PPA is defined here as a value greater than the PPA 95th percentile, which is 0.64 for 
the 61—90 DJF temperature. 

Due to the large sensitivity to extreme values one could argue to use more robust and 
resistant estimators of location and scale like the median and interquartile range (IQR) 
rather than mean and standard deviation (see e.g. Hoaglin et al., 1983; Ferro et al., 2005). 
Compared to mean and standard deviation, the median and IQR/1.349 estimates are much 
less coherent and the PPA PDF is far from being symmetric (Figures 5.2c/d). This shows 
that the median as well as the IQR are relatively inefficient, i.e. a large sample size is 
needed to determine a value with the same confidence compared to a more efficient meas-
ure. To estimate a standard deviation via IQR/1.349 and a sample size of 30 a Monte Carlo 
experiment suggests an efficiency of ∼0.40 with respect to the maximum likelihood estima-
tor (relative efficiency). This value is close to the asymptotic relative efficiency of 0.37 (e.g. 
Staudte and Sheather, 1990). Thus, an IQR/1.349 based standard deviation estimate of a 
30-year normal period is only as efficient as an estimate applying the standard deviation to 
a sample size of 0.4x30 = 12. Furthermore, depending on the method with which the IQR 
quartiles are determined, the IQR may have a negative bias for a small sample size 
(Hyndman and Fan, 1996). This analysis focuses on mean and standard deviation hereafter. 
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Figure  5.2: Bootstrapped uncertainty estimates for the DJF 61–90 northern Switzerland temperature normal 
definition. The MSC plots show estimates based on a) mean and standard deviation and c) median and 
IQR/1.349. For display purposes 1000 bootstrap samples are shown as dots. The density values are based on 
5000 samples (contour lines, levels as in Figure 5.1). The corresponding PDFs of the PPA are shown in panel b) 
and d). The 95th percentile confidence limit for the mean-standard deviation (median-IQR/1.349) estimator is 
0.64 (0.66). 
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Figure  5.3: Absolute MSC plots for Swiss 2-m temperatures. Shown are observations for northern (a, c) and 
southern Switzerland (b, d) for the DJF observational period 1865–2004 (a, b) and JJA 1864–2003 (c, d). The 
small dots show 1000 bootstrap realisations of the 61–90 period mean and standard deviation estimates. The 
PPA contour lines (grey solid) are based on the 61–90 normal period (position indicated by dotted lines). Units 
are in Kelvin. 

 

5.3 Results 

5.3.1 Swiss temperature distribution changes over the past 140 years 
Figure 5.3 shows changes in the 2-m temperature distribution using an absolute MSC plot 
for northern and southern Switzerland. Here the 61—90 reference period is located at (0,s0). 
Climatological normal periods of all possible consecutive 30-year windows between 1864 and 
2003 (for JJA) and between 1865 and 2004 (for DJF) are depicted. The lightest point indi-
cates the first 30-year period (1864/5—1893/4), the darkest point the latest period available 
(1974/5—2003/4). The normal values have changed substantially in the past 140 years. In 
northern Switzerland the 140 year differences between the normal values are roughly 2 K (1 
K) for the DJF (JJA) season. In southern Switzerland there is a smaller change of ∼1.5 K 
in DJF and ∼0.8 K in JJA. Thus, the increase in absolute numbers is much stronger in win-
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ter than in summer seasons and in the north than in the south. This change is consistent 
with linear trend approaches considering the 1864—2003 period (Bader and Bantle, 2004; 
Begert et al., 2005). 

In northern Switzerland DJF variability is almost twice that of JJA. This seasonal dif-
ference is much weaker for southern Switzerland which might be related to the more Medi-
terranean character of the climate or the proximity of the Lake of Lugano. For the winter 
season a negative trend in variability is found for both northern and southern Switzerland. 
With the exception of the extreme year 2003, such a clear trend is not found for the sum-
mer season. The decrease in winter temperature variability can be assigned to a few large 
discontinuities that are a consequence of a few extremely cold winters. The large disconti-
nuities in both mean and standard deviations occur when an extreme value enters or leaves 
the running window. For example, the standard deviation drops from 1.6 K to below 1.3 K 
for switching from the 1963—1992 to the 1964—1993 DJF period which does not include the 
1962/63 winter. It is thus not a continuous narrowing of the distributions that leads to the 
winter trend in variability but rather the result of the absence of extreme cold winters in 
recent decades. The bootstrapped estimates applied to the 61—90 normal (point clouds in 
Figure 5.3) show that the latest 30-year periods are located outside the 61—90 range of 
uncertainty for all seasons and regions. This is also the case for the winter periods at the 
end of the 19th century which will be discussed in more detail below. 
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Figure  5.4: As Figure 5.3, but with standardized MSC plots. Axis units are dimensionless. 
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Figure  5.5: Northern Switzerland monthly differences between anomalies based on the 61–90 definition and 
the latest 30-year running period. a) Time series for the period January 1992 to June 2004. The thick solid line 
gives a spline smoothed estimate of the mean difference. Months with different signs in the two normal pe-
riods and an absolute difference larger than 0.5 K (dotted line) are indicated by asterisks. b) As a), but strati-
fied for the months of the year. More recent observations are darker, i.e. 1992 anomaly differences are white, 
2004 differences are black. Grey lines connect the months of the individual years. Units: Kelvin. 

 

Figure 5.4 shows the data presented in Figure 5.3 using a standardized MSC plot. There 
are large similarities between the two figures. However, in contrast to the absolute plot the 
ranges of uncertainty in the standardized plot are now comparable for both, seasons and 
geographical regions. Moreover, the standardized decrease in winter variability is larger in 
southern than in northern Switzerland. As already indicated in Figure 5.3, the recent sum-
mer signals differ more clearly form the 61—90 values than the winter signals, even for the 
periods not including the extreme summer 2003 yet. This is a hint that statistical climate 
change detection over Switzerland might be easier in summer than in winter, see also 
(Scherrer et al., 2005). These findings agree with detection and attribution studies over 
Europe (e.g. Spagnoli et al., 2002; Klein Tank et al., 2005). 

5.3.2 Recent monthly anomalies in Switzerland 
From Figures 5.3 or 5.4 the PPA compared to the 61—90 normal can be determined. In 
northern (southern) Switzerland the values of the latest 30-year windows (1974/5—2003/4) 
are ∼0.73 (0.74) for JJA and ∼0.72 (0.76) for DJF respectively. Both are clearly above the 
desired value of 0.5. The implication of this finding is illustrated in Figure 5.5a. Shown are 
the differences between the monthly anomalies based on the 61—90 normal and the anoma-
lies based on the corresponding Latest 30-year Running Normal (LRN) for all months from 
January 1992 to June 2004. The smoothed differences increase almost linearly from 0 K in 
1992 to ∼0.75 K in 2004. From 2001 onwards there was not a single month with a 61—90 
anomaly smaller than the anomaly based on the LRN. For illustration the months where 
the difference between the 61—90 normal and the LRN is larger than 0.5 K and the sign of 
the resulting anomaly is additionally inversed are highlighted by an asterisk. All seven cases 
occur in the years 2002 to 2004 and the 61—90 anomalies are 0.6 to 1.2 K larger than the 
LRN anomaly. An illustrative example is March 2004 where the 61—90 anomaly suggests a 
marginally positive anomaly of about +0.1 K which would have been characterised as 
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“normal” or “average”. In contrast the LRN anomaly suggests a negative anomaly of -1.0 K 
which would have been termed “below normal”. Figure 5.5b depicts the anomaly differences 
stratified by months of the year. For most months the differences increase almost mono-
tonically from one year to the next. For the months March, December, August and January 
the differences have reached values in the order of 1 K. In April and the autumn months 
September, October and November the differences between 61—90 and LRN based anoma-
lies remain small, but are also positive. This lack of difference can be directly interpreted as 
lack of trend in these months. 

The LRN PPA values with respect to the 61—90 normal can be used to quantify whether 
the LRN period normal is different from the 61—90 period normal. In Table 5.2 PPA values 
are given for each month separately. Significant differences in terms of PPA (95% level) are 
found for seven out of the twelve months, namely all summer months (June, July and Au-
gust), two winter months (December and January), two spring months (March and May) 
but no autumn months. 

 

 

Table  5.2: 1973–2002 northern Swiss monthly PPA values with respect to the 61–90 normal. Significant differ-
ences on the 95% level are shown in bold. 

JAN FEB MAR APR MAY JUN JUL AUG SEP OCT NOV DEC 
0.65 0.59 0.71 0.53 0.65 0.63 0.62 0.76 0.52 0.55 0.54 0.7 
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Figure  5.6: PPA values from running 30-year periods for DJF (a, b) and JJA (c, d) northern (a, c) and southern 
Switzerland (b, d) 2-m temperature time series. The 61–90 value is 0.5 per definition. The bootstrapped 61–90 
PPA 5–95% confidence range is shown as grey band. The PPA 5–95% confidence intervals of the 1871–1900 (71–
00), 1901–1930 (01–30) and 1931–1960 (31–60) WMO standard normal periods are shown as double-headed ar-
rows. 
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5.3.3 Updating normal periods 
The results presented above prompt the question of adapting the normal period, such as an 
update to 1971—2000 or the introduction of a LRN concept in order to keep up with climate 
change. To investigate this issue it should be first assessed how representative the 61—90 
normal period has been in the past. Such an analysis is also useful in the context of climate 
change detection (Hegerl et al., 2000; Stott et al., 2001). 

In Figure 5.6 PPA values are shown as a function of time for all possible 30-year run-
ning windows with respect to the 61—90 normal (PPA61—90 = 0.5). Values for both DJF and 
JJA season are given and the associated 61—90 PPA 5—95% confidence range is shown. In 
analogy to the results from Figures 5.3 and 5.4 the latest 30-year values are clearly outside 
the 61—90 confidence range for both seasons and both Swiss regions. For the winter season, 
large parts of the time series are located outside the 61—90 confidence intervals. Similar 
strong deviations as in recent years occur in the winters of the late 19th and the beginning 
of the 20th century. The statistically significant deviations are in opposite direction 
(PPA�0.5; cf. also Figures 5.3 and 5.4 panels a/b). The DJF normal confidence ranges for 
the 1871—1900 and the 61—90 period are completely separated for both the northern and 
southern Swiss series (Figure 5.6a/b). For the summer season the 61—90 definition is more 
representative for the entire period than in winter, in particular the negative DJF deviation 
in the late 19th century is completely absent (Figure 5.6c/d). Interestingly, the 1931—1960 
normal definition would have been more appropriate than the 61—90 normal period in de-
scribing the recent JJA periods. Table 5.2 shows that on a monthly basis all 12 months ex-
hibit PPA values greater than 0.5 in recent years. This has never been observed in the past 
140 years which makes the current situation unique in the record. 
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Figure  5.7: PPA values averaged over all 30-year update windows of a 120 year time series as a function of 
“number of years to next update of the normal period”. The observed averages of the northern Swiss series 
from 1871–1990 are shown as black dots. Also given are the median (horizontal black line) and 5 to 95% confi-
dence range of a white noise series (horizontally fanning grey band) as well as the result for a white noise se-
ries with the same trend as the observed series (inclined black line) plus its confidence range (inclined fan-
ning grey band). 
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Figure  5.8: Isolines of PPA as a function of the “number of years to next update of the normal period” and 
relative trend (in standard deviations per 10 years). Line interval is 0.1. Dotted isolines indicate some half-
intervals. The horizontal lines show the effect on PPA for a trend equal the annual linear Swiss temperature 
trend of the 1974–2003 period (solid) and the 1961–1990 period (dashed). 

 

From a scientific point of view it is obvious that more regular updates of the normal pe-
riod would give more realistic PPA values, see also (WMO, 1967; Guttman, 1989). Whether 
such updates are feasible and make sense in a broader context is a different question. 

The number of years until the next update of a 30-year normal period is discussed using 
Figures 5.7 and 5.8. Let t be the year in the record where an update takes place and x is 
the number of years until the next update of the normal period. Then PPAt(x) is the prob-
ability for the period (t-29,t) with respect to the normal of the 30-year interval (t-x-29,t-x). 

For a 120 year long white noise series ( (E PPA x)), the expected average over all years t is 

0.5 for all update frequencies x = 1…30 years. The Monte-Carlo based 5 to 95% confidence 
range however increases linearly from almost zero for x = 1 year to roughly ±0.05 for x = 
30-years (Figure 5.7). Thus, for a 120 year temperature record without autocorrelation and 
no intrinsic trend, PPA values between 0.45 and 0.55 can be expected when updating only 
every 30-years. 

Also shown in Figure 5.7 is ( )PPA x  based on the northern Swiss annual temperature 

series for the time period covering four consecutive WMO standard normal periods from 
1871 to 1990 (black dots). The values are clearly outside the white noise confidence range 
although the most pronounced trends observed in the record after 1990 are not included in 

the series used here. ( )PPA x  increases from values around 0.5 for updates every year to 

0.66 for updates only every 30-years. The scatter increases with increasing x since the sam-
ple number of normal periods in the 120 year period decreases from 120 (for updates every 
year) to four (for updates every 30-years). The large difference between the white noise ex-
ample and the observational time series is caused by the nonstationarity (i.e. the trend) in 
the data. This can be shown by repeating the white noise example with the added observed 
overall linear trend (i.e. ∼0.9 K/100 years for the 1871—1990 period). The median agrees 
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very well with the results from the observations (compare the dots and inclined black line 
in Figure 5.7a). All averages from the observations lie within the 5—95% of the white noise 
with added trend series PPA values confidence range. The confidence ranges of the pure 
white noise and the white noise with added trend do not overlap. Hence, for large x, even a 
moderate trend (<1 K/100 years) can increase the PPA substantially. The trend over the 
whole observational record seems to be large enough to overcompensate the influence of de-
cadal scale variability. Similar results were found for red noise processes mimicking decadal 
variability with and without additional trends (not shown).  
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Figure  5.9: Map of seasonally averaged PPA values 
for the LRN period 1973–2002. Data based on 
monthly ERA–40 values over the European conti-
nent. Reference (PPA = 0.5) is the 61–90 normal pe-
riod. Shown in the lower left panel is the annual av-
erage of all monthly PPA values. Contour interval is 
0.02, the PPA = 0.5 contour is shown bold. 
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In Figure 5.8 the “error” in terms of PPA that is made without updating is shown as a 
function of the number of years to the next update of the normal period and the relative 
trend (standard deviations per 10 years) in the period. The horizontal lines indicate the ob-
served annual trends in Switzerland for the 61—90 period and the “extreme trend” period 
1975—2004. If the 61—90 (1975—2004) trend continues with the same magnitude and the 
normal is not updated, then the PPA reaches 0.68 (0.75) after 10 years, 0.82 (0.91) after 20 
years and 0.92 (0.98) after 30-years. These numbers demonstrate that from a pure anomaly 
interpretation point of view it would be best to update normal periods “as often as possible” 
in a changing climate. Unfortunately even this may not be sufficient for extreme periods. 
For the northern Swiss temperature between January 1992 and June 2004 the number of 
months with positive anomaly is reduced from 78% (using the 61—90 normal) to 69% (using 
the LRN). Although this is a reduction of 9%, the running normal is still 19% above the de-
sired value of 50%. 

5.3.4 Recent probability for positive anomalies over Europe 
In this section the PPA analysis is extended to a European domain. Monthly PPA values 
were averaged arithmetically to obtain seasonally averaged PPA maps for the LRN avail-
able in ERA—40 (1973—2002, Figure 5.9). For DJF the highest seasonally averaged PPA 
values are found over Eastern Spain, Southern France, the Alpine region and over western 
Russia. The few regions with values less than 0.5 are over parts of Bulgaria, Romania and 
the entire Turkey. For MAM the values are slightly less pronounced. Maxima are found 
over Spain, France as well as over the Netherlands, Northern Germany and Southern Scan-
dinavia. The lowest values around 0.5 are found over South East Europe and Turkey again. 
For JJA all regions except some isolated grid points in Sweden and Southern Russia show 
PPA values greater than 0.5. Maxima (greater than 0.6) are found around the northern 
Mediterranean coast, in Spain, France and the western Alps. The SON season exhibits a 
completely different pattern than the three other seasons. PPA values are almost every-
where around 0.5 or somewhat lower (especially in Eastern Europe). This result is consis-
tent with no or even negative temperature trends in fall during the 1976 to 1999 period as 
found by Klein Tank et al. (2005). Apart from SON, overall PPA values are greater than 
0.5 for most of the European land area. The seasonal characteristics are consistent with the 
homogeneous Swiss series discussed above (cf. Figure 5.5b). 

As for the Swiss temperatures (Table 5.2) the number of months inconsistent with the 61—
90 normal period is calculated and plotted for every grid point (Figure 5.10). As confidence 
interval boundaries the 10 and 90 percentiles are used. This rather liberal interval was chosen 
since the two periods 61—90 and 1973—2002 overlap by 60%. Thus, the deviation from the 10 
to 90% interval represents already substantial changes in the distribution. The general pat-
terns are similar to the PPA maps in Figure 5.9. In particular, the SON season does not show 
many differences between the normal periods. For the other seasons, there are many grid 
points at which 1, 2 or even 3 months of a season are located outside the 61—90 confidence in-
tervals. Note that the period used here does not include the extraordinary summer 2003. 

Considering the sum of all 12 months of the year, 92% of all grid points show at least 
one month with values greater than the 90th percentile (61—90) confidence limit (Figure 5.10 
lower-most panels). For most grid points, this holds true for two to five months. The most 
frequent value is five months (21% of the European land area). 
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Figure  5.10: Number of months of the year in the LRN period 1973–2002 that are outside the 10–90 percentile 
confidence range given by the 61–90 period PPA. A value of 3 corresponds to a season with all months outside 
the confidence range. The number of months above (below) the confidence range is printed black (grey), ze-
ros are omitted in the seasonal plots. The area-weighted frequency statistics for the whole year is shown as a 
histogram in the lower right panel. 
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In some regions of Spain, Southern France and Southern Scandinavia the PPA values of 
seven to nine months are not in line with the 61—90 normal. There are a few regions in 
South Eastern Europe and Turkey where most of the months are still consistent with the 
61—90 normal. This agrees with findings of no clear trends in these regions (Kadioglu et al., 
2001; Klein Tank et al., 2005). 

5.4  Discussion and Conclusions 
This study discusses problems of the concept of normal period based anomalies arising from 
climate variability and ongoing climate change. The widely used WMO 1961—1990 (61—90) 
standard normal period is compared to other consecutive 30—year normal periods in detail. 
The focus is on the temperature distribution in Switzerland and on the European continent. 
Other climate elements such as precipitation as well as problems arising when quantifying 
extremes are not considered. The differences between the normal periods can be expected to 
be even stronger at the tails of the distributions (Katz and Brown, 1992), but the changes 
of the mean values are communicated much more often and perceived as such more 
strongly by the public. 

Results show that observed Swiss temperature in the last decade exhibit characteristics 
never found in the last 140 years. Absolute trends are greater in winter than in summer, 
but due to the smaller interannual variability the summer months exhibit higher statistical 
significance. The autumn months September, October and November show small trends and 
are still close to the 61—90 conditions. The recent strong temperature trends led to a high 
number of months with positive anomalies. For seven out of the twelve months, the last 30-
years are statistically inconsistent with the 61—90 normal. Recent anomalies using the 61—90 
normal as reference period are up to 1.25 K higher than those based on the last 30-years. 

Similar results are found for the European continent. Most regions show two to five, 
southern France, parts of Spain and southern Scandinavia even seven to nine months sta-
tistically inconsistent with the 61—90 normal period. Again the autumn months are still 
close to the 61—90 conditions. 

The significant changes may be only of minor relevance for studies where normals are 
used as a reference period to do direct comparisons, e.g. between data sets of different 
countries or in model intercomparisons. For applications where deviations from the normal 
are quantified without quoting the reference period the recent temperature trends make an 
interpretation difficult. The number of months with positive anomalies are very likely to in-
crease strongly with the ongoing climate change (cf. Scherrer et al., 2005) and reinforce the 
problems described in this study. 

Unfortunately there are no simple solutions to the problem presented. The traditional 
temperature normals are well established, easy to communicate, worldwide in use and pro-
vide a common basis for the determination of past climate variability. There is also no sim-
ple or obvious alternative to the current methodology. Running normals as investigated in 
this study are difficult to implement and mitigate the trend problem to a certain degree 
only as long as the trends are relatively small (smaller than those expected in the 21st cen-
tury). A shortening of the period length to determine normals might not be a good idea ei-
ther since a normal should be based on a relatively large sample in order filter out short 
term fluctuations. A potentially useful approach might be to supplement the normal values 
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with an additional trend information for the corresponding period. Official recommenda-
tions should be found in broader discussions on an international WMO level considering the 
influences on the largest possible number of applications and including other climate ele-
ments. 
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Appendix 
A correct representation of trends in a time series is crucial for an adequate determination of 
the Probability to observe a Positive temperature Anomaly (PPA) values. In this section 
PPA values of four northern Switzerland temperature datasets are compared using monthly 
resolution for the period 1961 to 2002. Beside non-homogenized and homogenized station 
based series, ERA—40 47°N/7°E and CRUTEM2v 47.5°N/7.5°E grid point data are used. The 
differences are illustrated for the 1973—2002 period with respect to the 61—90 period, i.e. 
PPA61—90 = 0.5. Figure 5.11a shows that the standardized mean temperature changes are simi-
lar for the four datasets. The homogenous series shows the largest changes in mean for most 
months and differs strongest from the other three datasets, which show similar changes 
among each other. The differences are largest in May, June, September and October. 
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Figure  5.11: a) Standardized changes in 2-m mean temperature for the 1973–2002 period with respect to the 
61–90 reference period for the homogenized station based series (bold solid), inhomogeneous station data 
(thin solid), ERA–40 (dashed) and CRUTEM2v (dash-dotted). The numbers are shown for all individual months 
of the year. b) PPA differences (in percent) of the inhomogeneous station data (thin solid), ERA–40 (dashed) 
and CRUTEM2v (dash-dotted) with respect to the PPA values using the homogenized station based series 
(zero line). 
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Figure 5.11b depicts the PPA1973—2002 differences (in percent) with respect to the homogene-
ous numbers (values zero per definition, horizontal straight line). The results are similar to 
the standardized mean changes. ERA—40 and CRUTEM2v follow more closely the inhomo-
geneous than the homogeneous series. With the exception of December in ERA—40 and De-
cember/January/February in CRUTEM2v the PPA values are consistently smaller than 
the homogeneous ones. The underestimation is generally smaller than 5—6%. The largest 
underestimation (up to 11% for ERA—40) is found in summer and autumn. Overall the 
mean change and PPA difference reported are comparatively small and predominately 
negative. 

 

Supplementary material 

Efficiency and biases in simple estimations of standard deviation for 
small sample sizes 
A good estimate of the variability of a time series is a crucial parameter for most studies in 
climate sciences. Several statistical properties are important to qualify a good estimator of 
variability. It should be unbiased, robust and resistant against outliers. Also well known for 
a long time in statistics is the desirable property called efficiency of an estimator. There are 
several problems with these desirable properties for small sample sizes (N�30). Many es-
timators of variability are negatively biased, i.e. underestimate variability. These biases are 
in general only of importance for very small sample sizes (<10, cf. Figure 5.12). Small rela-
tive efficiency and biases in combination with relatively small sample sizes (e.g. 30, as used 
in climate normals) however can have a substantial influence on the estimations of mo-
ments. In those cases (and if outliers can be excluded) it can be advisable to use a less ro-
bust measure in favour of a more robust but less efficient one. 

First we define relative efficiency, then compare simple estimates of standard deviation 
using small sample sizes and compare with debiased estimators. 

Definition of relative efficiency 
Textbooks of statistical inference define the statistical efficiency of an estimator as the ratio 
of the minimum possible variance to the variance of the estimator (e.g. Garthwaite et al., 
2002). In our context we are interested in the relative efficiency of an estimator with re-
spect to another estimator based on a different approach. If T1 and T2 are estimators for 
the parameter θ, then most people agree that T1 is more efficient than T2 if its mean 
squared error (MSE) is smaller for at least some value of θ and the MSE does not exceed 
that of T2 for any value of θ. The relative efficiency RE is defined here as: 
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where  stands for the expected value. { }E …
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Figure  5.12: Left panels: Estimated standard deviation confidence intervals of 100’000 white noise samples 
with target standard deviation 1 as estimated by square roots of sample variance (solid) and IQR/1.349 
(dashed) for different time series lengths. Shown are the median (bold), the 5th and 95th percentile of the es-
timated standard deviations. Right panels: relative efficiency of IQR estimation with respect to maximum 
likelihood standard deviation estimation. For both panels, a vertical dotted line indicates the classical 30-year 
normal. Top panels: Estimates using standard algorithms, bottom panels: Estimates using debiased meas-
ures (see text for details). 

 

Estimating standard deviation using the maximum likelihood estimator and inter 
quartile range (IQR) 
In this section a prescribed standard deviation of a normal distribution is estimated using 
two different estimators. The first is the square root of the sample variance and the second 
the estimation via IQR/1.349, where IQR = q0.75 — q0.25 and q are the sample quantiles ex-
ceeding the proportion 0.25 and 0.75 of the data (see e.g. Wilks, 1995). Quantiles are de-
termined using the default quantile algorithm in the free statistics software package R (R, 
2005). 100’000 Monte Carlo samples of white noise time series with mean zero and standard 
deviation 1 and sample size 5 to 100 have been used. In the top left panel of  Figure 5.12 
the estimated standard deviation and the 5th to 95th percentile estimation range are shown 
for the square root of sample variance (solid) and the estimation using the more robust 
IQR/1.349 estimation (dashed). As well known in literature the square root of sample vari-
ance estimator is negatively biased. For sample sizes >10 the effect is negligible (Fig-
ure 5.12, upper left panel). The estimation range uncertainties decrease from >±50% (sam-
ple size 5) to ∼±10% (sample size 100). 
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The estimations based on IQR/1.349 (dashed) show a substantially larger bias not only for 
very small sample sizes (<10) but also for sample sizes of 30 (bias >5%). The bias problem 
can be overcome quite easily as will be shown below. More fundamental is the fact that the 
5th to 95th percentile estimation range is substantially wider than for the square root of sample 
variance estimate. Excluding very small sample sizes (<10), the effect is only weakly depend-
ent of sample size. The top right panel of Figure 5.12 shows the relative efficiency of the 
IQR/1.349 estimator with respect to the square root of sample variance estimation. RE is lar-
ger for low sample sizes but approaches the asymptotic relative efficiency (ARE) of 0.37 (see 
e.g. Staudte and Sheather, 1990) relatively quickly. For a sample size of 30 a relative effi-
ciency of ∼0.40 is found. The straight forward interpretation is that an estimation of standard 
deviation of a normal period of 30-years by IQR/1.349 is only as efficient as estimation by 
standard deviation with sample size 0.4x30 = 12. Similarly, RE values for other robust esti-
mators of e.g. measures of location can be found. For the median of a normal distribution 
with infinite sample size the ARE is 0.637 and RE is ∼0.67 for sample size 30. There are more 
efficient robust alternatives discussed in statistical literature (see e.g. Pearson, 1920; David, 
1998) but this is beyond the scope of this supplementary material. 

Using debiased estimators 
As demonstrated in Figure 5.12 biases can be substantial, especially when using blindly 
functions of statistical packages that need to estimate quantiles. There are many ways how 
sample quantiles can be determined, some are biased, others are not (Hyndman and Fan, 
1996 and references therein). Here an unbiased estimate of quantiles (type = 8 in the R sta-
tistics package, version >2.0.0) is used. Also the square root of sample variance estimates 
can be biased corrected using a factor known as c4 factor in statistical literature, hence 
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and  stands for the gamma function and N is the number of samples (cf. Wilks, 1995). Γ

The bottom left panel of Figure 5.12 shows that the bias has indeed vanished for both 
estimates. There is no crucial impact on the relative efficiency (right panel). 

Conclusion 
Calculating “good” estimations of variability measures for small sample sizes (N ≤ 30) is dif-
ficult. Most standard methods to determine standard deviation are biased. More important 
however is the effect of inefficiency which can reduce the “effective sample size” N’ consid-
erably (e.g. N’ = 12 for N = 30 and IQR/1.349 estimation). It is crucial to distinguish be-
tween the statistical properties of robustness (which means to be insensitive against out-
liers) and efficiency. A lot of well known robust measures are relatively inefficient and 
therefore (in case of no outliers) the less robust alternatives (e.g. the maximum likelihood 
estimate) may be preferred to determine normal-consistent estimates of standard deviation. 
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ABSTRACT 
Changes in the distribution of seasonal surface temperature are investigated in central Europe using 
observations between 1961 and 2004 and a set of IPCC SRES A2 and B2 climate change simulations. 
A piecewise detrending methodology is used to distinguish between intrinsic and trend-induced vari-
ability changes. Mean and interannual variability changes are standardized with the intrinsic vari-
ability of the respective dataset. Within this framework, the strongest temperature changes in mean 
since 1990 are found for the summer season, both in observations and climate models. Estimates for 
variability changes show a weak increase (decrease) in summer (winter), but these changes are not 
statistically significant at the 90% level. For the 21st century all climate scenario runs suggest large 
relative increases in mean for all seasons with maximum amplitude in summer. Although changes in 
relative variability vary substantially between the models, there is a tendency for increasing (decreas-
ing) variability in future summers (winters). 

6.1 Introduction 
In Central Europe eight of the ten warmest years in the 1851—2004 temperature record have 
been observed from 1989 to 2003, consistent with the increasing near surface temperatures 
on a global scale (Houghton et al., 2001; Jones and Moberg, 2003). Less clear is whether 
there are also changes in interannual variability (Houghton et al., 2001, p. 156), although 
the latter might be of importance in a socio-economic context (Kovats et al., 2004). Previ-
ous studies found indications for decreasing interannual variability in observational data 
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(Karl et al., 1995), whereas others report no changes or small increases (Parker et al., 1994; 
Räisänen, 2002). A recent climate modelling study found that European summer surface 
temperature variability might increase (by up to 100%) within the current century (Schär 
et al., 2004). Although there are substantial differences between models regarding the loca-
tion and amplitude of this effect, these results have qualitatively been confirmed by several 
other models and studies (Meehl and Tebaldi, 2004; Brabson et al., 2005; Giorgi and Bi, 
2005; Vidale et al., 2005). 

In this paper, observed and modelled Central European land temperature distributions 
are investigated for each season separately. A temporal analysis of changes in mean and 
variance is conducted for recent observations and for scenarios of the 21st century. Relative 
changes in these quantities are compared between models and observations including the 
associated uncertainties. 

6.2 Methodology 
There are many different methodologies to quantify distribution changes, depending on 
both the parameter of interest and the space and time scales considered. For distributions 
described by large data samples, such as daily data, non-parametric quantile-based methods 
are more robust than parametric approaches (Ferro et al., 2005). For small data samples, 
such as seasonal mean temperature, moment-based methods are superior due to their higher 
statistical efficiency. For example, the estimation of the standard deviation from the inter-
quartile range with a sample size 30 is only as efficient as its direct estimation with a sam-
ple size 12. Therefore we estimate mean (T ) and interannual standard deviation (s) of sea-
sonal temperatures assuming a Gaussian behaviour. The moments are calculated for all 
possible contiguous (running window) 30-year periods available. The reference period is the 
World Meteorological Organization (WMO) 1961—1990 standard normal period if not indi-
cated otherwise. 

For Gaussian distributions, changes are described by a combination of a shift in mean 
(location) and/or a change in standard deviation (scale). Applying this simple conceptual 
model to real climate data can be difficult. For example high quality and homogeneous data 
are needed to avoid spurious shifts (see e.g. Begert et al., 2005). Another critical issue is the 
limited number of observations with which the climate space is sampled. This can result in 
considerable nonstationarities between 30-year windows (WMO, 1967; Scherrer et al., 
2006a). These effects must be accounted for when making statements about changes in in-
trinsic variability as will be demonstrated below. 

In order to properly compare observations against model results and the models among 

each other, standardized changes in mean ( 0T T− )/s0 and variability s/s0 are used hence-
forth. Here the subscript 0 indicates the estimates based on the reference period. Plots with 
standardized Mean versus Standard deviation Change (referred to as MSC plots hereafter) 
are used to illustrate the changes in both parameters simultaneously (cf. Sardeshmukh et 
al., 2000; Scherrer et al., 2006a). 

Time series with trends are not strictly Gaussian and the calculation of standard devia-
tion measures using such data leads to a trend-induced inflation of variability as noted by 
Räisänen (2002) and Schär et al. (2004). The effect of a linear trend upon estimates of vari-
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ability can be quantified by the ratio between the standard deviation st of the series with a 
superimposed linear trend of magnitude α per time step and the standard deviation s of the 
pure white noise series. The analytical derivation (see auxiliary material) shows that: 
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1/22 1
1    with   
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t N Ns
s s

⎡ ⎤⎛ ⎞ +α⎢ ⎥⎟⎜= + γ γ =⎟⎜⎢ ⎥⎟⎜⎝ ⎠⎢ ⎥⎣ ⎦
 (Eq.  6.1) 

In this study the sample size N = 30 and therefore γ = 77.5. For Central European con-
ditions, typical summer temperature trends are ∼1—2 K for the last 30-years, and typical 
standard deviations are ∼1 K. Thus, the inflation factors are in the order of 1.04—1.16. 
However, locally and for some specific periods the inflation can be much larger (cf. auxiliary 
material). 

Figure 6.1 schematically illustrates the effect of variability inflation on time series, distri-
butions and MSC plots. The period of interest is compared with the reference period, in gen-
eral both having different trends. Figure 6.1a shows a case where the trend is constant over 
three consecutive 30-year periods. The distributions are broadened due to variability inflation. 
In the MSC plot no increase in variability can be detected since it measures changes with re-
spect to the reference period. Figure 6.1b shows a case where the trends gradually increase 
from one 30-year period to the next. The distributions have different widths depending on 
their trends, which results in a variability change in the MSC plot. This effect needs to be 
corrected for when the focus is on changes in intrinsic variability. In this study piecewise de-
trending for both series (i.e. investigated 30-year period and reference period) is used to 
eliminate the influence of the trend on the variability estimates (cf. Figure 6.1c). 
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Figure  6.1: Schematic illustration of white noise climate realizations with constant intrinsic variability (refer-
ence interval 0). A constant (panel a) and an increasing trend (panel b) for the intervals I = -1, 0 and 1 is added. 
Shown are time series (left), interval dependent distribution functions (middle) and their representation in 
the MSC plot (right, see text for MSC definition). Panel c illustrates the piecewise detrending technique used 
in this study applied to the example in panel b. 
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Table  6.1: Models and scenarios used in this study. For details see Houghton et al. (2001). 

model name resolution scenarios availability symbol 

HADCM3 3.75×2.5deg A2, B2 1950–2099  
CSIRO-Mk2 R21 A2, B2 1961–2100  
GFDL-R30 R30 A2, B2 1961–2100  

CCCma T32 A2, B2 1900–2100  
CCSR/NIES T21 A2, B2 1890–2100  

ECHAM4/OPYC3 T42 A2, B2 2000–2099  
NCAR PCM T42 A2, B2 1980–2099  

 

6.3 Data and models 
Two types of 2-m temperature datasets with seasonal resolution are considered. The first is the 
observed land-surface temperature dataset CRUTEM2v (Jones and Moberg, 2003). The second 
is a set of seven IPCC SRES A2 and seven B2 greenhouse gas scenario runs used in the third 
IPCC assessment report 2001 (available from http://ipcc-ddc.cru.uea.ac.uk). Ten of 
these scenarios cover the period 1961—2099, two are available for the 1980—2099 and two for 
the 2000—2099 period (Table 6.1). The region of interest is Central Europe, defined here as the 
model individual’s land grid points in the area covering 3°W—27°E and 44°N— 55°N. 

6.4 Observed changes since 1990 
Figure 6.2 shows the standardized running 30-year estimates of mean and standard deviation 
for the observed Central European mean temperature from 1961—1990 onwards (i.e. the 30-
year windows 1962—1991, 1963—1992, …, 1975—2004). Black (grey) lines show standard de-
viation estimates based upon raw (detrended) data. For DJF a more or less regular increase 
is found in the mean, corresponding to ∼0.4 standard deviations of the 1961—1990 period (s0 
hereafter). A step-like decrease in variability of almost 20% occurs when the extraordinarily 
cold winter 1962/63 drops out of the running 30-year period (Scherrer et al., 2006a). 

A bootstrap resampling technique is used to determine the 5—95% confidence range of 
the mean and standard deviation change (see shading). 5000 samples in combination with a 
kernel density estimator are used. The confidence range for the combined 30-year estimate 
is an ellipse-like area spanning ∼±0.2—0.4 s0 for both the mean and standard deviation. 
These values are used hereafter to determine the statistical significance of the results. 

The 1975—2004 estimate for DJF just leaves the 1961—1990 confidence range. Larger posi-
tive mean changes are found for MAM (∼0.5 s0) and even larger ones for JJA (>0.75 s0), indi-
cating that the relative changes have been stronger in summer than in winter. Increasing 
variability is particularly found for the JJA season. An additional jump-like increase is ob-
served if the extremely warm summer 2003 is included (last data point). The autumn season 
(SON) shows slightly negative changes in mean and no changes in variability (Klein Tank et 
al., 2005). 
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Figure  6.2: Seasonal MSC plots using running 30-year windows for Central European 2-m temperature after 
the 1961–1990 normal period. Data is shown till 2003 (2004 for DJF). The panels show raw (black line) and 
piecewise detrended data (grey line), the big black (grey) dots denote the estimates of the raw (detrended) 
1974–2003 (1973–2002 for JJA) data. The approximate 1961–1990 5–95% confidence ranges of the raw data are 
shaded in grey. 
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Figure  6.3: As Figure 6.2, but with five piecewise detrended IPCC SRES A2 (solid) and B2 (dotted) scenario runs 
for the same period. See Table 6.1 for symbol legend. 
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The differences between the analysis using raw or piecewise detrended data are small for 
DJF and SON (Figure 6.2, panels a/d). For MAM the moderate variability increase is re-
versed into a small decrease (Figure 6.2b). Most pronounced is the reduction of the vari-
ability increase for JJA from 20—50% to 10—15% (Figure 6.2c). This indicates that more 
than half of the observed variability increase is inflated due to the linear trend differences 
in the data. 

6.5 Modelled changes from 1961 to 2003 
The same analysis is now applied to climate simulations of the current climate using IPCC 
SRES scenario A2 and B2 runs for the years 1961—2003 (Table 6.1). In these runs the ex-
ternal forcing is prescribed in terms of time-dependent greenhouse gas and aerosol concen-
trations. This forcing is not identical to the observed 1961—2003 forcing, as for example dis-
cussed in Hansen and Sato (2001) and references therein. For both scenarios, the total ra-
diative forcing from greenhouse gases plus direct and indirect aerosol effects with respect to 
the pre-industrial (1750) level amounts to 1.33 Wm-2 in the year 2000. By 2010, the A2 and 
B2 forcing amount to 1.74 and 1.83 Wm-2 respectively (Houghton et al., 2001, Table II.3.11, 
p. 823). The smaller A2 radiative forcing is due to a transiently higher aerosol load. In 
comparison, best estimates of the observed forcing in 2000 amount to ∼1.8 Wm-2 (Houghton 
et al., 2001, p.393; Hansen et al., 2005). 
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Figure  6.4: As Figure 6.3 but for the future period 2005–2099. The black rectangle and the shading corre-
spond to Figure. 6.3. The black (white) point denotes 1961–1990 (1975–2004) conditions, the coloured ones the 
last observational 30-year window estimates. 
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Figure  6.5: As Figure 6.4 but for all models of Table 6.1 and the reference period 2000–2029. 

 

Figure 6.3 shows the relative changes in mean and standard deviation for the periods 
1961—1990 to 1975—2004 (DJF) and to 1974—2003 (MAM, JJA, SON) respectively. The 
analysis is performed using the piecewise detrending procedure. For JJA all models agree in 
showing a relatively large increase in mean which is somewhat smaller than observed. Four 
out of five model runs also indicate an increase in variability comparable to the observed 
one. For the other seasons there is less agreement among the models. The data are mostly 
within the large confidence ranges spanned by the observations. It is worth noting that sev-
eral model runs show almost no changes in mean during the winter season (whereas the ob-
servations show a considerable trend), and all models suggest changes in mean during the 
autumn season (of the order 0.35 to 0.45 s0), whereas no trend is found in the observations. 
The inter-model spread is larger than the spread between the two scenarios A2 and B2 of 
the same model. Changes in variability are less consistent and within the observed confi-
dence ranges. 

6.6 21st century scenario distribution changes 
Piecewise detrended climate simulations are used to quantify the temporal evolution of the 
expected changes in mean and variability in a future climate. In Figure 6.4 results from five 
models are depicted for 2005—2099 relative to the 1961—1990 reference period. In Figure 6.5 
results from all seven models are depicted for 2030—2099 relative to the 2000—2029 reference 
period. Overall the dominant changes are an increase in the mean values of the temperature 
distributions. By the end of the period (2070—2099), the largest relative changes in mean 
are found in summer (A2: 3.5—11 s0, B2: 2.5—8 s0) followed by autumn (A2: 4—6.5 s0, B2: 
2.5—5 s0), spring (A2: 2—4.5 s0, B2: 1.75—3.5 s0) and winter (A2:∼2—5 s0, B2: 1—4 s0). The in-
ter-model spread in changes in mean is largest in summer. 

Predicted changes in variability are less dominant and less consistent, both in terms of 
scenarios and models. Roughly three quarter of the values lie within the bootstrap range of 
the reference period uncertainties. In particular when considering all available model simu-
lations (Figure 6.5), there is a tendency for increasing variability for both A2 and B2 runs 
in summer. This is consistent with recent studies using regional climate models (Giorgi et 
al., 2004; Schär et al., 2004; Vidale et al., 2005) and global climate models (Meehl and Te-
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baldi, 2004; Brabson et al., 2005). For winter, decreasing variability is found for roughly 
two third of all A2 (B2) periods relative to 1961—1990. By the end of the period (2070—
2099) changes are 0.35—1.3 (0.6—0.95) s0 for A2 (B2). Predominantly decreasing variability 
is also found for spring season periods where s2070—2099 = 0.3—1.2 (0.4—0.95) s0 for A2 (B2). 
The results for autumn are inconclusive although there is a tendency for decreasing vari-
ability with respect to the 2000—2029 period (s2070—2099 = 0.5—1.25 s0). Again, the inter-model 
spread is larger than the spread between the A2 and B2 scenario results. 

6.7 Concluding remarks 
Temporal changes in Central European land temperature were examined in terms of rela-
tive changes in seasonal mean and interannual variability. Both observations and IPCC sce-
nario runs have been scaled by their own intrinsic interannual variability to facilitate the 
comparison between the different datasets. Theoretical considerations show that the analy-
sis of changes in variability requires a careful methodology, as temperature trends may im-
ply an artificial inflation of variability. The effect is potentially large when distribution 
changes over a short time period are analyzed. We have corrected for this by piecewise de-
trending the time series. 

Overall the analysis shows that the dominant changes in temperature distributions are 
an increase in the mean values in both observations and scenario runs, consistent with ear-
lier studies (Houghton et al., 2001; Räisänen, 2002). In relative terms by far the largest 
change in mean is observed and predicted for summer. However, also the largest inter-
model differences are occurring in the summer scenarios (by the end of the 21st century, the 
suggested warming varies between 3.5 and 11 s0). These differences also imply different ab-
solute temperature distributions. 

With respect to changes in variability of observed seasonal mean temperature during the 
last decade, we estimate a decrease by ∼10% in winter, and an increase by ∼10 to 15% in 
summer. However, these changes are not statistically significant at the 90% level. For the 
21st century, there is a large spread between the different climate change models analyzed. 
Overall, there is a tendency for increasing variability in summer and decreasing variability 
in winter and spring. 

Finally note that this study uses a limited number of low-resolution global climate mod-
els to estimate future climate distributions on a continental scale. The estimates could be 
improved by using regional climate models or ensemble systems. 
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Auxiliary material 

Derivation of the ratio between standard deviation of a white noise series 
with linear trend and standard deviation of the linearly detrended series 
 

Let  be a discrete white noise time series of length N with mean zero and variance . 

An additional linear trend  (α  is the trend per time step, t is time) is added to form an 

equation for a white noise series with “artificial” trend: 

x 2
xs

tα

 t ty x= +αt , where t = 1…N. (Eq.6.2) 

Note that the intercept has been set to zero since it drops out of the equations below. The 

mean y  of the series y  is 
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The unbiased estimate of variance 2
ys  of the series y  is defined as 

 ( )2
1

1
1

N

t
t

y y
N =

−
− ∑ . (Eq.6.4) 

Insertion of Eq.6.2 and Eq.6.3 into Eq.6.4 leads to 
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An example of the inflation factor using European land ERA—40 2-m temperature data is 

shown in Figure 6.6. 
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Figure  6.6: Map of inflation factor sy/sx as given in Eq.6.5 for ERA–40 JJA 2-m temperature data over Europe 
and the recent 30-year period 1973–2002. 

 

 



  

Chapter 7  
 

Conclusions and outlook 

In this study the observed and projected interannual climate variability of the 20th and 21st 
century in the European and Alpine region has been explored. The relation between large-
scale circulation variability and local climate variables has been investigated for different 
key parameters in a region with highly complex topography. Here, a brief summary of the 
main results and an outlook is presented. 

7.1 Conclusions 
The thesis focused on four distinct key issues related to interannual climate variability in 
the Alpine region. First, climate variability, trends and major patterns of Swiss Alpine 
snow pack have been analyzed and the relation with local climate elements and large-scale 
climate dynamics has been determined (Chapters 2 and 3). Second, the statistical relation 
between large-scale climate patterns and different indicators of atmospheric blocking in the 
Euro-Atlantic region has been worked out (Chapter 4). Third, the problems arising with 
the interpretation and perception of climate normals in a changing climate have been dis-
cussed from a user perspective (Chapter 5). Finally, near surface temperature changes in 
standardized mean and variability have been analyzed for central Europe using recent ob-
servational data and climate change scenario simulations (Chapter 6). 

 

The key findings are as follows. 

♦ Significant winter trends in Swiss Alpine snow pack are found for the end of the 20th 
century and stations below ∼1300 m asl. It is shown that these trends can be mainly 
attributed to increases in local temperature. The local precipitation influence on 
trends is small. The North Atlantic Oscillation (NAO), as the major mode of large 
scale circulation variability over Europe, is found to be important in explaining the 
observed snow day trends, but not in explaining the large interannual snow day vari-
ability. The latter is primarily related to a flow anomaly pattern centred over south-
eastern Europe − resembling the classical Euro-Atlantic blocking pattern.  
Swiss snow pack variability can be decomposed into three well separated patterns of 
variability. The leading pattern shows comparatively small geographical variations. It 
explains ∼50% of total interannual variability. The second pattern distinguishes be-
tween the northern and southern slope of the Alps. It explains ∼15% of total variabil-
ity. The third pattern (explaining ∼8% of total variability) shows large loadings in 
the lowlands and is height dependent. The relation to temperature and precipitation 

97 



 INTERANNUAL CLIMATE VARIABILITY IN THE EUROPEAN AND ALPINE REGION 98

depends on the specific snow parameter considered. Variability in seasonally averaged 
quantities that are determined by the conditions during the snow fall events is pri-
marily related to local precipitation variability. Variability in parameters that are in-
fluenced by accumulation and ablation processes is related more to temperature or 
both temperature and precipitation variability. 

♦ Three two dimensional atmospheric blocking indicators have been used to determine 
the relation between permanent high-pressure systems and the NAO. It is shown that 
the relation is not restricted to the North Atlantic region as previously reported. 
Over the European mainland, permanent high-pressure systems occur significantly 
more often during the positive NAO phase than in the negative phase. The sign 
change of the correlation between blocking and NAO from significantly negative val-
ues over the Atlantic Ocean to significantly positive values over Europe is well de-
tectable with all three blocking indicators. An extension of the analysis to other ma-
jor climate patterns shows that one phase of each of the Euro-Atlantic climate pat-
terns is collocated with the region of maximum blocking frequency. The clearest sepa-
ration between positive (negative) phases and blocking (no-blocking) situations is 
found for the second and third flow pattern. 

♦ Ongoing climate change makes the interpretation and communication of climate tem-
perature anomalies based on standard normal values (as defined by the World Mete-
orological Organization, WMO) increasingly difficult. The monthly anomalies based 
on the 1961—1990 normal are up to 1 K higher than those based on a running 30-year 
reference. For certain months of the year, the probability to observe a positive 
monthly anomaly increased from 50% for the 1961—1990 period to about 80% in the 
1975—2004 period. In Switzerland, this change is statistically significant for seven of 
the twelve months of the year. The strongest changes of standardized temperature 
are found in the summer season. There are no changes in autumn. Very similar re-
sults are found throughout continental Europe where on average five months are out-
side the 1961—1990 10th to 90th percentile confidence limits. 92% of the area shows at 
least one month not consistent with the 1961—1990 normal. 

♦ Changes in mean and variability of seasonally averaged quantities are key parameters 
in the current climate change debate. Both, observations of near surface temperature 
and present day IPCC climate change model output show the largest standardized 
changes in mean in the summer season. Estimates of the observed variability changes 
in recent observations show a weak increase (decrease) in summer (winter), which are 
not statistically significant at the 90% level. For the 21st century all model projections 
used in the third IPCC assessment report suggest large increases in standardized 
mean temperature in all four seasons. Largest changes in mean are found for the 
summer season. Although there are substantial inter-model differences in terms of 
changes in variability there is a tendency for increased variability in future summers 
and decreased variability in future winters. 

7.2 Outlook 
The results of this thesis contribute to a better understanding of some aspects of interan-
nual climate variability in the Alpine region and its links with large-scale climate dynamics. 
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Further efforts are needed for an overall assessment of the links and relations between cli-
mate dynamics and local climate elements in a world with ongoing and accelerating climate 
change. In this section some aspects that merit further attention are presented. 

Simple (mostly linear) methods have been used in this study to define the links between 
the phenomena and variables investigated. Other statistical methods such as generalized 
linear models, rotated PCA, cluster analysis or more advanced non-linear methods like neu-
ral networks could be used to define the links and to study the interrelations. Careful ex-
amination of alternative methods is important since non-linear extensions are not a priori 
superior to linear methods. An example in this context is non-linear principal component 
analysis (NLPCA) (see e.g. Monahan, 2000; Hsieh, 2001). In a recent study by Christiansen 
(2005), its usefulness has been questioned and it has been concluded that NLPCA is not 
recommended for detection of regime behaviour. 
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Figure  7.1: Interrelation between Swiss phenological phases and Swiss snow days with measures of degree 
days for the January, February and March period. Top panel: Growing degree days anomalies (histogram, 
summed temperatures for days where the daily mean exceeds 4 °C) and a multispecies index from ground 
observed phenological spring phases (line). For details see Studer et al. (2005). Bottom panel: Time series of 
degree days with a minimum temperature limit of 0 °C (histogram) and negative first principal component of 
snow days (line, for details see Chapter 3). Shown are deviations from long term means (see axis labels). Also 
shown are the correlation coefficient between the degree day measure and the first principal component 
time series of phenology and snow days. Further the mean and standard deviation of the corresponding de-
gree day measure are indicated. 
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Figure  7.2: Linear trends in homogenized 2-m temperature measurements at 67 MeteoSwiss stations as a 
function of geographical latitude (°N, abscissa) and station altitude (m asl). The measurement period is 1958 
to 2003. Shown are all four seasons: DJF (top left), MAM (top right), JJA (bottom left), SON (bottom right). 

 

Climate in the Alpine region is definitely more than snow and temperature only. Many 
other climate elements or other derived variables used in applications (e.g. heating degree 
days) could be analysed in a similar manner. The links between local climate elements and 
other environmental variables can be of interest to a broad group of users (e.g. in the eco-
nomic or agricultural sector). Swiss phenological phases as defined in Studer et al. (2005) 
are for example highly correlated with growing degree days (Figure 7.1). A similarly good 
relation is found for Swiss degree days with temperature limit 0 °C and the negative first 
Swiss snow day principal component analysed in detail in Chapter 3 of this thesis. The 
phenological series and the snow day series show large similarities. Note also the simultane-
ous jump-like increase for all variables (including the degree days) from 1987 to 1989. It 
seems plausible that the cumulated temperature measure determines the phenological 
phases and snow days to a substantial degree. For a more objective check of cause and ef-
fect Granger causality might be used (cf. Mosedale et al., 2005). 

In Chapter 5 it was shown that temperature trends are different for different seasons, see 
also (Houghton et al., 2001; Klein Tank et al., 2005). Figure 7.2 shows 1958—2003 seasonal 2-
m temperature trends for 67 homogenized temperature stations at different altitudes. In au-
tumn no trends are found at most stations. The reason for this is not yet known. In agree-
ment with findings in Pepin and Seidel (2005) no clear dependence of the trends with height 
is observed. A closer investigation of the relation between large-scale climate variability (e.g. 
in terms of blocking) and local temperature could be a promising approach to determine 
whether the missing autumn trends are due to compensating natural variability or not. 
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This study focuses on changes in the mean and variability. Climate change is definitely 
more than changes in mean. Changes in extremes are of interest for a large number of ap-
plications (cf. e.g. Zwiers and Kharin, 1998; Meehl et al., 2000; Frei and Schär, 2001; 
Benestad, 2003; Klein Tank, 2004; Schär et al., 2004; Ferro et al., 2005). A natural exten-
sion of this study is to analyse also changes in extremes. Figure 7.3 shows 1958—2004 
monthly linear trends in every 5th percentile of the northern Switzerland daily mean tem-
perature distribution following the method described in Robeson (2004). Note that an 
analysis using minimum and maximum temperatures might be more interesting but this 
would require carefully homogenized series not yet available. In some months the trends are 
different in various parts of the frequency distribution. In March the low values (5th to 30th 
percentiles) and the high values (70th to 95th percentiles) show large trends whereas the 
mean values do not change significantly. Trend estimates for September are positive for the 
low end of the distribution and negative for the high end. In May, August and December 
the trends are significant on the 95% level for the whole range of the distribution. A crucial 
question (not answered here) is whether the percentile trends are statistically significant 
different for certain percentile combinations. In other words, is e.g. the 50th percentile trend 
significantly different from the one on the 90th percentile. 

Alpine tourism and hydropower industry are highly interested in expected changes of the 
Alpine snow pack in a changing climate. The regression coefficients of the statistical snow 
models applied in Chapter 2 could be used for estimations of climate change induced 
changes in snow pack (cf. Breiling and Charamza, 1999). These results should then be com-
pared to the results using simple conceptual or physically based snow models. 
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Figure  7.3: Linear trends in every 5th percentile (5th to 95th) of daily northern Switzerland 2-m temperature for 
every month of the year. Period used: 1958–2004. Units: K/50years. Contour interval is 0.5 K/50years, positive 
trend contours are solid and red, negative ones are dashed and blue. Trends with a p-value <0.05 are indi-
cated with an open green circle. Percentiles have been determined using the approach in Robeson (2004). 
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The results presented in Chapter 6 showed that present day global models are able to 
reproduce recent trends relatively accurately. There are larger uncertainties in the represen-
tation of the modelled variability. A thorough understanding of interannual variability is a 
prerequisite to better predict the climate system both on seasonal and decadal time scales 
(Palmer, 1999; Palmer et al., 2004; Müller et al., 2005). Results of empirical statistical 
methods like those presented in this study could help to verify and calibrate physically 
based experiments using global or regional climate models. 
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