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Abstract

A search for antiprotons in the primary cosmic ray flux has been performed by observing the

Moon shadow with the muon data collected by the L3+C experiment at CERN during 1999

and 2000.

The angular resolution of the detector and its dependences on the muon energy and zenith

angle are obtained at the event level with a Monte Carlo simulation and the analysis of real

double muon data using a maximum likelihood method.

The Moon shadow effect is observed in three muon momentum bands > 100GeV/c,
65 - 100 GeV/c and 30 - 65 GeV/c with a significance of 7.0 cr, 5.8 cr and 5.2 cr respectively.
Two dimensional maximum likelihood analyses are performed, both with binned data and

unbinned data. The unbinned method gives a smaller uncertainty on the measurement of the

antiproton to proton ratio. For a muon momentum cut at 70 GeV/c, the antiproton to proton
ratio is measured to be -0.12 + 0.11 and an upper limit of this ratio is estimated to be 0.08 (at
90% confidence level) for primary energies in the range 0.8 TeV to 2.4 TeV.

In addition, the above mentioned angular resolution is confirmed by the Moon shadow

observation and the pointing precision of the detector is determined to be better than 0.1 °.
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Zusammenfassung

Im kosmischen Primarstrahlungsfluss wurde nach Antiprotonen gesucht, indem anhand der

im L3+C-Experiment am CERN in den Jahren 1999 und 2000 gesammelten Myonendaten
der Mondschatten beobachtet wurde.

Die Winkelauflösung des Detektors und ihre Abhängigkeit von Myonenenergie und Zen¬

itwinkel werden auf Ereignisebene durch eine Monte-Carlo-Simulation sowie durch die Anal¬

yse realer Daten von Myonen-Doppelereignissen unter Verwendung einer Maximum-Likelihood-

Methode bestimmt.

Der Mondschatteneffekt wird in drei Myonenimpulsbändern beobachtet: > 100GeV/c,
65 - 100GeV/c und 30 - 65GeV/c Die Signifikanz beträgt 7.0 er, 5.8 er bzw. 5.2 er. Zwei

dimensionsbehaftete Maximum-Likelihood-Analysen werden ausgeführt, sowohl mit His¬

togrammbildung als auch ohne. Das Verfahren ohne Histogrammbildung liefert für das

Antiproton/Proton-Verhältnis eine geringere Messunsicherheit. Das Antiproton/Proton-Verhält-
nis wird für einen Myonen-Impulsschnitt bei 70GeV/c gemessen und beträgt -0.12 ± 0.11.

Für Primärenergien im Bereich von 0.8 TeV bis 2.4 TeV wird für dieses Verhältnis eine obere

Schranke von 0.08 angesetzt (Konfidenzniveau: 90 %).
Außerdem wird die obengenannte Winkelauflösung von der Beobachtung des Mondschat¬

tens bestätigt und die Richtungsgenauigkeit des Detektors zu besser als 0.1 ° bestimmt.

vu



Introduction

Antiprotons in primary cosmic rays are subject of intense research. They may be annihilation

products of dark matter candidates, or signal the presence of primordial antimatter. Cosmic-

ray physics has played an important role in elementary particle studies before the accelerator

era. Today, cosmologists and particle physicists find a common interest in a more elaborate

exploration of these high energy messengers reaching us from deep space and far distant

sources.

The Earth atmosphere is still the unique "laboratory" to study primary cosmic rays and

very high energy interactions through extensive air showers. Thanks to its excellent angular
resolution, the L3+C experiment provides a unique opportunity to estimate the p/p ratio

in the primary cosmic ray flux using the Moon-shadow method. Primary protons, charged
positively, are deflected towards the East by the Earth magnetic field. The Moon absorbs part
of them, which results in a deficit of primaries, to be recorded as a shadow on the West side

of the Moon. Antiprotons, if present, will generate a shadow on the East side of the Moon.

These deficits are observed through missing muons, otherwise produced in the atmosphere
and pointing back, parallel to the direction of the incoming primary. The ratio of the two

deficits determines the p/p value. In this work a limit on this ratio could be obtained around

1 TeV, at energies much higher than recorded in balloon- and space-borne experiments.

1



2 Introduction



Chapter 1

Cosmic Rays

The widely accepted definition of cosmic rays is that they are particles and high energy radia¬

tion coming from extraterrestrial space. At energies below say a TeV the primary cosmic ray

flux is dominated by protons (~ 90%) and helium nuclei. The average composition changes
to heavier nuclei as energy increases and at extreme energies protons may again dominate. In

addition, electrons, positrons, antiprotons, gamma-rays, neutrinos, neutrons and eventually
other yet unknown particles are present.

As observed from the contributions to the biennial International Cosmic Ray Conference

(ICRC), a meeting place for the cosmic-ray community, the field of cosmic rays has a wide

coverage, including topics about the Origin of cosmic rays, Galactic phenomena (OG) (accel¬
erations and interactions); multi-wavelength and gamma-ray astronomy, gravitational wave

detection; Solar and Heliospheric phenomena (SH) (Sun and corona, transient phenomena in

the heliosphere, galactic cosmic rays in the heliosphere), anomalous cosmic rays, and High
Energy phenomena (HE) (extensive air showers, muon and neutrino measurements, interac¬

tions and particle physics aspects) [1].

The fundamental questions like "Where do cosmic rays come from?" and "How are they
accelerated to such high energies?" are puzzles throughout the nearly one-century lasting
history of cosmic ray physics [2]. Today these questions are still not fully understood.

In order to answer these basic questions, a precise knowledge of the spectrum, the com¬

position, and the propagation of the primary cosmic rays is mandatory.

In this chapter, the milestones of comic ray studies and their impact on other fields, mainly
on elementary particle physics will be given chronologically [3-5]. This is followed by the

current knowledge on the spectrum and composition of primary cosmic rays. The main tech¬

niques being or having been used for cosmic ray studies will be discussed at the end of this

chapter.

3



4 Chapter 1. Cosmic Rays

1.1 A brief history of cosmic ray physics

1.1.1 The discovery of cosmic rays

Natural radioactivity was discovered in 1896 by A. H. Becquerel. Salts of Uranium could

darken an unexposed photographic plate which has been carefully shielded from light. The ra¬

diation from Uranium salts also causes an electroscope to discharge. Later in 1899, E. Ruther¬

ford found that the radiation consists of two components by measuring the radiation density
of the source behind aluminium foils with different thicknesses. He called the one which was

dense and quickly absorbed as "a-radiation" (or cc-rays), while the one with more penetrating

power as "ß-radiation" (or ß-rays). In 1900, P. Villard identified a third more penetrating
radiation, the "y-radiation" (or y-rays).

The electroscope played an important role in these discoveries. It consists of two thin

metal leaves suspended at the end of a metal bar in a closed vessel. The bar and the leaves

are electronically isolated with respect to the vessel. When it is charged, the two leaves are

separated due to the repellent force. When the electroscope is exposed to ionisation radiation,
the ionised gas in the vessel conducts a small leakage current and causes the electroscope to

discharge. The speed of the discharge indicates the intensity of the radiation.

In 1900, C. T. R. Wilson, while measuring the conductivity of air, as well as Elster and

Geitel independently, observed an unknown penetrating radiation at the Earth surface using
electroscopes. At the beginning, Wilson attempted to account for the radiation as of extra¬

terrestrial origin. However, he found that the discharge rate of the electroscope in an ordinary
room and in a train tunnel under solid rocks were nearly identical. Therefore, his first hy¬
pothesis had to be discarded. Later investigations by Rutherford showed that the penetrating
radiation could mainly be attributed to the radioactive substances in the vessel wall or in the

rock.

More observations followed and new evidences supporting an extra-terrestrial origin ap¬

peared around 1910. The ionisation, which was measured at places far away from radioactive

materials, on the top of the Eiffel Tower in Pairs by Wulf in 1910, over the sea by Simpson
and Wright in 1911, as well as on mountains, over a lake, and again over the sea by Pacini in

1912, was much stronger than expected.
In 1911, Gockel performed the first measurement on board of a balloon up to 4000 m

above sea level. He found that the ionisation did not decrease as expected with increasing
height. However, his results were uncertain because he had difficulties to calibrate the elec¬

troscope in a vessel in which the pressure varied with the outside pressure.

V. E Hess made a major breakthrough with a series of balloon flights up to 5000 m above

sea level in 1912and 1913. Using an ionisation chamber, he discovered that the ionisation, af¬

ter passing through a minimum, increased significantly with height. Therefore, he concluded

that the penetrating radiation must come from above, from an extra-terrestrial origin [6]. The

results of Hess were confirmed by Kolhörster with flights up to 9200 m above sea level in

1914.

The discovery of Hess marked the start of a new field. The name of cosmic rays was given

by Millikan later in 1925.
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1.1.2 Cosmic rays as a source of high energy particles

New experimental techniques very often lead to exciting and unforeseeable discoveries. A

good example is the cloud chamber (Wilson chamber) developed by C. T. R. Wilson in

1911. It is a chamber filled with a mixture of vapour in equilibrium with liquid, and a non-

condensating gas. When the mixture is brought into a supersaturated state either, by cooling
or by expansion, condensation starts around the ions generated by the passage of charged
particles leaving a visible track which can be photographed [7]. The first tracks of cosmic

rays were captured by Skobeltsyn in 1929 with a cloud chamber in a strong magnetic field,
which was constructed to study ß-rays from radioactive decays.

In 1932, C. D. Anderson discovered a positively charged particle with similar mass as that

of an electron when examining the cosmic ray tracks photographed with a cloud chamber

equipped with a very strong magnet [8]. He named the new particle positron (meaning a

positively charged electron, "positive electron"). The discovery of the positron confirmed

P. A. M. Dirac's theory:

During 1928-1930, Dirac developed relativistic quantum mechanics to describe the prop¬

erties of electrons. In contrast to classical quantum mechanics, the existence of the spin and

the magnetic moment of electrons are a consequence of the relativistic wave equation. More¬

over, this equation had solutions with negative energies which puzzled him for a long time. In

order to solve this problem, Dirac introduced a term know as Dirac sea in which near all the

states of negative energies for electrons are occupied. A hole in the sea (a mirror image of the

electron, the positron) will have a positive energy and charge, and behaves like an ordinary
particle [9].

In 1937, S. H. Neddermeyer and C. D. Anderson using an improved cloud chamber, in

which the chamber and cameras were triggered by two Geiger-counters above and below the

chamber, discovered a new type of charged penetrating particles with masses intermediate

between those of the electron and the proton [10-12]. They named them mesotrons [13] and

made a nearly correct argument that the mesotrons might be created in pairs by photons, and

that they might be represented as higher mass states of ordinary electrons [11].

The mesotrons presumably agreed with Yukawa's theory of nuclear forces in which the

short-range nuclear force which binds the neutrons and protons together in a nucleus is me¬

diated via exchange particles of about 250 electron-masses. This was questioned at that

time, however, since the new particles did practically not interact with matter. The name was

changed to meson in 1939 [14], and later to mu meson when more intermediate-mass particles
were discovered. Today, the name of meson is used for subatomic strongly interacting par¬

ticles composed of an even number of quarks and antiquarks and the mu meson, now called

muon has been identified to be a member of the family of leptons.
More particles were discovered with cloud chambers in the 1940s. These were the

charged and neutral kaons (K+,K~,K°), with a mass about half that of the proton, and a

heavy particle, the Lambda (A).

In contrast to the cloud chamber, which can make charged particle tracks visible over

a large volume, another classical particle detection technique, the photo emulsion plate can

provide very high positional precision (~ 1 um) and this played a key role in the discovery
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of X-rays and radioactivity in the 1890s. It is still being used in some circumstances today
(see Section 1.3.1). According to Ref. [7], an emulsion is made, as a photographic film, of

silver salt, usually bromide, embedded in gelatine and spread thinly on a substrate. Powell

and his collaborators improved this technique and developed the so called nuclear emulsions

which were sensitive to all charged particles known at that time, in particular to electrons.

With stacked layers of emulsion, which could be separated and developed individually, they
obtained three-dimensional pictures of the interactions taking place in the emulsion. In 1947,

Powell discovered with this technique the pion (ji), the second meson (after the mu meson)

through the successive decay n - u. - e. This particle had the properties predicted by Yukawa

in 1936, i.e. a mass of 274 me and with strong interactions with nucléons [15].

Few more particles were discovered in cosmic rays in the early 1950s. They were the E

particle, discovered in 1952, and the Z particle in 1953. Since then the study of elementary
particles was taken over by accelerators. The density and energy of the artificial beams of

particles could be precisely measured and controlled. Table 1.1 is a compilation of the early
discoveries in elementary particle physics.

1.1.3 The extensive air showers

Another important discovery i n cosmic ray studies is the existence of the extensive air shower.

The showers of secondary particles produced when cosmic rays pass through matter, for

example a lead plate, had been investigated with cloud chambers in the early 1930s by nu¬

merous observers [17-21]. Ref. [22] reviewed the experimental studies and theoretical de¬

ductions of these types of local showers up to 1938.

In 1938, Pierre Auger observed coincidence signals with three detectors which were sep¬

arated up to 300 m at sea level, as well as at altitudes of 2900 m and 3500 m in the Alps (in

particular at the Jungfraujoch) [23-25]. In contrast to the local showers which were pro¬

duced in material placed above the detectors, coincident particles over large distances must

be produced at high altitude in the atmosphere. Auger named this phenomenon Extensive

Atmospheric Showers or EAS. The largest energies of the primary particles were estimated to

be about 1015 eV.

In 1946, Bruno Rossi in the USA and Georgi Zatsepin in Russia started experiments
on the structure of Auger showers [26]. In 1962, John Linsley discovered the first primary
cosmic-ray particle with an energy of about 1020 eV with the Volcano Ranch array in New

Mexico [27], The most energetic cosmic ray shower with an energy of 3 x 1020 eV was

detected in 1991 by the Fly's Eye experiment when operating in the monocular mode [28],

Today, observing extensive air showers (with different techniques) is, due to the very low

flux, still the only possible method to study ultrahigh-energy cosmic rays. A new project
named after Pierre Auger began in 1995 to explore ultrahigh-energy cosmic-ray particles
exceeding 1019 eV [29].



1.1. A BRIEF HISTORY OF COSMIC RAY PHYSICS 7

Table 1.1: Early discoveries in elementary particle physics. This table is a modifi ed version of the one

from Ref. [16].

Particle Year Discoverer (Nobel Prize) Method

X-ray 1895 W. Röntgen (1901) Cathode rays, emulsion plates
e" 1897 J. J. Thomson (1906) Cathode rays, deflection in E-M field

a-,ß-particle 1899 E.Rutherford (1908) Natural radioactivity

y-ray 1900 P. Villard Natural radioactivity
nucleus 1911 E. Rutherford a-particle scattering

P 1919 E. Rutherford Natural radioactivity
n 1932 J. Chadwick (1935) Natural radioactivity
e+ 1932 CD. Anderson (1936) Cosmic rays, cloud chamber

|i* 1937 S. Neddermeyer
C. D. Anderson

Cosmic rays, cloud chamber

Jt* 1947 C. F. Powell (1950) Cosmic rays, nuclear emulsion

K± 1949 CF. Powell (1950) Cosmic rays, cloud chamber

jt° 1950 R. Bjorklund
W. K. H. Panofsky

Accelerator

K° 1951 R. Armenteros Cosmic rays, cloud chamber

A0 1951 R. Armenteros Cosmic rays, cloud chamber

A 1952 C. D. Anderson Cosmic rays

H 1952 R. Armenteros Cosmic rays

Z± 1953 A. Bonetti Cosmic rays

P 1955 O.Chamberlain (1959)
E. Segré (1959)

Accelerators

V 1955 F. Reines (1995) Nuclear power plant
Anything else >1955 Various groups Accelerators

v oscillations 1998 Super Kamiokande Cosmic rays
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1.2 The primary cosmic ray flux

The energy spectra and the chemical composition of the primary cosmic ray flux have been

extensively investigated for several decades. By convention, the term "cosmic rays" refers to

galactic cosmic rays unless otherwise explicitly specified.

1.2.1 Energy spectra of primary cosmic rays

Extensive measurements performed with instruments on board of balloons and satellites

showed that the charged primary cosmic ray flux is composed of ~ 98% nuclei and ~ 2%

electrons and positrons at energies between 107 and 1012 eV/nucleon. The nuclear compo¬

nent consists of ~ 87% protons, ~ 12% helium nuclei, and ~ 1 % heavier nuclei in the energy

range 108 - 1010 eV/nucleon where they have the highest flux [30]. Figure 1.1 shows the

differential energy spectra of the major components of the primary cosmic radiation obtained

from direct measurements and for energies between 106 and 1012 eV/nucleon.
Below a few GeV/nucléon, the shape of the energy spectrum depends on the phase of the

solar cycle. During the periods of high solar activity, the larger and unstable Interplanetary
Magnetic Field (IMF) influences the propagation of particles. Therefore, the flux reaches a

maximum during phases of low solar activity. This is the well-known phenomenon of the

solar modulation of the primary cosmic ray flux.

Above 10 GeV/nucleon, the spectra can be well represented by a power law /,•(£) °c E~y,
where J&E) is the differential flux of nuclear species i with a kinetic energy per nucléon of E

and a y, = 2.5 - 2.7. From Figure 1.1 we see that the spectral indices of the three elements

with low atomic numbers are nearly identical and steeper than that of Iron nuclei.

At higher energies (> 1014 eV), the data are indirectly derived from studies of extensive air

showers and normally only the total energy of the primary can be obtained. Figure 1.2 shows

a compilation of selected data for energies per nucleus above 108 eV. The all-particle energy

spectrum roughly follows the same power-law as those of the low energy elements over many
orders of magnitude. However, the slope of the spectrum changes from about -2.7 to about

-3.0 between 1015 eV and 1016 eV, and apparently flattens again to -2.5 at several 1018 eV.

These structures of the spectrum are referred as the knee and the ankle respectively.
The knee region of the cosmic-ray spectrum has been observed with many air shower

experiments. Figure 1.3 (from [32]) presents a compilation of results from different experi¬
ments in this region. To show the detailed features of the knee, a useful practise is to multiply
the spectrum by E2-5, The actual positions of the knee from different experiments and even

the same experiment but interpreted with different methods are not in good agreement. A

15% uncertainty in the energy calibration can explain the shift of the knee position [32].
The origin of the knee is an outstanding problem in cosmic-ray physics and related fields.

Currently, it is believed that at least a large fraction of cosmic rays are accelerated in super¬

nova remnants up to energies of Z • (0.1 - 5) x 10]5 eV [33]. Higher energies may be provided
by other sources. In such mechanisms, the knee reflects the cutoff energies for different ele¬

ments, according to the leaky box model for the containment of nuclei inside of the Galaxy.
There are many other models attempting to explain the structure. However, none of them can



1.2. THE PRIMARY COSMIC RAY FLUX 9

10

0.1

10"fem-2
o

a

>

c

£

P

10-3

10"4

IO"5

io-6

10 -7
_

IO"« *-

10-9

i—iiil llii 1—i i i nui 1—i i i mil 1—i i i mil 1—iiii mi 1—i i 11 mu

p"

t He ;, I

\ S

„nfT1 mj

H

V n Ht
f Fe V \ \

t

V* it
t * *

* t i

+

-J— "' I L_l.Ill.nl i 1 1 I I I III llll o_

I

J ml i i i mnl

10 102 103 104 105 106 IO7

Kinetic energy (MeV/nucleon)

Figure 1.1: The differential energy spectra of the major components of the primary cosmic radiation

(reprinted from [30]).



10 Chapter 1. Cosmic Rays

1
104

^^

>
0) 102
Ü

(/>

(0
IO"1

CM

£

X
IO'4

3

Li.

IO"7

10

10

10

10

10

10

10

10

13

16

19

22

25

28 _

(1 particle per m2-second)

Knee

(1 particle per nV-year)

/

i I i n I I I

Ankle

(1 particle per km2-year)

Tevatron(p-p) LHC(p-p)

liiiiiiil I iiiniiil in I I I il il iimm

109 1010 1011 1012 1013 1014 1015 1016 1017 1018 1019 1020 1021

Energy [eV/nucleus]

Figure 1.2: The all-particle spectrum of cosmic rays. The dashed line shows an E~3 power-law for

comparison. The equivalent stationary-target energies of the Tevatron and the LHC are indicated. This

plot is a modifi ed version of that from [31].



1.2. The primary cosmic ray flux

5 104
>
<D

a

V)

w

to

cJ
o

LU
X

ufio:
33

X
3

3=

5

| direct data A- EAS-TOP # Akeno

Ä Yakutsk T Tibet

O Norikura MSU

M^^^fc_-r Tunka-13 • HEGRA

'^IHb^jS^w^
* DICE

* Casa-Mia

P^^¥^2S^ * BLANCA

*^^S7% ^ GAMMA

AE = 15%*^^gS

KASCAOE (neural net; QGSJET)

'

^7^,
• KASCADE (neural net; VENUS)

v * o "

. KASCADE (Ne-N-fit)
KASCADE (unfolding)

i
°l

_15
10

.16
10

primary energy E0 [eV]

Figure 1.3: Compilation of different experimental results on the cosmic ray all-particle energy spec¬

trum around the knee region. The grey band represents direct data measured outside of the Earth at¬

mosphere. The effect of a 15% uncertainty in energy is indicated (see text for explanation). (Reprinted
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be proved or disproved definitely nowadays. To solve this mystery more measurements are

needed, especially the mass composition in this region. The interpretation of the air shower

data heavily relies on the hadronic interaction models which had been calibrated with ac¬

celerator data at low energies only. Progresses in elementary particle physics with the next

generation of accelerators, like the Large Hadron Collider (LHC), which has an equivalent
stationary-target energy above the knee region (see Figure 1.2), may boost the understanding
on cosmic-ray interactions. The TOTEM experiment [34] at LHC has a capability of mea¬

suring forward particles in a pseudorapidity range of 3.1 < // < 6.6. Another new experiment
LHCf [35] to study very forward particles has been approved recently.

Figure 1.4 presents the highest energy portion of the cosmic-ray spectrum. In 1966,
Greisen [36], Zatsepin and Kuzmin [37] figured out that the ultrahigh energy cosmic rays,
which may originate from outside of our galaxy, could interact with the nowadays well-

known 2.7 K microwave background radiation, therefore loose energy before they reach the

Earth from cosmological distances. The cosmic ray flux would therefore vanish above a criti¬

cal energy, referred as the GZK cutoff (a few IO19 GeV). The shape of the observed spectrum
in this region is still under debate due to low event statistics and difficulties on the energy

calibration.
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The absence of the GZK cutoff would indicate that the acceleration site must be relatively
nearby. However, no candidate source has been found.

1.2.2 The composition of cosmic rays

Precise data on the chemical composition of cosmic rays are only available below 100 TeV,
where the elements can be identified through direct measurements performed outside of the

atmosphere. Figure 1.5 presents a summary of composition measurements for different en¬

ergy ranges compared with the Solar system composition. Roughly speaking, they are quite
similar, however, significant differences exist.

The odd-even effect, which represents the fact that nuclei with even Z and A are more

stable than other combinations, is observed in both, the cosmic-ray and the Solar System
composition. In addition, peaks occur simultaneously at C, N, O and Fe. These facts suggest
a stellar origin for many of the cosmic rays [39].

The relative abundances of the light elements Li, Be and B in the Solar system are very

small because they have low Coulomb barriers and therefore are weakly bound and rapidly
consumed in the nuclear reactions. Their comparative abundances in cosmic rays are due to

spallation of carbon and oxygen nuclei as they traverse the interstellar medium. Similarly,
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Figure 1.5: The cosmic ray element abundances (He-Ni) measured at Earth compared to the Solar sys¬

tem abundances, all relative to silicon. The solid circles are low energy data (70 - 280 MeV/nucleon),
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the diamonds describe the abundances of the Solar system. (Reprinted from [30])
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the abundances of Sc, Ti, V and Mn in cosmic rays are due to spallation of the Fe and Ni

nuclei.

For higher energies, the composition can only be investigated with indirect method, i.e.

from observables of air showers. The derived results are quite problematic.
The composition of cosmic rays (in particular specific isotopes) provides important infor¬

mation of their origin and of the propagation from their source to the Earth.

1.3 Direct measurements

Thanks to the large flux the low energy portion of the cosmic-ray spectrum can be measured

with relatively small detectors outside of the Earth atmosphere. Various types of instruments

have been conducted on board of scientific balloons as well as satellites orbiting around the

Earth or travelling across interplanetary space.

1.3.1 Passive instruments

Nuclear emulsions have been extensively used for studies of primary cosmic-ray spectra and

the chemical composition and further development is still under progress now. With this

technique an emulsion chamber with relative light weight but high positional precision and

large acceptance can be build. The simple control and telemetry requirements make this

technique ideal for a long duration balloon flight.
Two recent experiments in this category are JACEE [40,41] and RUNJOB [42,43]. For

example, the JACEE emulsion chamber is a stack of 1 ) emulsion plates and CR39 plastic for

charge determination; 2) fifty thin emulsion plates interleaved with low-Z material as a target

to maximise the nuclear interaction probability; 3) a drift space allows gamma rays from

neutral pion decays to separate from each other before inducing an electromagnetic cascade;

4) a calorimeter section with lead plates sandwiched with emulsion plates and x-ray films.

Similar to EAS experiments (see next section), the analysis of calorimeter data requires
an accurate model of hadronic interactions which still lacks experimental support at high

energies.

1.3.2 Active instruments

A modern active instrument consists of a complex of various detectors for energy measure¬

ment and particle identification. Some typical detectors used in balloon- and satellite-borne

experiments include [44^16]:

Magnetic spectrometer: The track of a charged particle is sampled with position sensitive

detectors, e.g. drift chambers, silicon trackers etc, in a magnetic field B. The momen¬

tum p measured perpendicular to the magnet field B determines the radius of the track

curvature p with the relation p = ZepB, where Ze is the particle charge. Since the

charge number Z needs to be measured with other method, it is convenient to introduce
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the so called magnetic rigidity R = pc/Ze, which is normally measured in GV. The

uncertainty of the magnetic rigidity (momentum) is determined by the finite resolution

of the tracking detector and the length of the sampled track. The Maximum Detectable

Rigidity (MDR) is reached when the relative error is 100%.

Calorimeter: The incident particle is stopped by a high atomic-number material, such as

lead, tungsten, etc, where the three-dimensional cascade development is sampled with

buried-in sensitive cells or plates. An alternative configuration is to use high-density
scintillators like Bismuth-Germanium-Oxyde (BGO) etc, as both absorber and sensitive

material. The shower type (hadronic or electromagnetic) can be identified, and the total

energy and incident direction of the particle can be reconstructed.

Time-Of-Flight (TOF): A TOF detector normally consists of several fast plastic scintillator

plates placed above, below or in between other detectors to: 1 ) provide the main trigger

signal; 2) measure the velocity and incoming direction (up or down) of the particle; 3)

determine the particle charge with d£/dx measurements.

Aerogel Cherenkov detector: Silica aerogel is a unique material for threshold-type Cherenkov

counters, which is widely used for particle identifications.

Ring Imaging Cherenkov Counter (RICH): In a RICH, particles pass through a radiator,

and the radiated photons are usually focused onto a position-sensitive photon detector

by a focusing device (mirror) [7]. The velocity ß is determined with accuracy up to

0.1 % by a measurement of the radius r of the formed ring image, on which the photons

are detected.

Transition Radiation Detector (TRD): Transition radiation detectors are used to determine

the Lorentz factor y and for the identification of highly relativistic particles when a

Cherenkov counter is not applicable.

Anticoincidence detector: To reduce background, particles not passing through the accep¬

tance window can be actively rejected with signals from plastic scintillators which

surround the detector system.

1.3.3 New experiments

Table 1.2 summarises the main characteristics of three new space-borne instruments. The

BESS-Polar [46] had been flown above the Antarctica in Dec. 2004. PAMELA [44] and

AMS-02 [45] are scheduled to be lunched end 2005 and in 2008 respectively for missions

lasting for at least three years.

1.4 Indirect measurements

For many practical reasons, space-borne detectors can not have sufficient sensitive volume

to detect comic rays with energies above about 1014 eV. Fortunately, one can use the Earth
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Table 1.2: Properties of next generations of magnetic spectrometers (adapted from [16]).

MDR Exposure Aperture Sensitivity/ Range

(TV) (days) (cm2sr)_1 # of events (GeV/n)

BESS Polar [46] 0.2 10 + 20 3000

(2004-2007) P 3x IO9 0.2 - 200

P 3xl04 0.1-4.2

He 4xl07 0.2 - 200

D/D IO"5 0.1-0.7

He/He 3xl0"8

Pamela [44] 0.74 1000 20.5

(2005-2008) P 3x 108 0.08 - 700

P 3xl04 0.08-190

e" 6xl06 0.05 - 2000

e+ 3xlO-5 0.05 - 270

He-C up to 700

He/He IO"7 up to 30

AMS-02 [45] 2.5 1000 5000

(2008-2011) P 2x 1010 0.5 - 2500

P 3xl06 0.5 - 400

e" 6xl08 0.5 - 5000

e+ 3xl07 1.0-400

He-Fe 0.5-1400

Y 2.0 - 300

D/D 3xl0-7

He/He IO"9
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atmosphere as a calorimeter to measure the total energy of an incident cosmic-ray particle.

1.4.1 The atmosphere

The Earth atmosphere consists of a mixture of gases, primarily nitrogen, oxygen and argon

with volume fractions of 78.1%, 20.9% and 0.9%, and many less abundant elements [47],

For a rough estimation, ignoring the temperature dependence on altitude, the density of the

atmosphere can be approximated by a simple exponential function p(h) » p0e~h/h" (with

uncertainties amount to 30% over the range of 0 - 100 km), where h is the altitude above sea

level, po = 1-225 kg/m3, and h0 « 8.4 km is known as the scale-height of the atmosphere [48].

To describe the air shower development, the more relevant quantity is the vertical at¬

mospheric depth XverticaiW = j£"p(z)uz = pohoe~h/hn. Generally, the total amount of the air

medium traversed by the shower, the slant depth at zenith angle 8, is X(h, 9) = Xverticai(/i)/ cos 6

for 9 < 70° where the curvature of the Earth can be safely ignored.

Many atmosphere models have been developed to describe the altitude dependence of

the atmospheric density or even its very complicated time dependence. In the well-known

air shower simulation program CORSIKA (see Section 1.4.4) the U.S. standard atmosphere

(1976) [47] is approximated with five layers, in which the densities of the first four layers
from sea level exponentially depend on the altitudes, while the highest layer has a linear

density function.

1.4.2 Air shower development

When a cosmic ray hits a molecule in the upper atmosphere a jet of hadrons (pions, kaons,

nucléons and nuclear fragments) is created through nucleus-nucleus interactions. The neutral

pions (t = 8.4 x 10"17 s) immediately decay into photons. Each high energy photon initi¬

ates an electromagnetic sub-shower through alternated pair production and bremsstrahlung

processes. Nucléons and other high energy hadrons in the jet continue to interact with the

atmosphere through a hadronic cascade which results in a core, the hadronic air shower com¬

ponent. At each hadronic interaction, slightly more than 1/3 of the energy contributes to

the electromagnetic component [2]. Charged pions and kaons with relatively low energies

may decay into muons and neutrinos before interacting. The decay probability of energetic
hadrons in the first few generations is rather small.

Figure 1.6 sketches the cascade process of the air shower development. As the shower

develops, the secondary particles form a curved thin layer called the shower front.

The electromagnetic component

The electromagnetic processes have been well understood within the quantum electrodynam¬
ics (QED). The most general properties of the electromagnetic cascade can be described with

a very simple model developed by Heitler, Bhabha and Oppenheimer. Only processes of pair

production and bremsstrahlung are considered in this model. In each step, one particle is

converted to two new ones with equal energies. Therefore, the number of particles N grows
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Figure 1.6: A schematic view of the air shower development (reprinted from [49]).

geometrically to TV « 2X/X" at an atmospheric depth X, where X0 - 36.7g/cm2 is the radiation

length. When the energies of the cascade products E(X) = E0/N decrease down to the criti¬

cal energy Ec « 86 MeV (defined as the energy where ^f Lotion = %Iionisation), the number of

particles approaches the maximum value at

Xmw — X(
\n(E0/Ec)

In 2
'

where E0 is the energy of the first gamma photon. Below Ec the energy is mainly lost through
ionisation. We can conclude that Xmax is logarithmically proportional to the primary energy,

while /Vmax depends linearly. A more elaborate simulation indicates that this simple esti¬

mation roughly lies within the uncertainties due to the Landau-Pomeranchuk-Migdal (LPM)

effect, which suppresses the cross sections for pair production and bremsstrahlung above

about IO10 GeV, and the geomagnetic effects [48].
The relation between the total number of electrons and positrons and the primary energy

is given by the Greisen formula,

N,(E0,X) =

0.31

[ln(£0/£c)]7J?exP
-0-hns)
X0K 2
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where s = 3 1 + 2-^-E^ is the so-called age parameter.

The lateral distribution of the electromagnetic component in the shower front is dominated

by multiple Coulomb scattering, while a small fraction contributes via the opening angles in

pair production and bremsstrahlung. The Molière radius rM, which determines the transverse

development due to Coulomb scattering, is

rM = XqEJEc ~ 9.3 g/cm2,

where Es ~ sjAn/a m&c2 « 21 MeV is the scale energy. On average, about 90% of the energy

lies inside a cylinder with radius rM, and 99% inside of 3.5 rM [50].
The three-dimensional electromagnetic cascade distribution can be approximated by the

well-known NKG (Nishimura-Kamata-Greisen) formula. The number density p(r) is given

by

m = C^UX"[l + fT. (1.0
rM VM/ \ rMJ

where Nc is the total number of electrons, r is the distance from the shower axis, and C =

wm0^2T) 's a constant determined from the normalisation 2n f rp(r)dr = Nc.

The muon component

Most muons in air showers are produced through the decay of charged pions (kaons),

Jt+(K+)^p++v„

jif (K~) -» p." + v,,.

At high energies (> IO14 eV) also D-meson decays contribute.

According to QED theory, the direct p+pr pair production (resulting from gammas from

jt° decays or from hard bremsstrahlung) is suppressed by a factor (we/ra^)2 compared to

the e+e" production. Therefore, this process normally can be ignored in baryon induced air

showers.

Since there is no "muonic cascade", the number of muons produced in the air shower

is much smaller than the number of electrons. At sea level, the air shower is dominated by
the electromagnetic component up to zenith angles 0 < 70°. Beyond that, the number of

electrons and photons decreases significantly due to the absorption in the thick atmosphere.
Besides the continuous ionisation, muons may loose energy through bremsstrahlung,

muon-nucleus interaction, direct pair (e+e~) production, and knock-on electrons (ö-rays) pro¬

duction [51]. The cross section for individual interaction is represented by the mean free

path in Figure 1.7. Above a TeV, the muon energy loss is dominated by the electron pair

production which is illustrated in Figure 1.8. The knock-on production has a short mean free

path, and thus can be considered as a continuous process. However, because of the very small

inelasticity, its contribution to the energy loss is comparable to that from hard processes [48].

Consequently, due to the relatively long life time (t^ » 2.2 ps) and the small interaction

cross sections, the number of muons decreases slowly when the air shower approaches the

ground level. High energy muons can even penetrate deep underground.
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Figure 1.7: Mean free path A in air for different muonic interactions as a function of the initial kinetic

energy (reprinted from [52]).

Figure 1.8: Feynman diagrams for pair production of muon interactions with nuclei (reprinted from

[53]).
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Because high energy muons are only little affected by multiple Coulomb scattering, their

lateral distribution at sea level is determined mainly by their transverse momenta inherited

in the hadronic interactions and the decay process of charged pions (kaons). The lateral

distribution function has been investigated extensively in literatures. The classical treatment

due to Greisen [54] is still widely used [2,48]. In this model, the lateral density distribution

of muons is expressed in an NKG-like form,

p"(r)=2,r(L5)r(i.5)(^) (ä (1 + ^) •

where rG = 320 m is analogous to the Molière radius.

1.4.3 Observation techniques

A typical air shower induced by a high energetic cosmic-ray particle spreads over a large
distance up to several kilometers. The properties of the primary particle, i.e. the total energy,

incident direction and composition can be estimated through sampling few or all types of the

secondary particles with an array of detectors. The Cherenkov light, fluorescence light and

radio emission produced during the shower development supply additional information, e.g.

for the determination of the primary energy.

Extensive air shower arrays

The shower front is sampled with an array of small detectors (1 - 10 m2) spread over a large
area (104 - IO9 m2) on ground or on top of a mountain. A classical scintillator array samples
the electromagnetic component which is referred as Ne (for example, HEGRA, Tibet ASy,
and the L3+C scintillator array), or the total number of charged particles Nch (for example,
KASCADE and AGASA). AGASA is presently the largest of this type covering an area of

100 km2.

An array of water Cherenkov detectors can measure Nc and /V(l separately. For example,
the surface detector of the Auger Observatory consists of 1600 water-tanks covering an area

of 3000 km2 in Argentina. Data taking has been started with 750 of them since January 2004.

An array of the same size is planned to be built in America for a full-sky coverage [55].

RPCs (Resistive Plate Counters) displayed as a large "carpet" have also been used for the

measurement of Nch of air showers in Tibet [56].
The sampled particle density is fitted to a lateral distribution to estimate the total energy

of the primary cosmic ray. The incident direction is determined with the arrival time of the

shower front, measured over the whole detector area.

Muon tracking detectors

Tracking detectors allow for an improved muon identification and a direct measurement of

the muon direction. Ignoring the marginal effects of multiple Coulomb scattering, the muon
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production height can be determined from the relative muon direction with respect to the

shower axis [49]. An example is the muon tracking detector of the KASCADE experiment.

Deep underground muon detectors like MACRO and SOUDAN detected very high energy
muons which are most likely generated in the first interactions of the air shower and therefore

carry information about the primary cosmic ray [49].

In contrast to other muon tracking detectors, L3+C was located at a shallow depth (30 m

underground in the LEP ring at CERN) and employed a high precision muon chamber system

in a large volume magnetic field. Therefore, the muon momentum could be determined with

high accuracy (see Chapter 3 and Ref. [57,58]).

Cherenkov light observation

High-energy charged particles emit Cherenkov radiation when travelling in a medium with

speed larger than that of light in the same medium. Cherenkov light photons are generated

throughout the cascade development and are strongly forward peaked. It provides a possibil¬

ity of estimating the total energy of the shower and of spying the shower development with

"Cherenkov telescopes" on ground. Examples are Whipple, Cangaroo, MAGIC, H.E.S.S.,

etc.

Fluorescence light observation

The N2 molecules in the atmosphere can be excited by ionising particles and emit fluores¬

cence photons between 3000 and 4000À. The emission is isotropic and therefore can be

measured far away from the shower axis. Examples are Fly's Eye, Hires Fly's Eye, and

the fluorescence telescopes of the Auger observatory. In addition, the EUSO, a space-borne
2.5 m telescope which can observe the fluorescence light over a very large area from above

the atmosphere, has been proposed [59].

Radio emission

The mechanism of the radio emission produced in cosmic-ray air showers was not well under¬

stood for a long time since it was discovered [60] over 30 years ago. In a new approach, the

pulsed radio signal is interpreted as coherent geosynchrotron radiation [61,62] : secondary
electrons and positrons are deflected and separated by the Earth's magnetic field and there¬

fore produce dipole radiation. The coherence effect due to the thin shower front (comparing
to the wavelength of the radio emission) significantly amplifies the signal. Radio emissions

from very high energy cosmic rays can provide calorimetric and high precision directional

measurements with relative low cost antenna arrays and digital electronics. One of the ad¬

vantages of this technique is the high duty cycle compared to the typical duty cycle of 10%

of the fluorescence light observation (due to atmospheric conditions and day/night).
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1.4.4 Air shower simulations

CORSIKA (COsmic Ray Simulation for KAscade) [63-65] is a program for detailed simu¬

lation of extensive air showers initiated by high energy cosmic ray particles. It has become

a standard for general usage, though it was designed for the KASCADE experiment at the

beginning.
The simulation framework includes a description of the Earth atmosphere, electromag¬

netic interactions, particle transport in the atmosphere (effect of multiple scattering and Earth

magnetic field) and interfaces to hadronic interaction models. All decay branches down to

the 1 % level are taken into account in particle decays.
The characteristic of the hadronic interactions involved in the extensive air shower devel¬

opment is the low momentum transfer know as "soft" hadronic interactions. Several models

based on the Gribov-Regge theory of multi-Pomeron exchange can be chosen for hadronic

interaction description at high energies (> 80 GeV): the QGSJET (Quark-Gluon String model

with JETs) [66,67], the VENUS model for Very Energetic NUclear Scattering [68], the DP-

MJET (Dual Parton Model) [69], and the neXus [70]. The minijet model SIBYLL [71] is

also implemented in CORSIKA. A pure phenomenological Monte Carlo (M. C.) generator

HDPM [72] is also provided. Large uncertainties exist presently due to the lack of accelerator

data at the cosmic-ray energies and the very forward region. (A comparison of the models is

available from [73].)

On the other hand for hadronic interactions at low energies, the FLUKA1 code can be

used. Alternative choices are the very slow ultra relativistic quantum molecular dynamics

program UrQMD, and the GHEISHA interaction routines which is now considered out-of-

date.

The electromagnetic interactions are described by the shower program EGS4 or the ana¬

lytical NKG formulae.

An alternative code for more or less the same purpose is the AIRES (AIRshower Extended

Simulations) [75]. In addition, the TARGET 2.2 transport code [76] can be used for muon

and neutrino fluxes prediction.

1.5 Astrophysics and astronomy with cosmic rays

According to the Encyclopedia Britannica [77], astronomy is the science that deals with the

origin, evolution, composition, distance, and motion of all bodies and scattered matter in the

universe. It includes astrophysics, which discusses the physical properties, the interactions,

and structure of all cosmic matter.

Before 1945, optical telescopes were the sole instruments for astronomical observations.

Hereafter, thanks to the new experimental techniques and the space technology, new disci¬

plines of radio, millimetre, infrared, ultraviolet, X- and y-ray astronomies have been carried

'The standalone FLUKA |74J is a generic M. C. simulation package for particle physics and related fi elds

capable of handling hadronic and electromagnetic interactions and particle transport in any material over a wide

energy range. It is only used to describe low-energy hadronic interaction in CORSIKA.
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out. Therefore, we can explore the universe at all electromagnetic wavelengths deep into

space and time. In addition, charged cosmic rays and neutrinos are also important mes¬

sengers of astronomical objects and interstellar media. With particle detectors, which have

already been used in X- and y-ray astronomies, various topics in astronomy and astrophysics
can be studied with cosmic rays. Some hot topics in this new interdisciplinary area are:

• Origin of ultrahigh energy cosmic rays.

• Antimatter in space.

• Dark matter search.

• Neutrino astronomy.

1.6 Summary

Cosmic rays provide a unique opportunity for elementary particle physics, astrophysics and

cosmological studies. The origin of high energy cosmic rays, and several other fundamental

questions are still under investigation.
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Antiprotons in space

The first antimatter particle, the positron, was discovered in cosmic rays in 1932. Later it was

realised that positrons observed at ground level are purely secondary products of air showers

induced by high energy cosmic rays. Antiproton, the second antiparticle with long life time

was discovered at the Berkeley Bevatron in 1955 [78], Antimatter is a fascinating topic in

many research fields and is also one of the most attractive words in science fictions.

The most frequently asked question concerning antimatter is: "is the universe symmetric

with respect to matter and antimatter?" This long-standing fundamental question was first

argued by Dirac when he predicted the existence of a positively charged electron.

"Ifwe accept the view ofcomplete symmetry between positive and negative elec¬

tric charge so far as concerns the fundamental laws of Nature, we must regard
it rather as an accident that the Earth (and presumably the whole Solar system),
contains a preponderance of negative electrons and positive protons. It is quite

possible that for some of the stars it is the other way about, these stars being
built up mainly ofpositrons and negative protons. In fact, there may be half the

stars ofeach kind. The two kinds ofstars would both show exactly the same spec¬

tra, and there would be no way of distinguishing them by present astronomical

methods." (P. A. M. Dirac, Nobel Lecture, 1933)

Extensive observations have confirmed that antimatter (antiprotons and positrons) exists

in the primary cosmic ray flux measured near the Earth, however at a very low flux level.

Studies on the production mechanisms, the propagation from their source to the Earth, and

the existence of heavier antinuclei may eventually answer the exciting questions and provide
a further understanding on various astrophysical and cosmological topics, such as the origin
of the Universe, the existence of dark matter, etc.

This chapter contains a general discussion on the puzzle of the baryon asymmetry of

the Universe, as well as observations and theoretical interpretations about the presence of

antiprotons in the cosmic ray flux.

25
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2.1 Antimatter in the Universe

According to the present cosmological model, the Universe is believed to have originated
from a singularity in an explosion called the "Big Bang". Symmetry between matter and

antimatter should have existed if this explosion was initiated by a fluctuation of the vacuum.

But the present known part of the world consists of matter only. In 1967 Sakharov estab¬

lished three necessary conditions for the evolution of the universe in order to arrive at this

asymmetric situation [79]:

1. An epoch must have existed during which no thermodynamical equilibrium governed
the interactions of particles and radiation.

2. Some CP violating reactions must exist.

3. The conservation of the baryon number should be violated in some elementary reac¬

tions.

The two first conditions may indeed have been fulfilled, since non thermodynamical con¬

ditions may very well have reigned during the expansion and cooling of the early universe,

and CP violating reactions are known to exist (in the K°K° and B°B° systems). The third

point is not yet established, since the baryon number violating process predicted by many

grand unification theories (GUTs), like for instance the proton decay, has not been observed.

Along these line one can e.g. mention the proposed heavy GUT Leptoquarks (X, Y) and Anti-

Leptoquarks (X, Y): At early times (t » IO"35 s) X and X were being produced or annihilated

in thermal equilibrium. At a later time these particles started to decay to quarks and leptons.

The probability for certain decay channels being slightly different, due to the CP violation,

results in a slightly different number of quarks and antiquaries:

T(X -» ql) < T(X -» ql) and F(X -> ql) > T(X -» q q)

As the Universe further cooled down with the expansion, quarks/anti-quarks and leptons/anti-

lepton annihilated to photons, and only a small number of quarks and leptons remained to

create ordinary matter [80].

However, the origin of the baryon asymmetry is still one of the fundamental questions
in modern cosmology. To completely solve this problem precise observations are essential.

Basically, there are two experimental categories:

Indirect evidence: If antimatter exists in the Universe, it may find a way to meet ordinary

matter. The main products of a nucleon-antinucléon annihilation are pions (exactly

equal numbers of jc* and approximately equal numbers of jt°). A typical interaction-

decay scheme is [81 ]

~* 1 ji* -» u± + v(l(Äv); u,* _* e± + ve(ve) + v^v,,)
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All the final products of an annihilation at rest have very similar spectra, extending
from several tens of MeV to several hundred MeV with average energies between

100 MeV and 200 MeV. Due to deflections in the magnetic field and high background,
the positron component of the primary flux at top of the atmosphere cannot be used

for observing a far distant region, where antimatter exists, while the 0.51 MeV Gamma

line may hint to a region where matter-antimatter annihilation exists. The use of ve is

also not easy, because low-energy (< 1 GeV) ve detectors have difficulties to provide
directional information. The y-ray component is the most useful probe for this purpose,

while v(i also eventually provides useful information [81],

Direct search: The detection of a single antihelium nucleus can almost confirm the exis¬

tence of an antimatter source, because such a nucleus is not likely to be produced by

ordinary cosmic rays interacting with interstellar matter. Despite extensive searches,

no antinucleus with atomic number A > 2 has been observed till now [82,83],

But antiprotons have been observed in the cosmic ray flux. However, current data at

low energies (< 50 GeV) are in agreement with a secondary production through the

interaction p + p —» 3p + p and other similar reactions. Furthermore, antiprotons can

be produced by various exotic sources. This topic will be discussed in the following
sections.

While electrons and positrons are produced at known sources and deliver information

through the synchrotron radiation and inverse Compton scattering about the conditions

near the source, they can not travel through interstellar medium without loosing energy
and directional information. Therefore, primary electron and positron observations can

not answer questions related to sources at cosmological distances.

2.2 Antiprotons in cosmic rays: Investigations

Conventionally, a ratio of antiproton to proton flux is reported. In this way various theoretical

and experimental systematic uncertainties can be ignored: 1) the normalisation uncertainty
of the proton flux; 2) the uncertainty of the detector acceptance; 3) the uncertainty due to the

solar modulation [84].

2.2.1 Direct measurement

Various techniques for direct cosmic ray measurements have been described in Section 1.3.

Table 2.1 summarises some direct antiproton observations of the last 30 years.

Cosmic-ray antiprotons were first searched for in nuclear emulsions exposed in balloon

flights from the 1960s to the early 1980s. No candidate had been found with this technique

[107].

The first antiproton events (in the kinetic energy range 4.7 - 11.3 GeV) in cosmic rays

were observed by Golden et al. with a balloon-borne magnetic spectrometer [85,86] in 1979.

One year later, Buffington et al. made a successful observation with a low energy calorimeter
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Table 2.1: Summary of past cosmic-ray antiproton experiments. Each experiment consisted of a

magnetic spectrometer, a TOF system and other subdetectors (if applicable) listed below.

Experiment Flight date
Technique (Besides

spectrometer and TOF)
£kin[GeV] #ofp's

Golden et al [85,86] 1979 gas C, CAL 4.4--13.4 41.5

Buffington et al. [87] 1980 plastic C, image CAL 0.13--0.32 14

LEAP [88] 1987 - 0.12--0.36 0

PBAR [89,90] 1987 - 0.1--1.58 0

MASS91 [91,92] 1991 gas C, image CAL 3.70--24 23.6

IMAX [93] 1992 aerogel C 0.25--3.2 16

BESS [94,95] 1993 - 0.2--0.6 6

CAPRICE [96] 1994 RICH, image CAL 0.6--3.2 9

BESS [97] 1995 - 0.175--1.4 43

BESS [98] 1997 aerogelC 0.175--3.5 415

BESS [99] 1998 aerogelC 0.175--4.2 384

CAPRICE2 [100,101] 1998 RICH, image CAL 3--49 31

AMS-01 [102] 1998 TRD, aerogel C 0.1--5 122

BESS [103] 1999,2000 aerogelC 0.18--4.2 1226

HEATE-pbar[104] 2000 - 4--50 78

BESS-TeV [105] 2002 aerogelC 0.18--4.2 147

BESS-Polar [106] 2004 aerogelC 0.1 --4.2 TBD
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(0.13 - 0.32 GeV) also at the top of the atmosphere [87]. However, various uncertainties

put this low energy measurement in doubt [107]. The other two low energy experiments
LEAP [88] and PBAR [89,90] performed in 1987 did not detect antiprotons. The upper

limits on the antiproton flux derived from these two experiments contradicted the previous
ones.

Since the 1990s, the application of improved magnetic spectrometers, with qualities com¬

parable to accelerator experiments, made more data available and extended the kinetic energy

range up to 50 GeV. The key parameters of these experiments are tabulated in Table. 2.1.

With the next generation of space-borne magnetic spectrometers (see Section 1.3), the

antiproton spectrum may be explored up to about 400 GeV.

2.2.2 An "indirect" measurement

As mentioned in Section 1.4, high energy cosmic rays can only be detected through EAS.

In the present work, the ratio of antiprotons to protons is estimated from the shadowing of

cosmic rays by the Moon. The Earth-Moon system is used as a magnetic spectrometer, and

the Earth atmosphere as part of the detector. The method and the results are discussed in

Chapter 6.

2.2.3 Estimation of the p/p ratio from the muon charge ratio

The muon charge ratio at sea level reflects the mass composition and the charge sign of the

primary cosmic rays. The ratio of p,+ to p" has been measured by many experiments from

a few GeV to a few TeV. The average charge ratio for vertical incident muons between 20

and 500 GeV, measured by the L3+C experiment is 1.285 ± 0.003(stat.) ± 0.019(syst.) [58].
This value mainly corresponds to primary protons and helium nuclei. The p+/p~ charge ratio

induced by primary antiprotons (and antihelium) is expected to have an inversed value of

~ 1/1.3. Therefore, the fraction of the antiprotons in the primary cosmic ray flux can be

derived from a comparison between data and calculations.

This has been examined in [108]. The derived upper limits (at 67% confidence level, but

with large systematic uncertainties) for the p/p ratio are 7%, 17%, 10% and 14% respectively
for the energy ranges 0.1 to 0.2 TeV, 1.0 to 1.5 TeV, 10 to 15 TeV, and > 30 TeV. Large
uncertainties are unavoidable even with nowadays more precise measurements of the p+/p"
value. The uncertainties are due to the difficult cascade calculations: 1) the input primary

composition is quite uncertain at high energies; 2) the high energy hadronic interactions are

not well known. At present, all the hadronic models even failed to reproduce correctly the

muon spectrum measured by the L3+C experiment [109] and the Cosmo-ALEPH experiment

[110].
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Figure 2.1: Modulated antiproton fux at the top of the atmosphere (reprinted from [115]). The solid

(dashed) lines correspond to the single p p -» p X without (with) the NAR contribution [115]. Dotted

lines represent calculations with the DTUNUC program [113]. (See Table 2.1 for references of the

experiments.)

2.3 Antiprotons in cosmic rays: Interpretations

The antiproton flux from direct measurements can be well explained as being composed

by secondaries produced in interactions of cosmic rays with the interstellar medium. This

process is dominated by cosmic-ray protons colliding with interstellar atoms [111,112],

p + N -» p + X.

Due to baryon number conservation, at least three other nucléons should be produced as well,

and therefore the energy threshold of this process is 7mp. This determines the spectrum of

secondary antiprotons peaking at about 2 GeV and decreasing sharply toward lower energies.
This is a unique characteristic, distinguishing it from other cosmic-ray elements [113]. In

the low energy region, large uncertainties exist in predictions due to the complexity of pro¬

duction and propagation. At high energies, the secondary flux can be predicted precisely.
Current models agree well with each other. But some uncertainties can be attributed to [114]:

1) different models of the cosmic-ray spectrum at the production site; 2) propagation of cos¬

mic rays in the Galaxy; 3) incomplete knowledge of the interaction and the scattering of high

energy particles; 4) solar modulation. Figure 2.1 presents the antiproton flux at the top of the

atmosphere (TOA) as measured by experiments since 1990 and compared with the predicted

secondary antiproton fluxes from two recent calculations.

In addition to secondary production and to a potential extra-Galactic origin, there are two
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other possible (exotic) sources of primary antiprotons to be mentioned:

• Neutralino annihilations, a possible signature of dark matter. Equal amounts of matter

and antimatter is produced in Neutralino annihilations. In some scenarios, such as a

clumpy halo distribution of dark matter [116], these annihilations can provide a p/p
ratio up to the % level in the TeV range [112, 117]. This fact represents the main

physics motivation of the present work!

• Evaporation of Primordial Black Holes (PBH). Small black holes could have formed

in the early universe and should still continue to evaporate and produce all kinds of

particles. However, the predicted antiproton flux at high energies is much too low [118]
to be observed by L3+C within the two years of data taking and it's acceptance.

2.4 Previous L3+C result and the present work

The L3+C collaboration has performed and published an antiproton search using the Moon

shadow method [119,120]. My main contribution to this first analysis was on the angular
resolution determination and the M.C. simulation with CORSIKA [117,121].

No evidence was found of antiprotons around 1 TeV and an upper limit of the antiproton
to proton ratio of 0.11 (90% C.L.) was set. Figure 2.2 shows the first result and compares the

L3+C result to direct measurements from other "low" energy experiments. In this analysis
however, only 1/3 of the collected data, which were considered to have better quality than the

rest, were used. Since the statistics is very critical, an independent analysis has been under

taken in this present work, with the whole data set as well as with a lower muon momentum

threshold.
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Chapter 3

The L3+C experiment

L3 [122] was one of the four large detectors installed at the Large Electron Positron collider

(LEP) at CERN, Geneva, which was designed to perform precision measurements of elec¬

trons, photons, hadrons and muons produced in electron positron collisions at centre-of-mass

energies up to 209 GeV.

Like all other ground level or under ground particle detectors, the L3 detector was exposed
to the cosmic muon flux during its entire life time. Cosmic ray events were of no interest

for accelerator particle physics studies, except for detector calibrations, and were efficiently
rejected by the tight time window of the beam crossing signal and by a requested particular
track pattern. However, these "background" events could also well be collected, thanks to a

different trigger, to study various topics on astroparticle physics [123-125],
The cosmic ray version of L3, the L3+C experiment (proposed in 1987) came into oper¬

ation just two years before the LEP shutdown in November 2000.

During the yearly LEP maintenance time between 1997 and 1998, some additional de¬

tectors and an independent data acquisition (DAQ) system were installed (phase I). Data col¬

lected during 1998 were only used for detector performance studies and optimisations [126].
Just before LEP started the physics run again in April 1999, L3+C was able to upgrade to

phase II and start to collect cosmic muons with the fully integrated DAQ system.
The experimental setup of the L3+C experiment, as well as the event reconstruction and

the simulation principle will be described in this chapter. A short list of different physics

topics will also be included.

3.1 Location and environment

The L3+C detector was located near Geneva airport at the foot of the Jura Mountains. The

longitude and latitude were 6°0ri7" E and 46°15'06" N, respectively. The surface altitude

was 449 m above sea level. Figure 3.1 shows the location of L3 as well as other detectors at

LEP. The L3 coordinate system is also indicated in this figure. The L3 axis (z-direction) is

inclined by 1.39% with respect to the ground level.

The L3 detector was installed 51 m underground, covered by molasse with a minimum

33
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Figure 3.1: Location of L3 and other detectors at LEP. x, z are the two components of the L3 coordi¬

nate system within the LEP plane. The y-axis (not shown) is perpendicular to the x - z plane.

thickness of 28.75 m. Three access shafts were established around the detector for installation

and maintenance. Figure 3.2 shows the detector and its environment.

3.2 The experimental setup

As shown in Figure 3.3, from the centre point outwards, the L3 detector consisted of a silicon

microvertex detector, a time expansion chamber, an electromagnetic calorimeter, scintillator

counters, active leads rings, luminosity monitor, very small angle tagger, hadronic calorime¬

ter, barrel and forward-backward muon chambers. The outermost layer was a 78001 magnet
coil and return yoke. The magnet current was 30 kA which provided a 0.5 T field parallel to

the detector axis (z-axis).

For L3+C, only the barrel muon chambers were used, all the inner detectors represent¬

ing passive absorbers. In addition, 202 m2 plastic scintillator modules (called SCNT in the

following) were installed outside of the magnet to provide precise timing information for the

TDCs of the drift chambers to record the time of the randomly arriving cosmic-ray muons.

To estimate the energy and the core position of the air shower associated with the detected
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Figure 3.2: The L3+C detector and its environment including the cavern, the surface building and the

three access shafts.

muons, an air shower array was mounted on the roof of the surface building.

3.2.1 The L3 muon detector

The L3 muon detector [122,127-130] was designed to measure particularly well muons pro¬
duced in e+e" collisions. The basic concept was to sample the muon tracks with drift cham¬

bers at three levels in a magnetic field and then to calculate their momentum from the curva¬

ture. For an ideal circular motion with a small deflection, the problem could be simplified to
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Figure 3.3: The L3 detector and the ^-scintillator of L3+C covering the 3 upper sides of the magnet.
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Figure 3.4: The principle of the momentum measurement (Sagitta S).

the measurement of the sagitta s, which is illustrated in Figure 3.4:

eBL2

Sp
' (3.1)

where e is the unit elementary charge, p is the muon momentum component perpendicular
to the magnetic field, L is the length of the interconnecting line (the lever arm) and B is the

magnetic field. To achieve a good momentum resolution with a given precision of the sagitta
measurement, a large BL2 is required.

L3 chose to use a B field of 0.5 T with a long bending path (2.9 m). This is obviously
more efficient than a strong B field and a small length L.

The L3 muon detector was made up of two Ferris wheels (Figure 3.5), each of them



3.2. The experimental setup 37

Figure 3.5: Schematic view of the structure of the L3 muon detector.

consisted of eight independent muon chamber units (octants) which were arranged in an

octagon. Each octant, consisted of three chamber layers with wires parallel to the beam line:

the outer chambers (MO), middle chambers (MM) and inner chambers (MI). These chambers

were used to measure the muon track coordinates in the bending plane, and are therefore

named P-chambers. The top and bottom sides of MO and MI were covered by other drift

chambers (called Z-chambers) with wires perpendicular to the beam line in order to measure

the coordinates in the z direction. All chambers were covered with aluminium honeycomb

planes to reduce multiple scattering.

Figure 3.6 shows the end view of the P-chamber layers of one octant. The single wire

resolution was designed to be cr = 250 pm. The total measurement uncertainty was reduced

thanks to the multiple sampling with 16, 24 and 16 signal wires in MI, MM, and MO respec¬

tively. The uncertainty of the sagitta s was therefore calculated to be

Ai' = (62/4 + 2 + e32/4)3 = 0.27cr,

where e3 = e\ = cr/ VÏ6, e2 = er/ V24.
The single wire resolution had been verified with cosmic ray muon tracks to be 220 pm.

Therefore, the intrinsic sagitta resolution was

Asc = 60 pm.

Each Z-chamber unit which covered the top and the bottom of a MO or MI P-chamber

had two layers of single-wire cells offset by one half of a cell with respect to each other in
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Figure 3.6: End view of the three P-chamber layers and wires in one octant, with a schematic view of

the alignment system and a detail of the middle chamber.

order to resolve left-right ambiguities. The measured single wire resolution in this case was

~ 670 pm [131].

Besides of the intrinsic resolution of the drift chamber TDCs and the multiple scattering,
another major contribution to the uncertainty of the sagitta measurement is the alignment of

the chambers. Very careful alignments were performed for chambers within one octant with a

complex optical and mechanical system. The achieved alignment was of the order of 30 pm.

The alignment between octants was not critical for the L3 experiment, since most muons

produced in the e+e" collisions emerged from the vertex point were confined within one

octant only. Therefore, the positioning accuracy of an octant relative to the beam line (of the

order 2 mm) was not essential (the impact on L3+C, will be discussed in the next chapter).
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Figuie 3.7: Picture of the L3+C detector system. The scintillator modules on top ol the magnet were

organised in different ways because of the existing environmental conditions. The muon chambers

also can be seen from the opened iron doors in the foreground of the picture.

3.2.2 The t0 detector

To provide a precise measurement of the muon arrival time (/<>) for the drift chambers, a

scintillation detector system based on small plastic scintillator pieces and fast photomultiplier
tubs (PMT) was developed L'32J. As shown in Figure 3.7 the upper three octants were

covered with 202 nr plastic scintillators (48 nr of them were old, reused NE 102 tiles, while

the rest consisted of new material from Ukraine).

Figure 3.8 demonstrates the concept of the scintillator modules. Each tile of si/.e 25 x

25 x2cm' was machined with eight grooves. A wavelength shifting fibre of 1.5 mm diameter

and 30 cm length was glued in each of them. These fibres were connected by a 1.8 m clear

optical fibre at one end while the other ends were clad with aluminium to reflect the collected

photons. After being sealed in black paper, 16 tiles were packed together and covered by

a 1 mm aluminium foil creating a cassette measuring 1.0 m by 1.2 m. The additional space

(0.2 X 1.0 nr) was reserved to arrange the fibres. The fibres were divided into two groups and

fed out from the cassette. The two bunches of fibres, called "left" and "right" respectively,
were glued together at the end and put into a small plastic tube with a shape of one-sixth of

a cylinder. Six cassettes formed a scintillator module with dimension of 3 m by 2 m. The

cassettes were carefully aligned to make sure that the effective area did not overlap. Finally,

the left bunch and right bunch fibres were connected separately to two fast PMTs.

Such a configuration improves the time resolution of the total detector which only depends
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(a) A 25x25x2cm3 scintillator tile with (b) A cassette consisting of 16 tiles

two groups of fi bres

(c) A full size module of 6 m2 with two photomultiplier tubes

Figure 3.8: The fn-detector.

on the size of the tile and the quality of the fibres. A coincidence window of 15 ns between

the two PMTs significantly reduced the thermal noise and allowed for an operation with very

low-amplitude light signals.

The selected PMT (Philips XP2020, 5 cm diameter) is a 12 stage high performance tube

with a rise time of about 1.5 ns and a signal transit time distribution of 0.25 ns [133]. The high
voltage (HV) of each PMT was adjusted individually around the nominal value of 2500 V,

compromising between efficiency and noise level. The output signals were transmitted to

the electronics room, amplified and discriminated to provide inputs for the trigger decision.

The PMTs were shielded by iron tubes with p-metal layers inside, since the PMTs are very

sensitive to magnetic fields, even to the geomagnetic field (47 pT at the L3+C site [134]).
The leakage B field of the solenoid near the PMTs position was measured to be less than 150

Gauss.

All modules were tested with cosmic muons before installation, and quick tests were also

performed after installation on top of the magnet. The average time resolution was found to be

1.8 ns, and the average efficiency to be 96.3% [132], The performance was also continuously
monitored during data taking, and this will be described briefly in Section 4.4.2.
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Figuie 3 9- Air shower array mounted on the rool of the surface building

3.2.3 The air shower array

The small air shower array, which consisted of 47 scintillator modules arranged in six rows,

was located on the roof of the surface building above the L3+C muon detector (see Figure
3.2 and the photo in Figure 3.9). A module was made of two pieces of plastic of size 50 x

50 x 1 cm '. Each piece was viewed by one or two PMTs through 16 grooved-in wavelength-
shifting fibres. The second PMTs, which only equipped 12 modules, were operated at a lower

gain to achieve a larger dynamic range.

An independent DAQ system was attached to the air shower array. A trigger signal fired

when at least one module gave a signal above threshold in each of three adjacent rows. Ran¬

dom trigger signals were fired every 10s from a local oscillator and every minute from the

GPS clock for pedestal measurements. Both the PMT pulse height and the signal time were

recorded with each trigger. Signals from the 12 low-gain PMTs were not included in the

trigger decision, and only their arrival time were recorded.

The trigger signal was cross linked with the L3+C muon trigger system. A trigger time

was recorded in the other system if it fell into the others trigger window. GPS time tags were

also used for the time coincidence check.

The direction of the shower axis was reconstructed through the time distribution of scin¬

tillator signals and the shower size was estimated with a fit to the NKG function (11).
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Figure 3.10: Scheme of the data acquisition system.

An analysis [135] shows that the shape of the observed shower size distribution agrees

with known data. The multiplicity and pseudorapidity distributions of muons with energies
above 15 GeV have been measured as function of the shower size.

The air shower array continued to run after the L3+C experiment was officially shutdown

in November, 2000. The air shower data will not be used in this study and will be ignored
from now on.

3.2.4 The data acquisition system

Obviously, the trigger criteria of L3+C should be different from L3. Therefore, in order to

perform an independent data taking, a new DAQ system had to be developed [132]. Fig¬
ure 3.10 shows a schematic view of the DAQ system.

In the L3 configuration, the 25 x 103 channels of drift chamber signals were carried to

amplifiers, installed in the gap between master and slave chambers. After discrimination, the

signals were sent to FASTBUS TDC modules for digitisation. The same signals were also

guided to a muon personality card (MPC) installed at the rear side of the FASTBUS crate

to transmit the signals to the L3 muon trigger. The MPC cards were replaced with a cosmic

personality card (CPC) [136], in which the original MPC logic was kept, while a new logic
was inserted.

On each CPC card, 96 input channels were distributed to three 32-channel, 21-bit TDC

chips [137] running at 40 MHz external clock frequency. The time resolution was further
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Table 3.1: The 12 CTT trigger classes. Triplet, doublet and singlet represent three, two or one chamber

layers in the same octant having majority signals. The defi nition of class 8 and 9 were changed in 2000,

so that the trigger effi ciency could be measured directly.

Class Description

1 Triplet in any octant with a scintillator hit

2 Triplet in octant 0 or 4 without scintillator hit

3 Triplet in octants 1, 2 or 3 without scintillator hit

4 Triplet in octants 5, 6 or 7 without scintillator hit

5 Three singlets in adjacent octants with a scintillator hit

6 Two doublets with a scintillator hit

7 Doublet and two singlets with a scintillator hit

8 Doublet and singlet with a scintillator hit (1999)

Two or more F-chamber planes (2000)

9 Doublet with scintillator hit (1999)

Three or more P-chamber planes (2000)

10 Triplet and at least one singlet (no scintillator requirement)
11 Five P-chambers (no scintillator requirement)
12 Six or more /"-chambers (no scintillator requirement)

improved by a 32-element delay locked loop (DLL) to §| ns bin size.

The relative time of all signals appearing at the input of the TDCs were automatically

converted to 32-bit (21 bits for the time, 5 bits for the channel number, and 6 bits reserved)

data-words and stored in the corresponding channel's on-chip 256-word deep event-buffer.

Events which matched the external trigger were read out through a 32-word FIFO by the

CPC readout controller and sent to the NIMROD (see below) via two pairs of low voltage

differential signal (LVDS) drivers.

In addition, a majority-logic was integrated to the CPC card. Every 200 ns, the number

of wire channels which had a signal longer than 15 ns in a moving 1.2 ps time window was

registered. If it exceeded the programmable threshold, which was set to 8 wires, a majority

signal was fired. All the majority signals from the same muon chamber layer were 'OR'ed

together. Therefore, there were 24 majority signals in total, which were used for the trigger

decision.

Up to 16 CPC cards were connected to a readout module called NIMROD [138] via the

FELinks (Front-End Links). A NIMROD combined the data from CPCs to a NIMROD block

and made it available to the VME bus. The trigger and clock signals provided by the CTT

(see below) module were also distributed to CPCs via the NIMRODs.

The 24 majority signals from the muon chambers together with the ORed scintillator hit

signal were sent to the cosmic trigger and timing module (CTT) [139]. Twelve pre-scalable

trigger classes were programmed in the trigger logic. Table 3.1 describes the requirement
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for each class. Class 1 events were considered to be golden events, from which a good

momentum measurement could be obtained out of muon hits within one octant and a precise

to time. Events fulfilling classes 5,6,7 and 8 crossed more than one octant. These events, with

a reduced momentum resolution, were also reconstructed for physics topics demanding large

statistics. With the classes 3, 4, 5, 6, 7, 8 and 9, the trigger-, muon chamber- and scintillator-

efficiencies could be determined directly from the data. Moreover, special classes (10, 11 and

12) were implemented for the search of exotic events exhibiting a special topological pattern

in the detector.

To provide absolute timing for the L3+C events, a GPS receiver was connected to the

DAQ system through a VME module (GPSTIM). The GPSTIM module also provided a stable

40 MHz clock for the system.

The DAQ system was controlled by a VME controller (MVME 2600, Lynx OS). Events

were created from NIMROD blocks and send to the online computer (HP B132 workstation)

via a fast Ethernet connection. The HP workstation was the master controller of the system,

where various run control-, database- and monitor-processes were executed. From there,

the events were written to disk files and finally sent to the central data recording (CDR)

system through the network for permanent storage. A typical RUN lasted about 20 minutes

with a maximum file size of 500 MB. Runs could be stopped before reaching the set limit, if

hardware problems, high background, crashing computer processes, or artificial interventions

occurred. Figure 3.11 describes the L3+C network layout for data handling, in which the

offline computing facility is also included. Figure 3.12 is a simplified schematic view of the

data flow.

3.3 Event reconstruction

In principle the reconstructed momenta and directions, the recorded arrival time of muons,

as well as the efficiency and acceptance of the detector are sufficient for most of the physics

topics listed in Section 3.5. However, in the raw data, only the relative time of a series of

discrete muon 'hits' along the muon trajectory were recorded as well as the absolute time

of the occurrence of the event [140], A muon may produce 30-100 'good' hits in the drift

chambers mixed with noise hits. In order to reconstruct good tracks from the raw hits, a

sophisticated software package was developed which took the material and geometry of the

detector, various calibrations, backgrounds etc. into account.

An Ntuple1 file for each raw data file is produced after the event reconstruction. Besides

the necessary physics information, a set of variables representing the quality of each event

is also included in these Ntuple files. Therefore, 'good' events can be selected according to

different aspects.

The data production was started with a preliminary version of the program as soon as the

raw data were available. During the extensive development of the offline software, several

1
According to Ref. [ 141 ], an Ntuple is a set of events, where for each event the value of a number of variables

is recorded. An Ntuple can be viewed as a table with each row corresponding to one event and each column

corresponding to given variable.
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Figure 3.13: Modelling of the L3+C detector and its surroundings with GEANT3.

versions of Ntuple data were produced. There are two major branches of the software, one is

called the "standard version" which reconstructs only events of class 1 C— 1/3 of all events)

with the best momentum resolution, while the other one is named "cross octant version"

including as many events as possible.

3.3.1 Modelling of the detector and its surroundings

The detector and its overburden is implemented in the form of the GEANT [142] structure as

shown in Figure 3.13. The main volumes used in the reconstruction program as well as the

simulation program (see Section 3.4) are [143,144]:

MBAR: The MBAR volume contains the barrel part of the L3 muon chamber system. It

is an octagonally shaped cylinder with a coaxial octagonally shaped hole, where the

z-axis is the symmetry axis. The outside boundary is located between the MO chamber

and the cooling circuit of the coil, while the inside boundary is between the Ml chamber

and the support tube. The two ends are flat and located between the chambers and the

magnet doors.

LEP3: The LEP3 volume contains the entire detector. It is also an octagonally shaped

cylinder. Its radius was increased to allow for the scintillator volumes on top of the

magnet.
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MOMO: The molasse layer with shafts. The composition of the overburden above L3

is well known. The overall average density and radiation length are 2.4 gem"3 and

26.5 gem"2 respectively.

SURF: The surface layer.

3.3.2 The "standard" reconstruction program

The reconstruction program was inherited from the L3 muon reconstruction program with a

new TOF calculation and many other modifications [57,131,143,145].

The main steps to reconstruct muon tracks from the raw data are:

Pre-selection: Only events labelled as class 1 are selected in this approach. The time dif¬

ferences between signals from the two PMTs are also required to be less than 15 ns.

Hit position determination: All TDC times are corrected for time offsets induced by dif¬

ferent read out cable lengths and internal delays of the electronics. The drift time is

obtained by subtracting the scintillator time from the wire-signal time. The hit posi¬

tions are determined according to the cell map [146]. As shown in Figure 3.14, each hit

position comes with an ambiguous hit, since the sense wires have no means to deter¬

mine whether the hits are from the left or right side. For the Z-chambers, this problem

is solved thanks to the relative position of the two layers of Z-chambers, shifted hor¬

izontally by 1/2 cell. For the P-chambers, however, the same problem can only be

solved in the further three-dimensional (3D) fit phase.

Pattern recognition (2D segment fits within a chamber): In the xy-plane, all possible hit

pairs are connected by straight lines. Then these lines are grouped together according

to their angles and distances to form P-segment candidates. The candidates with more

than five hits are fitted with a fast nonlinear least-square based circle-fit algorithm [ 147]

and good combinations are recognised as segments for further processing. In this phase,

each P-segment is accompanied with an ambiguous segment. Meanwhile, in the yz-

plane, all hit combinations with more than two hits inside a Z-chamber are fitted with a

straight line and the combination with the best^2 and largest number of hits is accepted

as a Z-segment.

Sub-track finding (3D fits within an octant): The P-segments and Z-segments survived

the pattern recognition phase are combined to form a 3D sub-track within one octant

and fitted with a circle. An iterative fit is required to take into account the corrections

based on the position of the scintillator hit, the time of flight from the scintillator to

the muon chambers, the alignment corrections, the gravitational force induced bending

of the P-chamber sense wires and the pulse propagation time of the P-chamber signal

along the z-direction. Ambiguous P-segments are rejected on the reduced circles-fit
and the requirement of a maximum number of P-segments.
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(a) P-segment (in xy-plane) (b) Z-segment (in yz-plane)

Figure 3.14: View of track segments in P-chamber and Z-chamber [57]. The segments are denoted by

the solid line. In P-chambers, the dashed lines denote the ambiguous segments which can be identifi ed

only in the 3D fi t phase. On the other hand, for the Z-chambers, ambiguous segments can be resolved

directly.

Swimfit: In order to further improve the track accuracy, GEANE [148] is employed to

trace the muons step by step ("swim") through the inhomogeneous magnetic field and

materials inside the detector. This is the so called "swimfit" phase, and the track is no

longer an ideal helix.

Sub-track matching: Sub-tracks in the opposite octants are matched to a single muon track

if the matching^2 is below a predefined threshold. Unmatched sub-tracks are also kept

as tracks. The momenta and directions of all tracks are back-tracked to the boundary

of the LEP3 volume and their values are stored in the Ntuple file. If the back-tracking

failed, the values at the MBAR volume are calculated and stored.

Back-tracking to the surface: Again the GEANE code is used to back-track the recon¬

structed muon tracks to the surface level. The energy loss, multiple scattering and

deflection in the magnetic field are taken into account within the MOMO volume.

3.3.3 Cross-octant reconstruction

In the "standard" version, a sub-track is limited to one octant to have better momentum res¬

olution. Therefore, only class 1 events containing 1/3 of the total recorded data could be

reconstructed. (For the precision measurement of the muon spectrum, the muon track has

been fitted across two opposite octants in order to get an improved momentum determina¬

tion)
Since the inter-octant alignment can be obtained directly from the L3+C data [149], muon
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tracks crossing neighbouring octants can also be reconstructed. A dedicated cross-octant

(XO) version of the reconstruction program has been developed [150-152]. The major dif¬

ferences compared to the standard version are:

• The pattern recognition is performed in the whole detector instead of only in one octant.

• The swimfit is also performed in the whole detector.

• Furthermore, the XO version is optimised for multi-muon event reconstruction.

3.4 Detector simulation

Nowadays, Monte Carlo (M.C.) techniques are essential tools for almost all experimental
sciences. They play a key role in detector design, optimisation and performance studies,

testing and verifying analysis programs as well as the interpretation of the experimental data.

The simulation with the L3+C detector and its surroundings will be briefly described in this

section.

The L3+C simulation program and the reconstruction program described in the previous
section are major components of the L3+C offline computing package. The codes for detector

and magnetic field description are shared between them.

3.4.1 Input interface

The input of muon events proceeds event by event via a binary data file which includes the

directions, momenta and charges of muons at the surface level. The detailed data format

can be found in [153], A dedicated program used to produce such data file is usually called

a generator. A generator can be very simple, for instance, generating single muon events

with fixed direction and fixed momentum. On the other hand, a generator can also be very

complicated, like for instance, when generating muons induced by primary particles.

L3+C has developed a general muon event generator called L3CGEN [144,145]. It is a

parameterisation of the output of a detailed air shower simulation with CORSIKA [63] which

allows to efficiently generating muons at surface level.

To track the Moon along its trajectory and to study the shadowing effect, the latest COR¬

SIKA version is directly used in this study with a customised primary event generator (see

Section 6.3).

3.4.2 Muon tracking and simulation of interactions

In this simulation, GEANT3 [142] is used to track muons through the molasse layer (vol¬

ume MOMO) and the detector itself (volume LEP3). Interactions with the active part of the

detector are recorded in the same way as for the raw data.
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3.4.3 The generic M.C. production

The simulated events are reconstructed by the same reconstruction program as used for the

raw data and written to Ntuple files. Ten times the number of real events has been simu¬

lated with the L3CGEN. These M.C. data are mainly used to study the efficiency and the

acceptance of the detector as well as the absolute atmospheric muon flux.

3.5 Physics topics

Besides of the antiproton search, which is the main topic of the present work, various physics

topics have been or are being studied using the L3+C data set [154,155]. A brief description
is given in this section.

Atmospheric muon spectrum

The atmospheric muon flux (absolute or relative) has been measured with various experi¬
mental techniques for more than five decades. However, there were large discrepancies (up
to 25% below 1 TeV [156]) between the results of different experiments.

The L3+C collaboration measured the absolute atmospheric muon flux between 20 and

3000 GeV for zenith angles ranging from 0° to 58° with a precision of 2.3% (total error)

at 150 GeV in the vertical direction [57,58]. Figure 3.15 shows the L3+C vertical muon

spectrum and compares to previous direct measurements. In addition, the ratio of positive
to negative muons was estimated to be 1.285 ± 0.003(stat.) + 0.019(syst.) also for vertical

incidence and between 20 and 500 GeV.

This precise measurement provides constrains on the atmospheric neutrino flux calcula¬

tion due to the fact that muon neutrinos and muons are the two decay products of mainly

pions and kaons. The v^- and vH- flux is relevant for neutrino oscillation studies and for

neutrino astronomy experiments.

Point sources

The high duty cycle allowed the L3+C collaboration to perform a sky survey of the northern

hemisphere 24 hours a day by monitoring muon events, as well as from known sources of

gamma rays and other neutral particles. Due to the short data taking period and the fact that

primary y's produce much fewer muons than protons, no constant signal from sources was ex¬

pected to be observed. However, flaring type sources were searched for in the data with differ¬

ent techniques [145,157,158]. A TeV gamma-ray source candidate signal (with characteristic

properties different from statistical fluctuations) has been found at R.A. of (172.53 ± 0.17)°

and declination of (-1.19 ± 0.17)° with a chance occurrence of 2.3 • 10~3 [158,159],
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Figure 3.15: The L3+C vertical muon spectrum compared to previous direct measurements providing
an absolute fux normalisation [58], All data are extrapolated to sea level.

Gamma-ray bursts (GRB)

Eight GRBs from the BATSE catalogue, which fell into L3+C's time window and the field

of view, have been investigated. No evidence of high energy signals from these GRBs was

found [160],

Cosmic ray composition in the knee region

The cosmic ray composition in the knee region could be investigated by measuring the mul¬

tiplicity as a function of the muon energy and the shower size thanks to the air shower scin¬

tillator array [161]. The "cross-octant" version of the L3+C reconstruction program is able

to process multiple muon events with multiplicities up to 50 [162].

Solar flare signals

The solar flare of the 14th of July 2000 has been extensively studied with the L3+C muon data

[163-165]. A 4.2 cr excess of muons with energies between 15 and 25 GeV in a particular sky
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region was observed within a time interval of 18 minutes starting from the time when the X-

ray flux of the solar flare reached a maximum. Taking into account the trial numbers involved

in the search, the probability of finding such an excess due to a background fluctuation is

about 1%.

Exotic events

Some unusual events observed in the Kolar Gold Field experiment, the LVD detector in

the Gran Sasso tunnel and the Yunnan cloud chamber could not be interpreted with present

knowledges. The L3+C experiment is capable to search for "Kolar-like" events which have

two or three tracks with large momenta, a large opening angle between them, and a vertex

in the air near the detector [166]. Such events are likely to be explained as the observation

of unstable particles with large mass and low velocities. Besides searching for patterns of

the decay products, another on-going approach is to search for low velocity particles directly
with a special TOF algorithm [167].



Chapter 4

Detector performance and data selection

As described in the previous chapter, L3+C is a complex detector. There were many inter¬

ferences during data taking, such as LEP noise, various detector and electronics problems,
and artificial interventions. The status of the data taking had been monitored and evaluated

for different aspects, i.e. the online database [168], the online logbook [169], and offline data

quality checks [170-173].

In this chapter, the performance of the L3+C detector and the stability of the data taking
is discussed. The data selection is described at the run- and event-level respectively. The

goal is to select muon events with good angular resolution while keeping as many events as

possible. Both items are essential for the Moon shadow analysis.

4.1 Data taking

After the test runs taken in the year 1998, the data taking was performed between May 3 and

November 9 in 1999, and between March 31 and November 13 in 2000. About 12 billion

muon events corresponding to 12 TB of data were collected in parallel with the LEP physics

runs during these two years (Figure 4.1).

A large amount of interventions and optimisations were performed to the detector and the

DAQ system before the 15th of July 1999. Therefore, data collected during this period are

not suitable for any physics study. A summary of the reconstructed runs in the stable period
is listed in Table 4.1. The average experimental trigger rate was 436.4 Hz (418.0 Hz) in 1999

(2000). The difference was due to changes in the trigger class settings (see Table 3.1). The

overall performance of the data taking was increased with less down time in the second year

thanks to optimisations applied to the online system based on the experiences gained from

the previous year.

There were gaps between runs with a typical length of a few tenths of seconds (see Fig¬
ure 4.2). The recovery time was necessary to update the online database (i.e. status of the

detector, DAQ system, environment, etc), and to initialise or reset the DAQ system. Since

the data-taking had to be stopped when the L3 magnetic field was switched off during LEP

maintenance, longer gaps, up to one or two days also existed.

53
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Figure 4.1: Number of collected events as a function of data taking days in the year 1999 and 2000.

The data taking started on May 3 in 1999 and March 31 in 2000 respectively.

Table 4.1 : The selected data taking periods.

Year 1999 2000

Period

Total run duration [days]
Total live time [days]
Time between runs (gaps) [days]
Number of runs

Number of events [x 109]

Experimental trigger rate [Hz]

Corrected trigger rate [Hz]

15 Jul.-9 Nov. 31 Mar.

82.9 189.0

81.3 186.4

34.3 38.3

18321 16863

3.125 6.825

436.4 418.0

445.0 423.8

13 Nov.
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Figure 4.2: Distribution of time between mns during the 1999-2000 data taking period (see Table

4.1).

4.2 Run selection

In order to keep the statistics as large as possible, only very loose cuts are applied at the run

level:

As described in Section 3.2.4, a typical run lasted about 20 minutes. However, many runs

were stopped before reaching this limit due to different reasons. Normally, the data quality
is not affected, for example, if it was caused by a crashed computer process. Therefore, only
runs with live-time less than 20 s are excluded from the analysis.

During some runs, the magnet current was switched off or degraded. These runs are

removed according to the list from [170].

As shown in Figure 4.3, the distributions of live-time to real-time ratio in both years are

sharply peaked at about 98%. A small live/real ratio indicates more dead time which is an

effect of high background. The ratio is required to be larger than 95% which corresponds to

an average dead time of 100 ps for a trigger rate of 500 Hz.

On the other hand, the trigger rate distribution is peaked at 446.8 Hz (418.8 Hz) in 1999

(2000) (Figure 4.4). Runs with abnormal rates (< 400 Hz or > 600 Hz) are removed.

Since double muon events are used for the angular resolution study (see Chapter 5), the

ratio of double muon events to single muon events, which is expected to be a constant, is also

used as a selection critérium. As shown in Figure 4.5 the distribution of the ratio has sharp

peaks at 0.023 (0.026) respectively in 1999 (2000). The slightly better performance leads to

increased efficiency for the double muon reconstruction in 2000. The deviation of the double

muon to single muon ratio from the most probable value (MPV) is required to be less than
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Figure 4.5: Ratio of double muon events to single muon events.

Table 4.2: Run-level selection criteria and the number (fraction) of runs, events and live-time days that

satisfi es the requirement. See the text for explanation.

Requirement #runs # events [x 109] Live-time [days]

riive > 20 s

Stable magnetic field

am: > 0,95
real

Trigger rate (400-600/s)

All above requirements

33916 (96.4%)
35062 (99.7%)

31838(90.5%)

32715(93.0%)

33436 (95.0%)

30320 (86.2%)

9.94 (99.9%)
9.92 (99.7%)

9.74 (97.9%)

9.62 (96.7%)
9.50 (95.5%)

9.34 (93.9%)

267.5 (99.95%)

266.9 (99.7%)

263.2 (98.3%)

255.1 (95.3%)
252.2 (94.2%)

248.5 (92.8%)

four standard deviation.

The requirements and the selection results are summarised in Table 4.2. In total, 30320

runs corresponding to 9.34 x IO9 triggers and 248.5 days of live-time passed all the cuts.
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4.3 Event selection

The selection at the event level is based on a subset of the quality variables available in the

Ntuples [174]. A good event must satisfy all the following requirements:

• Only one track (successfully back-tracked to surface). Events with two muon tracks are

also selected separately for the DAQ status monitoring and angular resolution study.

• A hit should be recorded in the scintillator module traversed by the muon. This is

essential to have a good timing information.

• Each muon track contains at least three P-segments. To obtain an accurate sagitta of a

track for the momentum calculation, three segments are the minimum.

• Each muon track contains at least two Z-segments. One Z-segment alone could deter¬

mine the direction component along the non-bending axis, however, with unacceptable
uncertainties.

• The swimfit succeeded. The energy loss of a muon propagating through inhomoge-
neous material and magnetic field is taken into account in the swimfit. Therefore,

better momentum and angular resolution are expected.

• The muon track does not go through the magnet door.

• The muon track does not go through vertically aligned cells.

The event selection criteria (except the last two requirements which most of events ful¬

filled) and the number of events that fulfilled the requirements, are summarised in Table 4.3.

In total 2.88 x IO9 events passed all the cuts.

Table 4.3: Event-level selection criteria and the number of events which fulfi lied the requirements.

requirement # of events [x IO9]

Back-tracked to surface 6.42

Swimfit succeeded 5.51

Crossed SCNT module with hit 5.84

> 3 P-segments 5.90

> 2 Z-segments 3.55

All above requirements 2.88
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4.4 Detector performance

The main features of the detector and the DAQ system are described in this section. The

"high-level" performances of the L3+C experiment are described elsewhere: The momentum

resolution, which is a critical parameter for the muon spectrum study, has been investigated
in [57]. While for topics dealing with astronomical objects, e.g. the Moon shadow analysis in

the present work, the angular resolution, which is discussed in Chapter 5, is more important.

4.4.1 Timing accuracy

The absolute event time was measured with the GPSTIM module which is synchronised with

a GPS receiver at the beginning of each run. The expected timing accuracy is 1 ps. However,
the serial connection (RS232) established between them was not very stable, therefore bit

errors were observed in the GPS telegram in some runs (~ 10%). The error can be easily
identified by comparing the GPS time and the Unix time in the run header, since the error is

at least one second which is the minimum time unit of the GPS telegram. A thorough study
showed that the wrong GPS time can be corrected with a precision of ~ IO"4 s with the help
of the Unix time attached to each event [175].

Inside a run, the event time offset is measured with two counters, one coarse time counter

with a minimum resolution of 1 s and one fine time counter with a precision of 0.1 ps. Figure
4.6 (a) and (b) show the distribution of the time difference between consecutive events (At)
in a subset of the data sample. The dead time of the data taking is observed to be ~ 6 ps,

which corresponds to the trigger time window (4.4 ps) and additional trigger hold off time

introduced by the CTT module and the NIMROD modules, as well as the GPSTIM module.

The time of randomly arriving cosmic-ray muons is expected to follow the Gamma dis¬

tribution of order M [176]:

(Ààt)M-le-ÀAr

G(At;A,M) = Nr ^ , (4.1)

where A is the average event-rate in live-time and N is a normalisation factor. For M = 1,

equation (4.1 ) reduces to an exponential function:

G(At; A,M=\) = NAe~A A'. (4.2)

The time distribution can be well fitted to equation (4.2) between 10"3 s and 3 x IO"2 s

(Figure 4.6(a)). Large deviations to the expected distribution with long gaps were caused

by the hold-off of the readout system. The trigger would be inhibited when the number of

event piped in the readout buffer approached the threshold of 8 (see Figure 4.6(c)). Big gaps

(1 - 10 s) are also observed before the first event and/or after six events at the beginning of

the run. This is attributable to the delayed initialisation process.

The two-counter 'clock' caused some errors too. Occasionally, the carry digit was lost

during the clock readout. This error appeared in the event chain as a time jump back and forth

at an interval slightly less than 1 s. This error is corrected during the event selection.
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Besides of all these explicitly "unusual" event delays, only one very long delay (46 s)
was found in the "good" run list. The online logbook indicates that the DAQ system was not

operational at the end of the run. Consequently, this run has been flagged manually to be

"bad".

4.4.2 Scintillator effi ciency

As mentioned in Section 3.2.2, the efficiencies of all scintillator tiles, and cassettes had been

measured before the start of the data taking. As usual, the plastic scintillators are expected to

suffer from the so called ageing problem which reduces the light yield and therefore decreases

the efficiency. The radiation induced by LEP further speeds up this process. Another problem
arose from the over-bending of the light-guiding fibres, due to the limited installation space

for some modules. The flexing fatigue causes cracks and even breakages in the fibres, and

eventually diminishes their transparency.

The time and position dependent scintillator efficiency has been investigated with a spe¬

cial event reconstruction algorithm [57]. There are about 42% of events having muon tracks

crossing at least one of the chamber wire planes. The muon arriving time in these events

can be determined by interpolating hit times in muon chambers when it crosses the wire

plane. Then the reconstructed muon track is back-tracked to the scintillator layer where the

scintillator hit is checked. Figure 4.7 presents the measured efficiency and its dependencies.
The structure of the scintillator modules and their layout on the magnet (see Figure 3.7)

and even the lower efficiency caused by the PMT shielding tubes are clearly visible in Figure
4.7(a). The two large gaps were reserved for maintenance. Figure 4.7(b) shows that the

efficiency depends on the offline adjustable width of the coincidence window between the

two PMTs. A tight cut tends to decrease the efficiency. In Figure 4.7(c), anti-correlation is

observed between the scintillator efficiency and the noise induced by the LEP beam. Finally,
the time dependence of the efficiency is shown in Figure 4.7(d). As a consequence of the

reuse of old scintillators, the efficiency of side 2 was decreased by about 4%, which is much

higher than that of side 1 and side 3 where new material was used. The slight increase in

efficiency at the end of the data taking was due to the fact that LEP was already shut down

(no accelerator induced noise).

4.4.3 Muon chamber effi ciency and alignment

The properties of the muon drift chamber, i.e. the wire resolutions and efficiencies as well

as the relative alignment inside an octant had been well monitored and investigated by L3

(see Section 3.2.1). For L3+C, cosmic-ray muons may cross two octants. To achieve a good
momentum resolution, the alignment between octants must be well understood. This has

been determined with the data of through going muons [57]. Events were firstly reconstructed
within one octant, then subtracks belonging to the same muon were matched on average by

shifting and rotating the coordinates of the corresponding octants. For each run, the alignment

parameters were determined with the data recorded within ±12 hours around the data taking
time. The main features of the muon chambers are tabulated in Table 4.4.
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Figure 4.7: Scintillator effi ciency dependencies (reprinted from [57]).
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Table 4.4: Muon chamber performance.

Parameter Estimated value Remarks

Wire resolution

P-chamber

Z-chamber

see Section 3.2.1

220 pm

670 pm

L3 alignment within one octant

misalignment 30 pm

sagitta uncertainty 60 pm

absolute misalignment 2 mm

L3+C alignment [57]

single octant < 60 pm

inter-octant < 6 mm (1 mrad)

effective sagitta uncertainty 0.15 mm

confirmed the L3 design value

corrected in event reconstruction

after alignment correction

Bad cells [57]

P-chamber(1999) 107 (7.3%)
Z-chamber (1999) 570 (5.0%)

P-chamber (2000) 57 (3.9%)
Z-chamber (2000) 731 (6.4%)

Efficiency [57]
P-chamber 98.7%

Z-chamber 91.7%

numbers at the end of the year

bad cells excluded
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Chapter 5

Angular Resolution

The significance of observations of point-like sources or "anti-sources" like the shadowing

effect cast by the Moon, or the Sun, is inversely proportional to the angular resolution and

proportional to the square root of the number of events. Thus the angular resolution is the

most important parameter for the present analysis and must be well understood.

In L3+C, only the directions of secondary muons are measured. We can only use this

information to estimate the direction of the parent primary particle. Therefore, the uncer¬

tainty of the angular measurement includes the production angle within the air shower, the

muon propagation through the atmosphere and the molasse above the detector, the detector

performance and the precision of the reconstruction program. All effects can be studied by

a detailed M.C. simulation and the main part of them can be verified by the double-muon

events recorded.

Two (or more) muons can be produced in the upper atmosphere during the air shower

development. These muons are expected to arrive at the Earth surface practically parallel if

they fall within a relative small region, i.e. the size of the detector. Taking into account the

multiple scattering effects in the overburden and the detector response, the measured tracks

are no longer parallel. Therefore, the distribution of the opening angle between two muons is

a good measurement of the angular resolution.

This subject has been studied at length with an earlier version of the Ntuple data (version

'h') [121]. The dependence of the resolution on the muon momentum and zenith angle had

been determined separately. The M.C. simulation was found to agree with the data. However,

discrepancies (of the order 2 cr) were found between the values determined from double-muon

data and the Moon shadow analysis.

To better understand the dependence of the resolution, a new technique based on an un¬

binned maximum likelihood method is developed with the Ntuple data of version 'D'. The

goal is to find a way to describe the angular distribution probability at the event level.

65
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5.1 Muon propagation (multiple scattering)

There are mainly two types of physics processes involved in the propagation of muons

through matter: the energy loss and the multiple coulomb scattering. The main energy-loss

channels have been described briefly in Section 1.4.2 using the atmosphere as an example.
This section discusses the effects of multiple scattering, which is the main contribution to the

uncertainty of the L3+C directional measurement.

While muons (charged particles in general) loose energy continuously when passing

through material, they also undergo a series of statistical independent or nearly independent

scatterings which is dominated by Coulomb forces. The multiple scattering is well described

analytically by the Molière theory [177,178], Briefly speaking, this theory is based on the

Rutherford cross section with the screening effect by atomic electrons. It is well-known that

the angular distribution is non-Gaussian, which includes a Gaussian peak due to the succes¬

sive small angle scatterings, and a long tail caused by single scatterings at large angles.
A muon scattering experiment at 50 - 200 GeV/c demonstrated that the Molière theory

is in good agreement with high energy muons for small deviation angles [179]. However,

a more recent experiment with muons at 7.3 and 11.7GeV/c indicates that the theoretical

prediction overestimates the deflection at large angles [180]. Therefore, a modified Molière

theory is suggested in [181] by taking into account the finite size of charge distribution in the

nuclei, as well as the incoherent scattering on atomic electrons. This approach is necessary

when dealing with thick matter layers, where the nuclear form factor plays a significant role

for scattering at large angles.
For practical reasons, a single value is needed to quote the effect of the multiple scattering,

for instance, its contributions to the angular resolution in this study. A root mean square (rms)

value of the scattering angle and its dependence on the momentum of the incident particle

and the thickness of the material was first estimated by Rossi and Greisen [182,183], directly

derived from Rutherford scattering. To account for the scattering of cosmic-ray particles in

matter, the mean square value of the projected angle is given in the form

if the energy loss is negligible,

ff = V< 92 >av - -ßt— Vr, (5.1)
yf2ßcP

where Es = 21 MeV, t is the thickness of material in radiation lengths, p is the momentum,

andßc is the velocity of the particle.
To improve the accuracy of the approximation, a correction factor with the logarithm of

the number of radiation lengths was introduced by Highland [184]. Now the Particle Data

Group (PDG) uses his formula to approximate the distribution as a simple Gaussian for 98%

of the projected angles with a width [50]

cr =

l3'6 MeVZy/xWo [ 1 + 0.038 \n(X/X0)], (5.2)
ßcp
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where Z is the charge number of the incident particle, X and X0 are the thickness and radiation

length of the traversed material. Since this formula is a parameterisation of the Molière distri¬

bution, the PDG suggests to use this formula in one-go for applications dealing with different

layers by finding the total material depth in radiation length (Z(X/X0)), rather than to add

the contributions from individual layers in quadrature. The accuracy of this approximation is

considered to be 11 % or better for 10"3 < X/X0 < 100.

Another approach described in [185] claims to have an accuracy of 2% or better. A much

better and simpler expression is given in function of the characteristic angles of the Molière

theory. However, the computation of these angles is complicated with the mixed materials

presented in this study.
The muon multiple scattering as well as all know physics process (energy loses, interac¬

tions, decays) could be simulated with Monte Carlo (M. C.) packages, such as GEANT3 and

GEANT4, or some dedicated muon propagation codes [53], like MUM [51], MMC [186],

etc. The accuracy and speed of the simulation depends on the actual selected model(s). For

L3+C the Molière distribution integrated with the GEANT3 program is used. Therefore, the

multiple scattering effect in the M.C. data is expected to be overestimated.

5.2 Resolution Function

The main contribution to the angular deviation is the multiple scattering effect in the molasse.

For small deviation angles, the distribution of the non-projected (space) and projected (plane)

angle can be well approximated by a two (one)-dimensional Gaussian distribution [50]:

dN
.,„ .

1
02

d£2
/«w = ^-^. («)

d/V 1 "plane

-^- ~ /(W =

i=-
''^. (5-4>

where cr is the width of the distribution of a certain data sample, and f?space, 6>piane are the

deflection angles in space or projected onto a plane. When 9 is small, for instance 9 < 5°, we

can take the approximation, 0^pace » (92lmc x
+ 92Une y), where the x and y axes are orthogonal

to the direction of motion, and dû. » 7rdf^pacc « dO^^dOp^^. Deflections into 0pianea and

öpianej are independent and identically distributed. Replacing d£2 with 7rd0^pace, we obtain,

C\N ~
1 "space

M^)

= ^-2e-^. (5.5)
dO2 J v space 2o-2
uv/

space

Due to the non-Gaussian distribution of the multiple scattering and the reconstruction

problems, the angular resolution distribution cannot practically be fitted to a simple Gaussian

distribution. To get a good fit, a mixed double-Gaussian function can be used. The space and

projected angular distributions are given by

«;

d#
, . .

1 -f?
„

.

1 --***

-2e
-

+0-/1)^dii^(ft-)
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^- ~ /OW = h-j=^i^ + (1 - fi)-j=- e ^, (5.7)
deplane yJ2jTCT{ V27T<X2

where o"i and cr2 are the width of the first and the second Gaussian, and f{ is the probability

of the first Gaussian.

Usually a single value of the angular resolution is used to characterise the performance of

a detector. Different definitions exist:

• The RMS value of the double-Gaussian distribution can be expressed by

It's a good value to represent the performance of the event selection criteria since the

large tail of the distribution, which is sensitive to the selection, is included.

• The Half Width at Half Maximum (0HWHM) of the ID projected angle distribution or

the 2D space angle distribution. This definition is usually used in point-like source

searches.

• The SOUDAN [187] experiment fitted the angular distribution (dN/d62) with a Gaus¬

sian in a small angular range and the long tail was simply ignored.

• MACRO [188] and PACT [189] choose the cone of angle 068% that contains 68% of

the events from a point-like source. This method could be independent from any fit

function, but the result is sensitive to the tail of the distribution. Moreover, TIBET

III [190] use 050% and HEGRA [191] use 063% instead of the more popular 068%.

For a single-Gaussian distribution, all the definitions are consistent.

^ _ /jrms _

J_tfins
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But for double-Gaussian or more complicated distributions, there are no simple relations

between all these numbers. The choice depends on the application. When searching for a

weak signal or anti-signal in a high background level, the tails of the angular distribution

may be spread and hidden into the background. Therefore, in this case, the narrow Gaussian

from the double-Gaussian fit, or the HWHM angle should be a good parameter to describe

the angular resolution.

5.3 An unbinned maximum likelihood method

The angular resolution of muons depends on their momenta, arriving direction, thickness of

matter traversed, and detector conditions. So an unbinned maximum likelihood analysis is
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favoured to take into account all the effects as much as possible. Using the simple Gaussian

approximation, the likelihood function can be constructed as:

X(cr) =
f] ""space '

^Cw-K^^^

ln£«r) = -£

pace

where 0, is a series of measured space angle in the data sample, 0o is the considered fit range,

and cr is the trial value of the angular resolution which will be determined by maximising the

function and can itself be a function of other quantities. When fitting a sample over a large

energy range, etc, it's better to let 0O vary at the event level, depending on the properties of the

muon, such as the momentum, thickness of matter traversed, etc. The log-likelihood function

is thus,

02 02

^+21ncr + ln(l-exp(-^)) , (5.10)

(=i t

where the terms independent of the free parameters have been dropped. The - In £(cr) is min¬

imised numerically with the MINUIT minimisation package [192] integrated in the ROOT

framework [193].

5.4 The detector's intrinsic resolution

According to the muon-chamber resolution described in Section 4.4.3, we can conclude that

the main contribution from the detector is the inter-octant alignment (which is about 0.06°).

In addition, the angular resolution also relays on the precision of the reconstruction, which

depends on the quality of the track, i.e. total number of hits, the position in the detector, the

background, etc.

Studies carried out with M.C. simulation at very high energies indicate that the overall

angular resolution limited by the detector and the reconstruction is cr = 0.1° [121].

5.5 Angular distribution ofsecondary muons at surface level

5.5.1 Shower simulation with CORSIKA

CORSIKA (see Section 1.4.4 and [63]) is employed to simulate the air showers induced

by protons and helium nuclei. Different high energy hadronic interaction models (VENUS,

QGSJET, DPMJET, SIBYLL and HDPM) combined with low energy (< 80 GeV) models

FLUKA or GHEISHA have been used. A variety of options allow to customising the simula¬

tion. All the none-default options are shown in Table 5.1. To understand the muon production

angle and the multiple scattering effect, the Earth magnetic field is switched off for all simu¬

lations described in this section.

Figure 5.1 shows the comparison of simulated muon energy distributions from protons or

helium nuclei induced air showers. Only a marginal difference can be seen at high energy. On
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Table 5.1 : Steering of the CORSIKA simulation (only the none-default options are given)

Keyword Value Comments

ESLOPE -2.7

ERANGE 1.E2, 1.E6

THETAP 0, 60

OBSLEV 449.E2

MAGNET 0.0001, 0.0001

ECUTS 30, 30, 30, 30

Slope of primary energy spectrum

Energy range of primary particle [GeV/nucleon]

Range of zenith angle [degrees]
Observation level [cm]

Magnetic field. (OFF)

Energy cuts for secondary particles (hadrons, muons,

electrons, photons) [GeV]

the other hand the energy distributions of primary particles for different muon energy ranges

are shown in Figure 5.2. Again the differences are negligible.

Figure 5.3 presents a comparison of the angular distribution of muons originating from

protons and helium nuclei in the momentum range of 70 - 80GeV/r. The fitted results show

no difference between protons and helium nuclei induced air showers. Therefore, I mainly

use protons as primary particles for the angular resolution study. Anyhow, helium and heavier

nuclei represent only 27% of the contribution to the muon flux at the energies of interest here

(see Section 6.3.2).

5.5.2 Angle between muons and primaries

The simulations were performed with different high energy hadronic interaction models

(HDPM, DPMJET, QGSJET, SIBYLL or VENUS) combined with the low energy interac¬

tion models FLUKA or GHEISHA.

To understand the dependence of the angular distribution, one of the simulated data sam¬

ples is divided into small intervals of momentum or zenith angle of secondary muons at

surface level. The rms value of the distribution in each interval is determined and presented

in Figure 5.4. The momentum dependence plot (Figure 5.4(a)) can be fitted to the following
function

100 GeV

^cp(1+ < Eioss > /2)

The parameters obtained from the fit are o-Q = 0.175° ± 0.002°, the width of the angular
distribution at 100GeV/r, < Eioss >= 4.4 ± 1.8 GeV, the average energy loss of muons, and

n = 0.91 + 0.02 indicating the degree of the momentum dependence. Further analysis shows

that an additional momentum-independent term is not necessary.

On the other hand, the dependence on the zenith angle is rather weak. Only in the low¬

est momentum interval, the width of the angular distribution is observed to decrease at large

zenith angles. The inclined muons loose more energy than the vertical ones, therefore, they
must have a higher momentum at the creation point and thus originate from earlier genera-
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Figure 5.1: Muon energy distribution simulated with CORSIKA with the hadronic model VENUS.

The energy range of primary particles is 0.1 - 1000 TeV per nucléon with a power law distribution of

index -2.7. The slope of the distribution becomes steeper at high energies, ranging from -2.6 to -3.4.
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Figure 5.2: Simulated muon response.
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for different muon energy ranges.
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Entries 93970

RMS 0.2177
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Figure 5.3: Distribution of the space angle between muons and their primary particles at surface level

for M.C. events (CORSIKA Ver. 6.2 with QGSJET+FLUKA) with muon momenta between 70 and

80 GeV/c. The solid lines indicate the best-fi t curves obtained by fi tting to equation (5.6). The HWHM

values are determined from the fi t results.
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Figure 5.4: The width of the angular distribution of muons at surface level as a function of momentum

and zenith angle. The M.C. data sample is produced with CORSIKA, using the hadronic model

QGSJET. 8 X 106 primary protons with a spectral index of-2.7 and energy between IO2 - 106 GeV are

generated uniformly.
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tions of the cascade interactions with smaller production angles. Since the radiation length of

the atmosphere is rather large (~ 36.6 g/cm2), the influence of multiple scattering is surpassed

by the higher initial momenta.

To take into account the effect of the zenith angle dependent energy loss, an unbinned

maximum likelihood method is the best choice. The width of the distribution of muons with

given momentum p and zenith angle 6Z can be written in the form

/ 100 GeV V /ei„.

0"trial(0"(h n, £|0SS) = (To • —

] TTT^ . (5-] 2)

\c/7ll + £loss/cos«9z/2/

where cr0 is the angular resolution for vertical muons with momenta of 100 GeV/c, E\os^ is the

total energy loss for vertical muons. Inserting this expression to equation (5.10) we obtain a

log-likelihood function on <x0, n and £ioss>

\n£(o-0,n,Eloiii) = -^
i=i

82 92
-—— + 2\no-ti[3!i + ln(l - exp(-—^-)
2^Ll 2<ia.

.

where the event dependent fitting range is set to be f?0?i = 5 • ff^e(P\i), which is determined

from the expected value based on equation (5.11).

The unbinned distributions produced by CORSIKA with various interaction model con¬

figurations for different primary particles are fitted to this function. The results are sum¬

marised in Table 5.2 and exhibited in Figure 5.5. The obtained values of the energy loss for

vertical muons are consistent with the expected value (~ 2.5 GeV).

Figure 5.5(a) shows the simulated results with the same interaction models (QGSJET +

FLUKA) for primary protons with spectral index of -3.7, -3.2, -2.7, -2.2, and 1.7, as well

as helium and iron nuclei with a spectral index of -2.7. Only a slight difference is observed.

This fact indicates that the angular deviation with respect to the primary particle depends

mainly on the muon momentum, but not on the type of the primary particle and its energy

distribution. However, the muons produced by gammas behave differently (Table 5.2), having

a smaller angular deviation than those initiated by charged particles.

Figure 5.5(b) indicates that there are large discrepancies between different interaction

models (~ 20% at 30 GeV/c). According to the test performed for the KASCADE experiment

[194], the QGSJET model describes the muon lateral distribution best. The low energy model

FLUKA is also considered to be better than GHEISHA [195]. Since the angular distribution

has a close correlation with the lateral distribution, we can 'trust' the values obtained from

the simulation with QGSJET and FLUKA models, and use the following parameterisation of

the muon angular distribution for future analyses,

0.155 GeV
x°y

(rEAs =
. nc „

.,.—-r • (5.13)
\c/?M + 1.25 GeV/cos 0Z/

This is about four times larger than the value of the multiple scattering estimated with

equation(5.2). This manifests that the muon angular deviation in the atmosphere is dominated

by the production angle determined by the hadronic interactions.
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Table 5.2: Muon angular distribution parameters obtained from CORSIKA simulations. The M.C.

data samples are fi tted to function (5.12), using an unbinned maximum likelihood method.

Primary

particle

Spectral
index

Interaction models #generated #muon
o-o

(degrees)
n

^loss

(GeV)

proton -3.7 qgsjet+fluka 8x 10" 729896 0.170 0.898(3) 1.8(2)

proton -3.2 QGSJET+FLUKA 8x 106 1105489 0.171 0.895(2) 1.9(2)

proton -2.7 qgsjet+fluka 8xl06 1998425 0.170 0.903(1) 2.5(1)

proton -2.2 QGSJET+FLUKA 8xl06 5225849 0.170 0.905(1) 2.5(1)

proton -1.7 QGSJET+FLUKA 8x 105 3031721 0.170 0.910(1) 2.6(1)

helium -2.7 QGSJET+FLUKA 2xl06 2015263 0.169 0.899(1) 2.3(1)

iron -2.7 QGSJET+FLUKA 3 x 105 4247060 0.167 0.894(1) 1.7(9)

proton -2.7 QGSJET+GHEISHA 8xl06 2023733 0.171 0.939(1) 2.5(1)

proton -2.7 VENUS+FLUKA 8xl06 2199489 0.179 0.930(1) 3.2(1)

proton -2.7 SIBYLL+FLUKA 8x 106 2244546 0.162 0.930(1) 2.1(1)

proton -2.7 DPMJET+GHEISHA 8x 106 2190360 0.187 0.918(1) 3.4(1)

proton -2.7 HDPM+FLUKA 8xl06 2105626 0.221 0.931(1) 4.6(1)

proton -2.7 HDPM+GHEISHA 8x 106 2135994 0.220 0.949(1) 4.3(1)

gamma -2.7 QGSJET+FLUKA 4xl07 93974 0.151 0.945(6) 2.7(5)

5.5.3 Angle between secondary muons

L3+C (without the surface scintillator array) has no means to determine the direction of the

shower core, neither a bright source could be used to verify the detector's angular resolution.

But the resolution can be determined in the Moon shadow analysis (see Chapter 6) with some

uncertainty. Still another possibility is to measure the angular distributions between muons

coming from the same air showers.

Figure 5.6(a) shows the distance between secondary muons at the surface and Figure

5.6(b) shows the relation between the angle and distance of secondary muons. The distance

between secondary muons could reach 1000 meters or more with large opening angles. But

the size of the L3+C detector is only 10 meters. Applying this distance cut, only a few of the

multiple muons with small opening angles can be detected.

The two muons from the same shower are considered to be statistically independent and

have identical distributions described by function (5.12). Therefore, the width of the distri¬

bution of the double-muon angle is simply the square root of the quadratic sum of the width

of the individual distributions. A similar unbinned maximum likelihood method is applied
on simulated showers with more than one muon. Table 5.3 summarises the results obtained

from simulations performed with interaction models QGSJET and FLUKA.

The parameters (cr0, n, E\0AH) determined from the double muon events without surface

distance cut are consistent with the results obtained from the distribution between muons and

primary particles. This verifies the assumption that the muons from same showers are statis-



5.5. ANGULAR DISTRIBUTION OF SECONDARY MUONS AT SURFACE LEVEL 75

Momentum, p [GeV/c] Momentum, p [GeV/c]

(a) Simulations with interaction models (b) Simulations with different interaction mod-

QGSJET and FLUKA for primary protons

with different energy distributions, as well as

helium and iron nuclei.

els for primary protons with a spectral index

of -2.7. From top to bottom the model com¬

binations are: HDPM+GHEISHA/FLUKA,

DPMJET+GHEISHA, VENUS+FLUKA,

QGSJET+GHEISHA, QGSJET+FLUKA,

and SIBYLL+FLUKA.

Figure 5.5: The mean angular deviations for vertical muons. This is a graphical representation of the

values listed in Table 5.2.

Table 5.3: Angular distribution parameters determined from double-muon events with or without

distance cut. The parameter £|oss has been fi xed to the expected value (2.5 GeV) for events with

distance cut, because it becomes fragile due to the low statistics.

#generated

No distance cut Distance < 10m

Primary

particle
#events

To

(degrees)
n

tloss

(GeV)
#events

o-o

(degrees)
n

p(-2.7)

p(-2.2)

p(-1.7)

8xl07

8x IO6

8xl06

8080096

2002673

28107230

0.179

0.177

0.177

0.904(1)

0.909(2)
0.913

1.2(1)

1.0(1)

1.1

169778

257717

6165746

0.050

0.053

0.055

0.885(2)

0.900(1)

0.896

He (-2.7)

Fe (-2.7)

8xl06

3xl06

1407382

42131580

0.178

0.175

0.899(1)

0.887(1)

1.3(1)

0.7

51124

5225004

0.053

0.055

0.897(4)

0.917

tically independent. It also indicates that the distribution parameters for single muons could

be determined from double muon data directly. If we apply a distance cut of 10 m, the double
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Figure 5.6: Angle between secondary muons and its relation to their relative distance at the surface.

muon angle becomes much smaller. Due to the low statistics, the parameter E)o„ becomes

fragile, so it has to be fixed to the expected value (2.5 GeV) in the maximum likelihood fit.

Comparing to the large deviation due to the multiple scattering in the molasse above the L3+C

detector, the detectable double muons have nearly parallel paths at the surface.

5.6 Double-muon data

5.6.1 The double-muon data sample

There are 1.75 x 10s events in good data runs having more than one muon track reconstructed.

This number amounts to 1.9% of the total number of events and corresponds to an average

multi-muon event rate of 8.1 s"1. The same selection criteria (see Sec. 4.3) are applied to

each muon track. Besides the "real" double-muon events, there are several kinds of fake

double-muon events. Therefore, additional requirements have to be considered.

Chance coincidence from different showers

The chance coincidence rate can be simply estimated from the width of the trigger window,

the average trigger rate and the trigger rate corrected for the dead-time:

Year 1999: 436.4 s"1 x 4.4 ps x 445.0 s"1 = 0.85 s"1 (0.20%),

Year2000: 418.0 s"1 x 4.4 ps x 423.8 s"1 = 0.78 s"1 (0.19%).
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This concerns about 10% of the total double-muon events. The angle between them

should be randomly distributed. Requiring the opening angle to be less than 5°, the ratio of

the chance coincident double-muon events reduces to ~ 2 x 10"4. Such kind of events can

therefore be neglected.

Mismatched subtracks

Occasionally, when a muon crossed two octants, the two sub-track may fail to be matched to

one track. These events can be distinguished from their separation distance on the x — z plane

in the L3 coordinate system, or from the position of the vertex of the two tracks.

Figure 5.7 shows the distance distribution of a subset of the data. Comparing to Fig¬

ure 5.6(a), one concludes that events with a separation less than 0.1 m must correspond to

mismatched single muon events.

Practically the muon can not be back-tracked to the interaction point of the primary par¬

ticle in the atmosphere. Here we define the place where the two tracks have the minimum

distance as the apparent vertex. Figure 5.8(a) shows the distribution of the height of the ap¬

parent vertex. It is nearly symmetric about the centre of the detector. It can be well fitted

to a Breit-Wigner function (the central part has been excluded from the fit). Somehow, the

small positive mean value of the distribution weakly indicates that the muons are coming

from the upper side of the detector. The central part of the distribution significantly deviates

from the expected distribution. From Figure 5.8(b), we recognise that these events might be

mismatched single muon events, because most of them have an apparent vertex inside of the

detector. This leads to another additional cut: the apparent vertex is required to be located at

least 10 m away from the centre of the detector.

In total 3.49 x IO6 double-muon events with momenta larger than 30 GeV/c are selected.

5.6.2 Maximum likelihood analysis

According to the discussion presented in the previous section, the experimental angular reso¬

lution is assumed to be a quadratic sum of two terms,

o- = ^L + <, (5.14)

where crms is the contribution from the multiple scattering effect having the shape of function

(5.2) and depends on the muon momentum and the thickness of matter traversed. crm is the

detector's intrinsic resolution which is momentum independent. Simulations suggest that

muons from the same air shower are distributed independently and identically (see Section

5.5.3). Adding a free scale parameter k to the multiple scattering terms, the width of the

double-muon distribution can be written in the form

atrial,,, = ylk2(cr2Um + o-lJ + 2-crl, (5.15)

where k and crm will be determined with the maximum likelihood analysis.
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Figure 5.8: The height of the apparent vertex in the L3 coordinate system.

Taking the significant energy loss through the molasse into account, the multiple scatter¬

ing term can be written in the form

U /.ms.
—

13.6MeV/r

{pSm + paay2
y[x~JX~0(\+0.038 ln(x,/Xo)),

where p^et is the measured muon momentum, p^wf is the momentum at the surface level

determined with the back tracking algorithm (see Section 3.3), xt is the total thickness of the

matter traversed by the muon, and X0 = 26.5 g/cm2 is the average radiation length of the

molasse. Inserting these two expressions into equation (5.10), a log-likelihood function of k

and <xin is obtained,

lnX(ft,<rin)
^

2 r + 21no"triai,w + ln(l - exp(- 20,1 ))
;=! L trials trial,wi

(5.16)

where the fitting range r?0,, is set to be 5 times the value determined from equation (5.15) with

k = 1 and 9m = 0.1° for each event. The results obtained by fitting the double-muon data to

this function are listed in Table 5.4.

The measured intrinsic resolution of the detector is comparable to the previously esti¬

mated value (see Section 5.2). The momentum and matter depth (direction) dependent term

is slightly larger (~ 5%) than the value predicted by the Molière theory (see Section 5.1).

Taking into account the uncertainty of the matter depth measurement due to the complex
environment and the fact that the muons at surface level are not exactly parallel, the result
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Table 5.4: The angular resolution determined from the double-muon data using the unbinned maxi¬

mum likelihood method. Each individual muon has a momentum greater than 30 GeV/c at the surface

level, and passes all the quality cuts described in Section 4.3 as well as the additional cuts for double

muon events.

Year Entries (xlO6)
The scale of the multiple Detector's intrinsic resolu-

scattering contribution, k tion, o-in [degrees]

1999 1.09 1.056 ±0.001 0.090 ±0.001

2000 2.40 1.056 ±0.001 0.092 ±0.001

is reasonable. The two resolution components determined from the double-muon data can

therefore be parameterised as

0-ms
28ifMC^6' V^%(1 + 0-038 ln(jc/X0)), (5.17)

-»surf _i_ ndet

o-m = 0.091°. (5.18)

psurr + p

and

5.7 Summary

The angular resolution and its dependences have been studied with M.C. simulation and

double-muon data. Considering the three main components of the resolution, the angular
resolution can be parameterised as

°"total = V^AS+^+^n, (5-19)

where crEAS, crms and <xin are given by equation (5.13), (5.17) and (5.18) respectively.
The individual components and the total angular resolution for vertical muons are pre¬

sented in Figure 5.9. For low energy muons (less than 100 GeV), the resolution is dominated

by the multiple scattering and the production angle in the parent hadronic interactions, while

for high energy muons the resolution is limited by the detector's intrinsic resolution and the

reconstruction precision.
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Chapter 6

The Moon shadow analysis

In 1957, it was pointed out that the Moon and the Sun could cause shadows in the cosmic

ray flux and the observation of the shadowing effects might provide information about the

magnetic field near these bodies [196]. But at that time no experiment had the necessary

good angular resolution to perform this measurement.

Before the first explicit Moon-shadow image was observed by the CYGNUS [197] col¬

laboration in 1991, a method to search antimatter with the Moon shadow was proposed [198].

The shadow of cosmic rays (most are positively charged particles) is deflected by the Earth

magnetic field, therefore the ratio of antimatter in cosmic flux can be estimated by comparing
the number of deficit particles from the different sides of the Moon.

This chapter will give a summary of the past observations. A methodological description

on the Moon shadow observation, the Monte Carlo study, the Moon shadow analysis, and an

antiproton search follows.

6.1 The Moon shadow observations

Table 6.1 summarises the Moon (Sun) shadow observations performed by different experi¬
ments. The techniques used in these observations have been described briefly in Chapter 1.

In the early 1990s, three scintillator arrays CYGNUS [ 197], CASA-MIA [199] and HEGRA

[191], which were designed mainly for high energy gamma-ray astronomy, observed the

Moon and Sun shadowing effects in the primary cosmic ray flux at energies above 50 TeV.

The deflection of primary cosmic rays by the Earth magnetic field and even the IMF field can

be neglected at such high energies. Therefore, the angular resolution and the pointing pre¬

cision of the detector can be directly derived from the sharpness and the shift of the shadow

respectively.

Nearly at the same time, the Moon and Sun shadow were also observed at lower energies

(- 10 TeV) by the TIBET air shower array with data accumulated during 1991 to 1993 [200].

The Moon shadow was centred at the apparent position in the north-south direction, where

the geomagnetic effect can be neglected. On the other hand, the shadow was shifted towards

the west by 0.14° in the east-west direction. This deflection, which was comparable with

83
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Table 6.1: Summary of Moon shadow observations.

Primary

Experiment DAQ period Detector energy Angular

[TeV] resolution"

[degrees]

Significance0
[s.d.]

CYGNUS 1986-1990 sent, array - 50 0.75*$ 4.9(M+S)

CASA 1990-1991 sent, array ~ 100 0.54+^ 4.7(M),

4.8(S)

HEGRA 1990-1993 sent, array - 50 0.58 ± 0.07 6.0

TIBET ASy 1990-1991 sent, array ~ 10 0.87^ 5.8(M),

3.7(S)

TIBET III 1999-2004 sent, array ~3 0.9 40

Milagrito 1997-1998 water-C ~3 0.9 10

Milagro 1999-2003 water-C ~ 0.7 0.75 33.5

ARTEMIS 1996-1997 IACT >3.7

CLUE 1998-2000 IACT - 1 -0.8

MACRO 1989-2000 p-tracking - 20 0.55 ± 0.05 6.5(M),

4.6(S)

SOUDAN 2 1989-1998 p-tracking -15 -0.29 5

L3+C 1999-2000 p-spectro. (see the following chapters)

"Different defi nitions exit. All the number list in this table have been converted to the standard deviation

assuming a single Gaussian distribution with the help of Equation (5.9).

''Legend: M: Moon, S: Sun.

the systematic pointing error of 0.2° and much smaller than the angular resolution, somehow

weakly indicated the effect of the geomagnetic field. The Sun shadow observed in the same

period, was displaced 0.7° east and 0.4° south to the apparent position of the Sun. The influ¬

ence of the solar and the interplanetary magnetic field and the difference from the "towards"

and "away" sectors of the IMF were clearly shown [201]. By comparing the number of events

at the symmetric position of the Sun shadow, an upper limit of the p/p ratio was set to be 22%

at 10 TeV [202],
With the upgraded TIBET air shower array, the TIBET-III, the significance of the Moon

shadow has been observed to be 40 cr [203]. Its energy threshold has been lowered to about

2 TeV, however, the angular resolution is still at the same level of 0.9°. The shift of the

shadow due to the geomagnetic field is reported to be 0.23° west at mode energy of ~ 3 TeV

and the upper limit of the p/p ratio is claimed to be 0.05 at 90% C.L., without giving details

of the analysis.
The Milagro collaboration lowered the energy threshold of the EAS observation down to

a few 102 GeV with a water-Cherenkov detector array, and achieved a slightly better angular
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resolution (~ 0.75°) compared to the TIBET-III experiment. The shadowing effect of the

Moon and the Sun as well as the effect of the magnetic fields have been observed with two

years data of Milagrito [204,205], the prototype of Milagro, and four years data of Milagro

[206]. A 95% C.L. upper limit of the p/p ratio of 0.17 was derived with the Moon shadow

data of Milagrito at a median energy of 2.7 TeV [205].

Another technique which has been used for Moon shadow searches, is the Imaging At¬

mospheric Cherenkov Technique (IACT), which also has a low energy threshold. A dedi¬

cated antimatter searching experiment, the antimatter research through the earth moon ion

spectrometer (ARTEMIS) had been established at the Whipple 10 m Imaging Atmospheric
Cherenkov Telescope [207]. Due to the "strong" Moon light, the observation can only work

in the UV band, so a special filter was developed to protect the Moon light. However, the

observation failed because the imaging technique effectively could not be used in the UV

band due to too few photons produced in this wave band. The CLUE experiment [208] which

tried the same technique, also did not publish any reliable result due to the same reason.

The shadowing effect of the Moon and Sun has also been observed with deep underground

muon experiments. Due to the low muon flux limited by the thick overburden, MACRO

[188,209] and SOUDAN-2 [187] had to accumulate about ten years data to obtain a clear

shadow image with significance between 5 and 7. MACRO obtained an upper limit of the p/p
ratio of 52% (90% C.L) using the Sun shadow data for primaries at a mean energy of about

20 TeV. In addition, a day-night effect to the Moon shadow was observed by the MACRO

experiment: the shadow observed during the night is shaper and more significant. Probably

the cause was due to the different configuration of the geomagnetic field in the two sides.

The L3+C experiment, as a precise muon spectrometer installed at a shallow depth un¬

derground, has the potential to observe a clear geomagnetic effect to the Moon shadow and

to obtain a better limit on the p/p ratio with an offline adjustable low energy threshold and a

good angular resolution.

6.2 Method

6.2.1 Coordinate systems

The horizontal system (f?z, <pz): This is a fixed system (with respect to the Earth) centred on

the detector. The zenith angle 8Z is measured from 0° to 180° from the geographical

vertical (the zenith), and the azimuth angle <pz is measured from 0° to 360° along the

horizon plane from the North towards the East (See Figure 6.1 ).

The equatorial system (Ö, a/h): To describe astronomical objects, an equatorial coordinate

system is more convenient. Its reference plane, the celestial equator, is parallel to the

equatorial plane, and the z-axis is parallel to the rotation axis of the Earth respectively

(See Figure 6.2). The declination Ö of a source is measured from the reference plane

to the North (0,90°) or to the South (0, -90°). The second coordinate, is measured

along the celestial equator and there are two conventions to represent this angle. One
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i zenith

Figure 6.1 : The horizontal system.

Equatorial plane

Vernal hquinox

Figure 6.2: The equatorial system.

of them is called hour angle (h) representing the angle in hour, minute and second from

0 to 24 hour from the local meridian westward. The other one, called Right Ascension

(R.A., a), is measured from 0° to 360° from the First Point in Aries (the Vernal Equinox)
towards the East.

In this work, the topocentric equatorial coordinate system with its origin at the detector

is used.



6.2. Method 87

Geocentric Solar Magnetospheric (GSM) coordinates: This is a Cartesian system only used

in the Earth magnetic field calculation [210]. The x-axis points from the Earth centre

to the Sun. The y-axis is defined to be perpendicular to the Earth's magnetic dipole, so

that the x - z plane contains the dipole axis. The positive z-axis is chosen to be in the

same sense as the northern magnetic pole.

The distance (r) of the detector from the Earth centre will be used also. At the L3+C site

this distance amounts to r0 = 6369.21 km [211].

6.2.2 The Earth magnetic fi eld

The Earth magnetic field supplies the bending power for the separation of the 'anti-signal'

of antimatter in the primary cosmic ray flux. Therefore, precise information on the field is

essential for the method used in this analysis.
The Earth magnetic field includes several components. In the near-Earth space (< 4RE),

the field is dominated by the geomagnetic field generated by the electric current in the Earth's

outer core and influenced (~ 2%) by anomalous sources distributed in the crust. Further away

from the Earth, the external field (the Magnetospheric Field) becomes important.
The geomagnetic field is relatively stable and the main field can be represented by a

simple dipole model with moment mE = 8 • IO22 Am2 in the first order approximation. The

radial and latitudinal components of the field at a point with distance r from the centre of the

dipole and angular distance 8 from the dipole axis can be written as

Br = —^cos0, and ßo = Uin0. (6.1)

It is well known that the geomagnetic field has a large time-scale and unpredictable vari¬

ation (the secular variation). To describe this variation, the International Geomagnetic Ref¬

erence Field (IGRF) model [212] is proposed by the International Association of Geomag¬
netism and Aeronomy (IAGA). In source-free regions at the Earth's surface and above, the

main field can be represented as the negative gradient of a scalar potential V, expanded into

spherical harmonics as

«max .n./l+l "

V(r,9,A,t) = RYÀ[-) J^WXt) cos mA + KW sin mA]Pr>l(0), (6.2)

n=\ m=0

where r, 8, A are geocentric coordinates (r is the distance from the centre of the Earth, 8 is the

colatitude, i.e. 90°-latitude, and A is the longitude), R is the magnetic reference radius (6371.2

km); g(t) and h%(t) are the coefficients at time t, and P%(0) are the Schmidt semi-normalised

associated Legendre functions of degree n and order m.

The coefficients are given at five-year intervals based on experimental measurements per¬

formed around the world and in the near Earth space. The change within five years is con¬

sidered to be linear in the IGRF model. An extrapolation is also provided for the near future

(~ 5 years). Before year 2000, the harmonics are truncated at nmax = 10 with a precision of
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Figure 6.3: The main current system fbwing in the Earth's magnetosphere (reprinted from [218]).

1 nT. Since 2000, highly accurate measurements are available, and therefore, the harmonics

have been extended to degree nmax = 13 with a precision of 0.1 nT [212].

In the outer space, the Earth's magnetic field interferes with the IMF carried along by the

solar wind. The region controlled by the Earth is called magnetosphere. The outer boundary

of the magnetosphere is called the magnetopause. And the inner side is connected to the

ionosphere.

The Magnetospheric field is much more complicated compared to the Earth's internal

field. It is a dynamic field, depending on the angle between the Earth's dipole axis and the

Sun-Earth direction, and on the solar activity. As shown in Figure 6.3, the external field

receives contributions from: (1) currents flowing on the magnetospheric boundary or magne¬

topause, confining B inside a cavity in the solar wind; (2) The ring current, carried by particles

trapped in the Earth's magnetic field; (3) The current system associated with the long mag¬

netospheric tail; (4) The system of the Birkeland currents associated with the polar aurora,

flowing in and out of the polar region [213]. Several empirical and semi-empirical models

have been developed from different aspects [214,215]. The Tsyganenko T96 model [216] is

used to calculate the magnetospheric field. The input parameters of solar wind observations

(hourly mean values) are taken from the OMNI 2 [217] online database.
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6.2.3 Tracing a charged particle through a magnetic fi eld

The trajectory of a charged particle in a magnetic field is a helix. However, there is no

analytical solutions for motions in a non-homogeneous field. Normally a numerical tracing
scheme is used. Since the trajectories of particles with opposite charge and momentum are

identical in a given magnetic field, we can use a back-tracing technique to trace a particle
from the detector towards its incoming direction.

The motion equation of a particle with charge Ze travelling in a magnetic field B reads

dp
— = Ze v x B,
dt

where p and v are the momentum and velocity vectors of the particle respectively. Practically,
it is convenient to trace the particle in spatial steps. Therefore, the previous equation can be

rewritten as

Am = « X B,
R/c

where AL is the step length, R = pc/Ze is the rigidity, and « = p/\p\ is a unit vector parallel
to the momentum p. To make the tracing accurate and sufficient, a variational step length is

used

AL =

Ifi x fll
'

where the factor n is determined by the required accuracy. Calculations show that setting

j] = IO"5 is sufficient to trace a proton back to the Moon's orbit with an accuracy better than

0.01°, despite of the uncertainty of the magnetic field.

If the trajectory does not deviate too much from a straight line, i.e. less than a few degrees,
the total deflection angle can be obtained by a numerical integration

>ZU AL,- x B(Lj)

R/c
espace ~

Ï7TZ ~j (6-3)

where n is the number of tracing steps. The numerator, which represents the bending power

and the deflection direction, is only depending on the magnetic field B and the total distance

E, which themselves are functions of direction and time. Figure 6.4 shows that the total

bending power along the straight line between the Moon and the experimental site, as well as

the bearing angle (see definition in Figure 6.5) of the deflection angle, are smooth functions

of the incident direction in the horizontal system. On the other hand, for a given incident

direction and time, the magnitude of the deflection depends only on the rigidity (momentum)
of the primary particle, which is unknown. These facts lead to the definition of a deflection
coordinate system [119,120], which is illustrated in Figure 6.5, with one axis parallel to the

deflection direction, one axis perpendicular to the deflection direction and an axis along the

direction of motion.
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(a) The total bending power along the straight line (b) The bearing angle of the defection vector,

from the Moon to the L3+C site. (measured from the North towards the East)

Figure 6.4: The bending power and the defection direction of the Earth magnetic fi eld as a function

of the incident direction in the horizontal system at a fi xed time.

6.3 Monte Carlo study

6.3.1 Energy distribution of primary particles

With the air shower simulation, the primary-muon response function R(pil,PN) defined by

the muon momentum at the surface level (p^) and the momentum of the primary particle per

nucléon (pN), can be determined approximately. Figure 6.6 exhibits such a relation obtained

from the CORSIKA (Version 6.200 with hadronic interaction models QGSJET and FLUKA,

see Section 1.4.4) simulation for primary protons with a spectral index of y0 = -2.7. Protons

are generated homogeneously on top of the atmosphere with zenith angles 8Z < 70°. The

primary energy distribution corresponding to the differential muon flux dN/dp^ is a rather

wide distribution.

The probability of secondary muon production depends on the primary energy. Ideally, a

primary particle with high enough energy can produce at least one muon in the air shower.

Therefore, the probability to detect one muon with momentum cut p1 from a primary particle

increases with primary energy, and approaches a maximum value at a certain energy, despite

of the efficiency of the detector. Figure 6.7 shows the p^" dN/dpN distribution of the M.C.

data for different primary spectral indices (y0). As expected, the distributions become flat at

high primary energies. While at low energy, there is a sharp cut off having an inverse expo¬

nential shape. These findings suggest that the primary momentum distribution corresponding
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incident direction of »

the primary particle

1

East
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Figure 6.5: The deflection coordinate system. The defection plane is the plane that contains the

directional vector of the muon and stays parallel to the incoming direction of the primary particle. ûx
and ßy are the two unit vectors of the defection system. The bearing angle indicates the orientation of

the defection which is measured on the horizon plane from the North through the East.

to a given muon momentum can be approximated by a power law with an exponential factor,

fiPti)
Pl+ln~r-n

/^exp
Po

Pn
(6.4)

where y and po are free parameters, which are in turn functions of muon momentum ptl (see

below), to be determined by M.C. simulation. This function has been normalised to unity
over the range (0, oo).

The M.C. data sample is divided into small muon momentum intervals, and the primary
distributions (dN/dp^) are fitted to this function. The results for p0 and y and their depen¬
dences on the muon momenta are shown in Figure 6.8. The value of p0 increases linearly
with the muon momentum and only slightly depends on the input value of the primary spec¬
tral index. The value of y is larger than the input value (y0) and decreases logarithmically
with increasing muon momentum. The two parameters (y, p0) are then replaced by

y = y -

c, In p^ po
~

po + c2pv. (6.5)
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Figure 6.6: The relation between the momentum of primary protons and the momentum of secondary

muons obtained from the CORSIKA (QGSJET+FLUKA) simulation. Primary protons are generated

homogeneously on top of the atmosphere with a spectral index yo = ~2.7 and zenith angles 9Z < 70°.

The grey scale represents the relative event density.
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Figure 6.7: Distribution of the primary momenta for given muon momentum range 39 - 41 GeV/c.

The simulation is performed with protons with spectral indices of -2.7 and -2.2.
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Figure 6.8: Primary energy distribution parameters (po and y) obtained with a least square fi t to

function (6.4) for small muon momenta intervals. To have enough statistics, the widths of the intervals

are chosen to increase with the momenta which are 39-41, 49-51, 59-61, 68-72, 77-83, 86-94, 95-105,

140-160, 190-210 and 290-300 GeV/c respectively.

Table 6.2: Parameters of the primary energy distribution function (6.5) determined from the binned

maximum likelihood fi t.

Input(y0) Y C] p'Q (GeV/c) c2 ([GeV/c]1)

proton (-2.7)

proton (-2.2)

proton (-3.2)
helium (-2.7)

-1.693 ±0.005

-1.24 ±0.01

-2.10 + 0.02

-1.71 ±0.01

0.110 ±0.001 -49.1 ±0.7 10.00 ±0.01

0.090 ± 0.002 -45.8 ± 1.6 9.56 ± 0.03

0.144 ±0.006 -56.8 ±2.4 10.50 ±0.05

0.103 ± 0.004 -45.9 ± 1.9 9.83 ± 0.04

where y', p'0, c\ and c2 are free parameters, p^ is the muon momentum at the surface level in

units of GeV/c. The 2D primary-muon response histogram (p,i,Pn) is fitted to function (6.4)
with these four parameters using a binned likelihood method. The results are listed in Table

6.2. The power law factor of function (6.4) represents the momentum distribution of primary
particles and the value of y' is roughly equal to y0 + 1. On the other hand, the exponential
factor represents the muon production probability which can be considered as "efficiency",
depending mainly on the muon momentum.

When reporting the final results of our analysis, we need to quote the energy range of

the primary particles contributing to the observed Moon shadow. There are some general
considerations concerning this point.
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The mean energy. This is the most simple idea, but it has some obvious disadvantages. The

primary particles have a wide energy distribution over several orders of magnitude,

therefore, the mean energy has not too much physical meaning and its value is strongly

dependent on the tail of the distribution, e.g. a very high value at the end of the spectrum

can increase the mean value dramatically.

The median energy. A better representation of the primary energy corresponding to the dif¬

ferential muon flux is the median energy [219]. For the sake of simplicity, a crude

estimator of this energy which is widely used, is ten times the corresponding muon

energy. In [219], this relation was calculated with the scaling model of hadron interac¬

tions and was parameterised to

£med.an = 6.9 • (£[t + 2 GeV) (for 0.5 < E[t < 300 GeV). (6.6)

As pointed out by the authors themselves, this value depends on the primary spectral
index. Since the energy distribution of antiprotons in the range we are searching for is

unknown, this is also not a good solution.

An energy threshold. As mentioned before, the "efficiency" to detect at least one muon

from the primary particle increases with the primary energy, and approaches 100% at a

certain energy. Consequently, we can define the starting energy, where the "efficiency"
reaches an arbitrary value rj for a muon data sample with momentum cut pjv, as the

primary momentum threshold. For this purpose, the primary distribution corresponding

to the integrated muon flux with threshold p^ is fitted to function (6.4). The results are

shown in Table 6.3. The "efficiency" factor, determined by the parameter p0, is nearly

independent of the selected input values of y0. Therefore, the threshold at a given

"efficiency" n can be obtained simply through p^ = -pol ln(//). Since the values of p0

is roughly 11.7 times the muon momentum threshold p^, the threshold of the primary

momentum per nucléon can be approximately parameterised to,

^ = -11.7-pJ/ln(77), (6.7)

which is independent of the spectral index of the primary spectrum and it is assumed

to be valid for 0 < n < 0.5. For a power-law distribution with spectral index y, the

median momentum per nucléon of primary cosmic rays can be derived,

^median = Q^pT (6.8)

The upper boundary, where 84% primary particles are included, is then,

p = 0.16^ pTN. (6.9)

These two quantities are obviously depend on the spectral index of the primary distri¬

bution.
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Table 6.3: The momentum distribution parameters (po and y defi ned in equation (6.4)) corresponding

to a certain muon momentum cut (pj) for primary protons with different input spectra indices (yo).

/>T(GeV/c) y0 =-2.7 (input) y0 = -2.2 (input)

(at surface level) p0(TeV/c) -y /?0(TeV/c) -y

30 0.36 1.94 0.37 1.44

40 0.47 1.95 0.47 1.45

50 0.59 1.96 0.59 1.46

60 0.70 1.97 0.70 1.46

70 0.82 1.98 0.81 1.47

80 0.93 1.99 0.92 1.47

90 1.05 2.00 1.03 1.48

100 1.16 2.00 1.15 1.48

Table 6.4: Absolute fbx in number of particles ($ z) and number of nucléons (<D^) at Eq -

1 TeV/nucleus and spectral index yz- The data of <&z and yz are from Ref. [220]. Only elements

having a relative abundance larger than I % with respect to protons are selected.

Z A 0»[(m2srsTeV)-'] ®°N [(m2srsTeV)-'] -yz

H 1 1 8.73 x 10"2 8.73 x IO"2 2.71

He 2 4 5.71 xlO"2 2.35 x IO'2 2.64

C 6 12 1.06 xlO"2 0.21 x IO"2 2.66

N 7 14 2.35 XlO'3 0.04x IO'2 2.72

O 8 16 1.57 xlO"2 0.24 x IO"2 2.68

Mg 12 24 8.01 x 10"3 0.10 xlO"2 2.64

Si 14 28 7.96 x 10~3 0.07 xlO"2 2.75

Fe 26 56 2.04 xlO"2 0.19 xlO"2 2.59

6.3.2 Primary cosmic-ray composition

As described in Chapter 1 the chemical composition of primary cosmic rays has been in¬

vestigated with direct measurements. The most recent results are quoted in Table 6.4 (see

Ref. [220] for a full compilation). Only elements having a relative abundance larger than 1%

with respect to protons are selected. All of them have nearly identical spectral indices. In

the hadronic interactions of EAS, nucléons in a nucleus can be considered as free since the

bonding force can be neglected comparing to the strong interaction. Therefore, the muon pro¬

duction probability is determined by the number of nucléons and energy per nucléon EN = ^,
with Eo being the total energy of the nucleus. The absolute fluxes of the selected elements

have been converted to a flux in number of nucléons and listed in Table 6.4. Assuming all
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the elements having an identical spectral index of -2.7, the portion of muons contributed by

protons is 73%. The other elements have approximately the same value of Z/N = 0.5, and

thus have a similar behaviour as helium nuclei when travelling in a magnetic field. Therefore,

the observed muon flux is considered to be originated at 73% from protons and 27% from

helium nuclei in the following discussions.

6.3.3 Deflection function

The Earth magnetic field can be calculated with models but the momentum of the primary

particle is unknown. Therefore, the magnetic deflection in a given direction at a given time

and for muons with given momenta are still widely distributed. According to equation (6.3)

and (6.5), the distribution of the deflection angle (0defl), depending on the muon momentum

(pfl), the incident direction (r) and the time (f), can be written as,

/defl(0defl;/V<O = f^) r(_y„ ^gdefll'^exp^^e.fcfl), (6.10)

where y and p0 takes the form of Equation (6.5) with parameters y', C\, p'0 and c2 which in

turn are derived from the CORSIKA simulation (see Table 6.2), Z and A is the charge number

and the atomic number of the particle, and T(r, t) = \ j dL x B\ is the total bending power of

the Earth magnetic field. This function is only defined on the semiaxis having the same sign
as the charge number Z, i.e. the exponent of the exponential part should always be negative.
On the opposite semiaxis, the probability density is always zero.

In the data, this distribution is convoluted with the angular resolution, which is assumed

to be a Gaussian distribution

/«. (opino ; P^r) = —— exp

V&(/V'0 I 2<r2(/vr)J

8'(2
plane

(6.11)

The angular resolution cr(/^, r) is given by expression (5.19) and the parameters therein, Öplane
is the projected angle (0X or 8y). In addition, taking into account the angular size of the Moon

(Rm), the distribution of the events blocked by the Moon along the x-axis in the deflection
coordinate system is

rmux
n^M 2 -JRy[ ~ 8"

/deflfA - 8'; P[l, r, t) dff —^—2 fl^ff - 8";P]l, r) dö".
J-Rm

XR\a

Rm nnM

(6.12)

6.3.4 Moon shadow simulation

The whole sky is divided into 100 x 100 cells in the horizontal coordinate system. Primary

particles (essentially protons and helium nuclei with spectral indices of -2.7) are generated
on top of the atmosphere in a cone of 10 degrees around each cell along the Moon trajectory
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and according to the Moon exposure time inside the cell. All the primary particles are traced

by the CORSIKA of version 6.200 with hadronic interaction models QGSJET and FLUKA

(see Section 1.4.4) through the atmosphere. The produced secondary muons are scattered at

the surface level according to the detector's size to increase the simulation efficiency. Then

the muons are fed to the detector's simulation program (see Section 3.4). The simulated muon

events are reconstructed in the same way as the raw data and the same selection criteria are

applied. For each remaining event, the primary particle is back-traced to the altitude of the

orbit of the Moon through the Earth magnetic field. If it hits the Moon, then it is removed

from the primary flux.

6.4 The Moon data sample

The apparent direction (ö, a) of the Moon in the topocentric equatorial coordinate system is

computed for the time at which each event passes the cuts (see Section 4.3) and transferred

to the horizontal coordinate system with the SLALIB [221 ]
'
programme. Due to the close

distance of the Moon, the parallax, which amounts to a fraction of a degree, has been taken

into account in the SLALIB routines.

Events having opening angles less than 5° with respect to the Moon direction are con¬

sidered to be 'Moon events'. Ten independent background data samples are selected also by

altering the R.A. of the Moon by i * 11 °/ cos 6 (i - ± 1, ±2, ±3, ±4, ±5) while the declination

(6) is fixed. The background samples cross the sky in the same way as the real Moon data

sample from the detector's point of view. As shown in Figure 6.9 these data sets are named

as off-moon data samples Al, A2, ....
A5 and Bl, B2, ..., B5, according to the corresponding

sky region crossed, after or before the Moon. Over the long data-taking time, any difference

on the live-time in these data samples could be neglected.

The momentum distribution of muons coming from the Moon direction is shown in Figure

6.10. It is nearly a power law with a spectral index of -3.1 at high momenta. To make

the comparison to the previous study [119] easier, the same momentum ranges, i.e. pM >

100 GeV/c and 65 < pß < 100 GeV/c are chosen. Since the angular resolution improved with

the new version of the Ntuple data and has been studied elaborately with the double muon

data, an additional momentum range with a lower boundary, down to 30 GeV/c will be used

as well. Actually, these momentum ranges are only used to check the shadowing effect, i.e.

various histograms for the visualisation. For the study of the antiproton ratio, a binned and

an unbinned maximum likelihood method will be used for the whole momentum range.

The distribution of the Moon position corresponding to the selected data sample and the

muon incident direction in different coordinates are shown in Figure 6.11. The apparent

radius of the Moon disk varies from 0.25° to 0.28° (see Figure 6.12) due to the Moon's

ellipsoidal orbit and the size of the Earth. The average value is 0.272°.

'SLALIB is a library of routines intended to make accurate and reliable positional-astronomy applications.

The versions currently in service are written in Fortran 77. A special ('proprietary" ANSI C) version provided

by the author [222] is used in this analysis.
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Figure 6.9: The relative positions of the Moon and the off-moons on the sky.
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Figure 6.10: The momentum distribution of muons from the Moon data sample.
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Figure 6.11 : Some general distributions of the Moon data sample. The size of the boxes in (a) and (b)

indicate the number of events.
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Figure 6.12: The radius of the Moon corresponding to the events in the Moon data sample.

6.4.1 The expected angular resolution

The angular resolution of muons with respect to their parent particles can be calculated event

by event with function (5.19). Table 6.5 lists the average values for the muon momentum

bands of pß > 100GeV/c, 65 < pu < 100GeV/c and 30 < pß < 65 GeV/c respectively.

Table 6.5: The average angular resolution for the three momentum bands determined with function 6.5.

The errors are the RMS values of the corresponding distributions.

pß[GcV/c] Angular resolution (°)

> 100

65-100

30-65

0.24

0.44

0.75

0.07

0.09

0.17

6.4.2 The expected deflection in the Earth magnetic fi eld

The bending power of the magnetic field (j dL x B) is calculated along the opposite direction

of each incident muon in the Moon data sample. The distribution of the magnitude and

direction of this vector are shown in Figure 6.13.

According to function (6.10) and the estimation that 73% muons are from protons and

27% can be represented by helium nuclei (see Section 6.3.2) the distribution of the deflection

angle can be determined. The average deflection angle as a function of the muon momentum
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Figure 6.13:

events.

The bending power and the bearing angle of the defection associated with the Moon

Table 6.6: The Landau approximation of the expected defection angle distribution. The parameter

MPC indicates the maximum of the distribution (see text).

MGeV/c] MPC[°] rrLandaun

> 100 0.24 0.26

65 - 100 0.51 0.48

30-65 0.82 0.76

is shown in Figure 6.14. The distributions of the deflection angle and the convoluted de¬

flection angle (function (6.12)) in the three momentum bands are also presented in the same

figure. The convolution significantly modifies the shapes of the distributions especially in the

small-angle regions, but has only a marginal effect on the average values of the distributions.

The distributions of the convoluted deflection angles have a LandauMike shape in the

central part. Table 6.6 lists the Corrected Most Probable value (MPC)3, i.e. the maximum of

the distribution and crLandau of the Landau distribution for the three muon momentum ranges.

inspired from the previous analysis [119], The Landau distribution is provided within the ROOT framework

f 193], adapted from the CERNLIB routine Gl 10 denlan.

3The Most Probable Value (MPV) is shifted to -0.22278298 in the CERNLIB version of the Landau

distribution with the parameter o^undau = 1- Therefore, the maximum of the Landau distribution is at

MPC = MPV - 0.22278298(TLandau.
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tively.

Figure 6.14: The predicted deffection angle distributions determined with function (6.10).
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Figure 6.15: Distribution of the reduced^2 of the 2D fi t to the background data samples (see text for

the details). The solid curve is a maximum-likelihood fi t to the Gaussian distribution.

6.4.3 The background

In this analysis, the muon event distribution in the absence of the Moon is considered as

background which is assumed to be a smooth surface taking the form of

f(x, y) - A( 1 + ax + by),

where A represents the average number of events per bin (0.1° x 0.1°). This hypothesis is

checked with the ten background data samples. The 2D histograms in the three momentum

bands in the deflection coordinate system are fitted to this function. Due to the large number

of degrees of freedom (ndf = 4797), the^2 value should obey the Gaussian statistics. Figure
6.15 presents the distribution of the values of the reduced chi-square. A maximum-likelihood

fit revealed that the standard error of the distribution (0.026 ± 0.003) is consistent with the

expected value of 0.029. Therefore, the hypothesis that the 2D histograms can be fitted to

inclined surfaces is confirmed.

The average event densities obtained from the fits are shown in Figure 6.16. The event

density tends to increase in the background data samples taken further away from the real

Moon position. Since the parallax correction depends on the direction in the horizon system,

the background samples have slightly different acceptances resulting in different number of

events. These background data samples are mainly used for validation tests, and therefore

this difference has no effect on the final results. Extrapolated to the real Moon position, the

event densities should be 2817 ± 6, 4025 + 6 and 12566 ± 11 per degree2 for the momentum

range pß > 100GeV/c, 65 < p^ < 100 GeV/c and 30 < pß < 65 GeV/c respectively. In unit

of the average solid angle of the Moon (Clu), these densities reads 654.7 ± 1.4, 935.5 ± 1.4

and 2920.7 ± 2.6 H^,1. These values represent the expected numbers of events blocked by the
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Figure 6.16: The average event density of the ten background data samples for the three different

muon momentum ranges.

Moon in the three momentum ranges.

6.5 The shadowing effect

The simplest way to show the shadowing effect is to check the distribution of the angular
distance of the muon with respect to the Moon. In Figure 6.17, the event density, i.e. the

number of events divided by the solid angle measured in units of the average solid angle of

the Moon (^m), is shown as a function of the angular distance from the centre of the Moon.

For comparison, the same distributions from the ten off-moon data samples are scaled and

superimposed to them. The shadowing effect can be clearly seen in the first few bins. The

flat distribution of off-moon data confirmed that the event deficits are not caused by mistakes

in the analysis program.

Approximating the average angular resolution as a Gaussian distribution and taking into

account the size of the Moon, the p.d.f corresponding to these plots can be given as

dN

do,
(A&) = A 1 rM

p2n

Jo

1

2ncr2
exp(-

(A6> - r cos (p)2 + (r sin (f>)

2c72
)drd(p (6.13)

However, due to the effect of the Earth magnetic field, the observed distributions significantly
deviated from the expected p.d.f.. Therefore, the experimental angular resolution can not be

derived from the one-dimensional histograms.
On the other hand, large fluctuations are expected in the two-dimensional histograms due

to the low statistics in each bin. Therefore, a smoothing technique must be applied to get a
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Figure 6.17: The event density as a function of the angular distance to the Moon. The lines represent

the scaled event density of the superimposed ten off-moon data samples.



106 Chapter 6. The Moon shadow analysis

visible image. A signal-like Gaussian filter is a good choice for this purpose. The content of

each bin («,-,_,-) is replaced by the weighted average value of this bin and neighbour bins

n
_

Zi.j Hj ' G((r, Xj
-

x0, y,
- y0)

inJn
~

TùjGio-tXi-Xo^j-yo)
(if J(xt - x0f + (yj - yo)2 < 1.58 cr),

where (x,,y7) and (x0,yo) are the coordinates of the bins (/, j) and (i0, jo) respectively in any
.2,2

orthogonal coordinate system, and the weight G(cr,x,y) = ~— exp(-^r) is a product of

two independent Gaussian functions with identical standard deviations. The values of cr are

based on the pre-determined quantities (see Section 6.4.1. The exact values are indicated on

the plots (Figure 6.18) ).

The significance of the event deficit is evaluated for the smoothed histograms in the

equatorial coordinate system and the deflection coordinate system with the three momen¬

tum ranges. In the 'pictures' taken in the equatorial system (Figure 6.18), the shadows are

observed to be deflected to the west side as expected. In the deflection coordinate system,

the shadows are stretched along the x-axis while nearly symmetrically distributed along the

y-axis, and have higher maximum significances (see the scales of the individual plots) than

those in the equatorial system.

The positions of the centres of the deficits are in good agreements with the predicted
values (Table 6.6) except in the plot for muons in the momentum band of 65 - 100 GeV/c in

the deflection coordinate system, where the large fluctuations (see Figureö. 19 and text below)
have significant effect on the smoothed image. Nevertheless, good agreement is obtained in

the fits with the projected distribution (Figure 6.19 and the 2D histogram (Table 6.7) ).

The projected slices along the x- and y-axis of the deflection coordinate system are shown

in Figure 6.19. The shapes of the distributions significantly depend on the range used for

the projection. To make the comparison meaningful, a uniform critérium is applied on the

three muon momentum ranges. The projection ranges of the ^-slices are set to be the sum

of the radius of the Moon and the average angular resolution (RM + cr). For the jc-slices, the

projection start from -(/?M + cr), and end at the point determined with Figure 6.14 which

contains 90% of the events.

The jc-slices are fitted to a simple function where only a Gaussian (anti) signal with back¬

ground is considered,

1 92

f(9y) = N(\+bdy)~ Nm]M-==^ exp(--^).

"Subtracting" the RMS value of the Moon disk (= /?M/2) from the 'Sigma'-values in the

fit results of the x-slices, the effective angular resolutions are determined to be 0.25° ± 0.06°,

0.43° ± 0.12° and 0.87° ± 0.50° for the three muon momentum ranges respectively. They are

in good agreement with the expected values (see Table 6.5). The number of missing events

(see Figure 6.19) determined from the fit are also consistent with the values obtained from

the background analysis (see Section 6.4.3). Good agreement is observed according to the

reduced^2 values (see Figure 6.19).
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p >100GeV/c (jMI,e = 03 p >100GeV/c tilb = 03

j Jtàt± l nu l;...A.ti

10 12 3

(aruM)*cos(ôM) [degrees]

p = 65-100 GeV/c (T,llw= 0 4

10 12 3

(«ruM)*cos(5M) [degrees]

p - 30 65 GeV/c nM = 0 5

3 2 10 12 3

(« -mm)*cos(5m) [degrees]

0 12 3

AÛ„ [degrees]

p =65 100GeV/c n,„or=0 4

1 2 3

A0X [degrees]

p = 30 65 GeV/c nM,or= 0 5

0 12 3

AGj [degrees]

Figure 6 18 The signifi cances of event dcli cits determined in the thicc momentum ranges The lcll

column is in the topocentric equatorial system and the right column is in the defiedton system A

smoothing technique with Gaussian fi ltei has been applied to get a clear shadow image (see text)

The white cncles indicate the position and the si/c ol the Moon The shifts of the shadow in the

cquatoiidl system aie increased with the muon momentum as expected Howevei the shift of muon

with momenta between 65 and 100 GeV in the deflection system is larger than the expected value It is

caused by the statistical fhctuations (see the projected histogram in Figure 6 19, whcie the fi t position

is in between the near and the far distance fiom the Moon In the h nal two dimensional likelihood fi t

the position is also correctly positioned (see Tabic 6 7 and 6 8) )
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6.6 Maximum likelihood analysis

For simplicity, (x, y) is used to denote the two orthogonal coordinates in the deflection system
throughout this section. The two dimensional maximum likelihood fits are performed in a

symmetric rectangular region (-X, -Y, X, Y), where X = 4° and Y = 3°.

6.6.1 The likelihood function

According to the off-moon data analysis, the background can be approximated with an in¬

clined smooth plane (see Section 6.4.3). The normalised background p.d.f in the rectangular
region (-X,-Y,X,Y) is

/bckO,y; a,b) = (l+ax + by)/(AXY)

Assuming the distributions along x- and y-axis are uncorrelated, the p.d.f of the missing
events can be given by a product of two independent terms,

/deficit^) = /xW/yCy)

By definition, the y-distribution of the missing muons should be determined only by the

total angular resolution and the size of the Moon. In addition, M.C. simulations indicate

that the total angular resolution of muons does nearly not depend on the type of primary
particles. Therefore, the projection on the y-axis can be represented by a Gaussian distribution

convoluted with the Moon disk,

CRm2JR2 -U2
j / / )2\

/y(y;*U)= -^ =i exp -^ \ U[ \du (6.14)
J-Rm ^m V2W(jV \ ^2cr2(Pv) J

where o-(p ) is determined with function (5.19) event by event and k is a free scaling factor to

the pre-determined value of the angular resolution (see Chapter 5). Since the apparent radius

of the Moon (Ru) varies from 0.25° to 0.28° (see Figure 6.12), its value is also determined

event by event.

On the other hand, the projection of the distribution on the x-axis is depending on Z/A
of the primary particle. Consider the muon contribution from protons, helium nuclei (see
Section 6.3.2), and the potential contribution from antiprotons, the p.d.f on x-axis reads,

, ,

,
/p(* - xo) + rafa(x - xq) + rpfp(x - x0)

A(x; xQ, Ap)
= — — (6.15)

l+ra + rp

where ra
= 0.27/0.73 is the ratio of muons originated from helium nuclei with respect to that

from protons, and r^ is the antiproton to proton ratio. The three p.d.f terms (fp, fa, and /p)
have the same forms represented by function (6.12) and the underlying deflection distribution

(6.10) with corresponding parameters.

Because both, the total number of background events (A^k, the muon flux if the Moon

is absent) and the number of events blocked by the Moon (Nmiss) are experimental results
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and thus Poisson distributed, the extended maximum likelihood method [223] is appropriate
for this analysis. The likelihood function is the product of the Poisson probability to find

v = A/bck - -/Vmiss, and n individual probabilities,

Ciß) = rjrvY\f{.xhyi\0)
_v

n

n\ A 1

f=i

-V
n

=

~7 fi [Nbck/bckfey,; 0) - NmhJteûcilxhyr, 6)] (6.16)

where 9 = (./Vbck, A^miss, a, b, x0, y0, k, rp) is the set of free parameters.
The log-likelihood function can then be written as

n

In £(0) = - (Nbck - Ata«) + J] In pVbck/bck(x;-, yr, ff) - Nmiss/defi cit(x„ yr, ff)\

The additive terms not depending on 6 have been dropped. The background function /bCk(*, y)
has been normalised over the fitting range (-X, -Y, X, Y) already. The deficit function /dcfl dl(x, y),
on the other hand, which is only normalised over (-co, oo), has to be normalised to unity over

the fitting range also. This can be solved by replacing Nmiss with A^iss = NmisJ fx J_Y fdc& cil(x, y; 6) dxdy.
The log-likelihood function then reads,

pX r-Y

\n£(V) Nbck-^miss I I /defi cil(^y;Ö) dxdy
J-X J-Y

n

+ Tj In l^bck/bckU,-, yr, ff) - N'misjdeû jixh yr, 0)] (6.17)
;=i

Thanks to the large statistics, the binned maximum likelihood method is also applicable
in this analysis. Since the sum has been done partially in the binning, by integrating over the

total number of bins, we obtain the log-likelihood function with binned data,

lnX(Ö) = -

*Y nY

Nbck - N;tliss I I /defidt(x,y;0)dxdy

+ 2 "w m [^bck/bckU-, yf, ff) - ^niss/dcfi dlXi, yf, #)] (6.1 8)

where n(J is the number of events of bin (i, j).

6.6.2 Verifi cation of the angular resolution

The shadowing effect of the Moon is a good opportunity to verify the precision of the angular
measurement of an experiment. In this stage, antimatter is assumed absent in the primary
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Table 6.7: Maximum likelihood fi t to the unbinned Moon data sample with Landau approximation for

the deffection distribution without antimatter content.

/y[GeV/c] AUs a[deg~'] fc[deg"'] xMPC[0] y0[°] k (Tu^U0]

> 100 796 ±97 0.0052(12) 0.040(2) 0.27(8) 0.02(3) 1.10(8) 0.38(1)
65-100 659+163 0.0049(10) 0.040(1) 0.57(17) -0.03(8) 0.66(17) 0.46(6)

Table 6.8: Maximum likelihood fi t to the binned Moon data sample with Landau approximation for

the deffection distribution without antimatter content.

P[l[GeV/c] Nmiss a[deg-1] fc[deg~1] xMPC[°] yQ[°] q-[°] <riandaU[°]

> 100 830 ±160 0.0052(12) 0.040(2) 0.28(11) 0.06(4) 0.29(5) 0.40(7)
65-100 700 ±180 0.0049(10) 0.040(1) 0.51(11) -0.02(9) 0.35(6) 0.47(11)

cosmic ray flux and the deflection of muons from protons and helium nuclei are represented
by a single Landau distribution (see Section 6.4.2) for simplicity.

The unbinned- and binned-maximum likelihood analyses produce similar results which

are tabulated in Table 6.7 and Table 6.8, respectively. As expected, the unbinned method

gives smaller uncertainties.

The values of the scaling factors k (or the effective angular resolutions cr) are within two

standard deviations from its expected values k = 1 (for expected values of cr, see Table 6.5).
Therefore, the pre-determined angular resolution with the double-muon data and CORSIKA

simulation is confirmed with the Moon shadow data, though with larger uncertainties. The

maximum of the deficits (xMPC,y0) are also consistent with the smoothed shadow images in

Figure 6.18 and the expected value obtained in Section 6.4.3 (see results in Table 6.6). The

mean values of y0 indicate that the pointing precision of the L3+C experiment is better than

0.1°. The same fit procedure failed in the low momentum range (30 - 65 GeV/c) due to large
uncertainties caused by the worse angular resolution.

6.6.3 Search for primary antiprotons

Binned data, Landau approximation

A similar method to the previous analysis [120] is tried with the Landau approximation (see
Section 6.4.2). From the combined likelihood curve of the two muon momentum bands

pa > 100 GeV/c and 65 < pa < 100 GeV/c (see Figure 6.20), the ratio of antiproton to matter

is determined to be

^/matter = -0.04 ± 0.08.
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Figure 6.20: The relative log-likelihood value as function of the trial ratio of antiproton to matter

obtained with binned data of pu > 65 GeV/c with a Landau approximation.

According to [224], the upper limit of this ratio at 90% C.L. is 9.4%. As only 73% muons

originated from primary protons, the upper limit of the antiproton to proton ratio is therefore

|J1= 13% (90%C.L.).

Comparing to the previous result, /p/matter = -0.07 ± 0.09 [120], the current measurement

has a slightly smaller uncertainty on the ratio. However, the previous work could set a lower

limit, r-"m = 11% (90%C.L.), thanks to the smaller value obtained for the antiproton to

matter ratio. Taking into account the large uncertainties of the measurements, in fact, these

two results are consistent. Or in other words, with the same method and the same momentum

range, no improvement could be achieved with the improved angular resolution (the statistics

being essentially the same).

Unbinned data with a better deffection function

In order to improve the result, the more accurate p.d.f. (Function (6.12)) can be used.

In a first step, the p.d.f of antiprotons is assumed to be symmetric to that of protons. All

together, there are nine free parameters, JVbck, AVss, ci, b, x0, yo, h, k2, and rp/p. k\ and k2 are

scaling parameters to the angular resolution (see Chapter 5) for the y- and x- axis respectively.
The Moon data with different momentum cuts are fitted to function (6.17) with the unbinned

maximum likelihood method using the minimisation package MINUIT [192] integrated in the

ROOT framework [193]. The deduced parameters are listed in Table 6.9. The uncertainties of

all the parameters except rp/p are determined with the MIGRAD algorithm. The uncertainty
of rp/p is determined more precisely with the MINOS algorithm while the other parameters

are fixed to the best fit values.
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Table 6.9: Parameters obtained from the unbinned maximum likelihood fi t for different momentum

cuts.

„cut /y
.

Pu 'vmiss

[GeV/c] [xlO3]
a[deg~]] b[deg-1] x0[°] yd°] /"rp/p

100 0.53(6) 0.0051(12) 0.040(2) 0.03(0) 0.00(1) 0.61(2) 1.79(1) -0.038(144)

95 0.58(9) 0.0053(11) 0.040(1) 0.02(3) 0.00(4) 0.72(45) 1.60(6) -0.021(145)

90 0.73(9) 0.0053(10) 0.040(1) 0.01(1) -0.02(4) 0.82(25) 1.97(3) -0.055(136)

85 0.77(11) 0.0053(10) 0.040(1) 0.05(6) 0.00(4) 0.76(23) 1.98(47) .0.044(141)

80 0.88(13) 0.0054(9) 0.040(1) 0.03(3) -0.01(3) 0.68(20) 2.13(42) -0.074(132)

75 1.00(15) 0.0051(9) 0.040(1) 0.03(3) -0.01(3) 0.74(21) 1.80(32) -0.054(124)

70 1.03(16) 0.0054(8) 0.040(1) 0.02(3) -0.01(4) 0.69(18) 1.60(39) -0.117(104)

65 1.22(12) 0.0052(7) 0.040(1) 0.03(1) 0.00(3) 0.68(14) 1.66(3) -0.062(113)

60 1.27(13) 0.0051(6) 0.041(6) 0.00(2) 0.00(3) 0.60(15) 1.16(39) -0.049(113)

55 1.50(21) 0.0039(6) 0.040(1) -0.02(7) 0.02(3) 0.53(10) 1.12(37) 0.006(116)
50 1.79(29) 0.0016(6) 0.040(1) -0.02(9) 0.02(3) 0.59(15) 1.15(45) -0.011(113)
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(a) The p/p ratio as a function of the muon mo- (b) The uncertainty of the p/p ratio as a function

mentum cut. of the muon momentum cut (see text).

Figure 6.21: The antiproton to proton ratio and its uncertainty as a function of the muon momentum

cut obtained with the two dimensional maximum likelihood with unbinned data.

Figure 6.21 presents the measured ratio of antiprotons to protons and its uncertainty as

a function of the muon momentum cut. In order to better understand the dependence, more

momentum-cut points are added to the figure. Above 70GeV/c the statistical uncertainty
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Table 6.10: The effect of different spectral indices on the p/p ratio for Moon events above 70 GeV/c.

The obtained p/p ratio and in turn the upper limit (90% C L.) as a function of the test value of the

antiproton spectral index.

7p (test value) rP/P
«limit

P/P
(90% C. L.)

-2.2 -0.130 + 0.110 0.08

-2.7 -0.117 ±0.104 0.08

-3.2 -0.020 ±0.124 0.19

-3.7 -0.018 ±0.124 0.18

becomes larger, as the statistics decreases. Below 70 GeV/f the uncertainty increases again
because the angular resolution starts to play a role. Therefore, the best momentum cut corre¬

sponding to the lowest statistical uncertainty is 70GeV/c. However, the uncertainty for this

momentum-cut seems underestimated (because of fluctuations), and therefore a interpolated
value from neighbouring points (see the curve in Figure 6.21 (b)) is used instead

rp/p = -0.12 ± 0.11 (for pa > 70GeV/c).

According to [224], the upper limit of this ratio at 90% C. L. is 8%.

6.6.4 The effect of different spectral indices on the p/p ratio

Since the spectral index of antiprotons around the interesting energy range is unknown, the

result may be biased. To check this point, primary antiprotons are assigned different spectral
indices. For simplicity, assume only y' among other parameters of Equation (6.5) depending
on the input value of y0 with a simple relation y' = y0 + 1. The p/p ratio obtained in this

way with the unbinned maximum likelihood fit for different antiproton spectral indices are

tabulated in Table 6.10. The uncertainties of the results are determined by the total number

of events and the angular resolution, and thus loosely correlated to the trial values of the

antiproton spectral index. However, the absolute value of the p/p ratio for a steep p-spectrum

is smaller.

The effect of different spectral indices on the p/p ratio is also checked with a M.C. sim¬

ulation (see Section 6.3.4). 10% of antiprotons with respect to protons are generated in the

energy range of 200 to 2500 GeV with different spectral indices. The spectral index of pro¬

tons is fixed to -2.7. As shown in Table 6.11, significantly more muons are produced in the

M.C. data samples with harder spectral index. On the other hand, the p/p ratio, which is

obtained with a binned maximum likelihood analysis similar to the one described in Section

6.6.3, is nearly independent of the input value of the spectral index.

Antiprotons with harder spectra may produce more secondary muons, but suffer less de¬

flection in the Earth magnetic field, and therefore the p/p ratio obtained with the maximum

likelihood method is not sensitive to the spectral index.
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Table 6.11: The effect of different spectral indices on assumed p/p ratio equals to 0.1 for simulated

data (see text for explanation).

yp (input) ^/p(fit)

-2.2 0.17 0.109

-2.7 0.096 0.106

-3.2 0.070 0.099

-3.7 0.050 0.096

6.7 Summary

The measurement on the ratio of antiprotons to protons in the primary flux has been per¬

formed with different methods. The results are consistent with each other. With a muon

momentum cut of 70GeV/c, the unbinned maximum likelihood analysis gives the p/p ratio

with the smallest uncertainty,

rp/p = -0.12 ±0.11 (for pa > 70 GeV/c).

According to Equation (6.7), (6.8) and (6.9) and setting the "efficiency" factor to \/e, the

corresponding energy range of primary protons is from 0.8 TeV to 2.4 TeV with a median

energy of 1.2 TeV. The derived upper limit is shown in Figure 6.22 and compared to the

previous L3+C result, some recent direct measurements of the p/p ratio at low energies, and

a upper limit obtained by MACRO using Sun shadow data.

In addition, the angular resolution is confirmed by the Moon shadow analysis and the

pointing precision is determined to be better than 0.1 °.
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10' 10J 104

Kinetic energy [GeV]

Figure 6.22: The upper limit of the antiproton to proton ratio (90% C.L.) compared with the previous
L3+C result, some recent direct measurements at low energies (for references see Table 2.1), and an

upper limit obtained by MACRO using Sun shadow data [209].
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Conclusion

This thesis presents a new search for antiprotons in high energy primary cosmic rays using
the Moon shadow method with muon data collected by the L3+C experiment. The most

important experimental requirement for a successful application of this new technique is the

angular resolution of the detector. The angular smearing of the muons due to the production

angle in the atmosphere, the multiple scattering and the energy losses in the matter above the

L3+C set-up, as well as the intrinsic angular resolution of the detector, have been carefully
determined with the help of Monte Carlo studies and the analysis of double muon events. The

expected resolution, as well as the pointing precision (< 0.1°) has been found in agreement

with the result from the maximum likelihood analysis of the shadow data.

Shadows of the Moon have been observed for three muon momentum ranges: > 100 GeV/c,
65 to 100 GeV/c and 30 to 65 GeV/c, with a significance of 7.0 cr, 5.8 cr and 5.2 cr respectively.
The maximum likelihood analysis has been performed on both binned and un-binned data,

delivering an upper limit for the ratio of antiprotons to protons in the primary flux of 0.08

(90% C. L.) and for primary energies around 1 TeV. At these energies the primary composi¬
tion responsible for the observed muons corresponds to 73 % protons and 27 % helium and

heavier nuclei. The resulting upper limit on the ratio has been demonstrated to be practically
independent of the power index of the energy dependence of the primary flux.

For primary nucléons around 1 TeV no other experiment could presently compete with

L3+C because of the excellent angular resolution and the low muon momentum threshold

(corresponding also to a low primary momentum leading to a large deflection by the Earth

magnetic field of the shadow image). Unfortunately the short data acquisition period has led

to a quite limited statistics, inhibiting the possibility to get a better limit, or even to observe

an antiproton flux at the % level of the proton flux, as one would expect by extrapolating from

results obtained in direct measurements at low energies.

117
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