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The �rst systematic studies on learn-

ing were reported by Thorndike in 1898.

His most in
uential experiments were

those based on the \puzzle box". In

the same period Pavlov developed his

studies on so called classical condition-

ing. This paradigm refers to learning

phenomena where initially neutral stim-

uli, or conditioned stimuli (CS), like

lights and bells, are through their simul-

taneous presentation with motivational

stimuli, unconditioned stimuli (US), like

footshocks or food, able to trigger a con-

ditioned response (CR).
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Thorndike's experiments are an exam-

ple of operant, or instrumental, con-

ditioning, in which the UR is contin-

gent on a particular action displayed by

the organism.
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We make the assumption that both

experimental paradigms address com-

plementary subcomponents of one com-

plete learning system which we study

in our modeling work on

Distributed Adaptive Control (DAC).
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DAC assumes that learning systems

are constructed on the foundation of an

automatic prewired reactive control struc-

turewhich consists of re
exes and stereo-

typic behavioral patterns. It provides

the organism with a basic level of com-

petence and contraints any learning pro-

cess.
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DAC0 is our implementation of a

Reactive Control System.
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Bugworld is a 2-dimensional environ-

ment containing elements associated with

re
exes: Targets (A-D), and obstacles.

The simulated robot uses 3 types of sen-

sors: A range �nder, collision detectors

and two target detectors.
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A collision triggers an avoidance re-

action (US�) (1,2,3). Targets disperse

a gradient that can be detected by the

sensors (appetitive unconditioned stim-

ulus, US+). These can trigger approach

actions.
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The adaptive control structure, DAC2,

learns to correlate CS events (distal sen-

sor) with internal states (IS). It pro-

poses that a central element of classical

conditioning is CS identi�cation.
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The DAC2 learning rule categorizes

CS events, using a reconstruction of these

events as feedback to the sensors;

Predictive Hebbian Learning.
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The real-world version of DAC runs

on a Khepera robot [K-team, Lausanne].

The knowledge of the system is expressed

in synapses connecting the CS and IS

populations. In this example it asso-

ciated colors with collisions and light

events.

Associations between CS and IS populations after 20 cycles (0h 50 min
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Associations between CS and IS populations after 30 cycles (1h 18 min
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Associations between CS and IS populations after 44 cycles (2 h 0  min)
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Learning about ones actions means to

pursue plans. DAC3 uses a short-term

and a long-term memory system to ac-

quire its knowledge and to make plans

based on its experience. It is built on

top of a DAC2 level of control.
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Since DAC3 implements a supplemen-

tal level of control as compared to DAC2,

one can wonder if it organizes its behav-

ior in a di�erent way.
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Figure 1: positions visited over 106 time steps. Left: DAC2. Right: DAC3

By plotting the distribution of proba-

bilities to �nd the robot at a certain lo-

cation in the environment over 106 time

steps we observe that DAC3 exhibits

more structured behavior. This struc-

turing of behavior a�ects the way per-

ception organizes itself at its DAC2 level.
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STM and LTM of DAC3 are ring bu�ers

and chained lists. The question whether

DAC3 could be implemented by a bio-

logically plausible neural network raises

some important challenges: A natural

neuron can only use local information,

both spatially and temporally.

Adaptive Context

LONG TERM MEMORY

Context

SHORT TERM MEMORY

Sensors Motors

STM Population

LTM connexions

DAC4 is a fully neural implementa-

tion of DAC3 where STM and LTM are

implemented by recurrent networks where

the temporal context is represented by

a pattern of activity.
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Human decision making follows so-called

Bayesian inference principles. Bayesian

theory provides a framework to choose

optimal actions given limited knowledge.

$G_g$

$p(r|s_n)$
$p(s_n|r)$

Bayes principle $a_*$

observation process decision process

Bayes theorem
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DAC5 is a model of the general pur-

pose learning system which was demon-

strated to obey Bayesian inference prin-

ciples in its decision making.
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