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Abstract

When a ferromagnet is exposed to a femtosecond laser pulse, its mag-
netization is reduced within less than a picosecond. This surprising
effect has challenged the established theory on magnetization dynam-
ics and, at the same time, has fostered femtomagnetism as a new area
of research. While substantial progress has been made in the past two
decades, the underlying mechanisms governing this phenomenon are
not yet fully understood.

In this work, two different sets of investigations have been performed
to add further evidence on this topic. First, a spin- and time-resolved
photoemission experiment has been carried out using a free electron
laser source to access the magnetization dynamics of electrons below
the Fermi surface. It has been found that the demagnetization behav-
ior of these electrons is in line with studies by more indirect methods,
confirming the reliability of magneto-optical Kerr experiments. Also
limitations on the magnetization detection due to space charge effects
have been modeled to provide insight in future experimental designs
at 4th generation light source facilities.

Second, table-top experiments based on the magneto-optical Kerr ef-
fect have been undertaken in different setup schemes. The effect of
the pump pulse length has been determined. It has been found that
the magnetization dynamics in the picosecond timescale can be fully
described by those in the femtosecond timescale, indicating that they
follow the same underlying mechanism. The influence of pre-heating
the sample with an extra pump pulse has been also examined. In this
case nonlinearities in the system for short pump-pump delays have
been detected. A comparison with a spin-flip model by Koopmans
et. al. [149] has been performed. Finally, the role of hot electron dif-
fusion in an indirect demagnetization process has been studied. The
competition between light-induced and hot-electron-driven demagneti-
zation for different sample thicknesses has been observed. It has been
concluded that a diffusion mechanism is sufficient to explain the mea-
surements.
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Zusammenfassung

Wenn ein Ferromagnet einem Femtosekunden-Laserpuls ausgesetzt wird,
wird seine Magnetisierung in weniger als einer Pikosekunde verringert.
Diese überraschende Wirkung hat die etablierte Theorie der Magneti-
sierungsdynamik in Frage gestellt und gleichzeitig den Femtomagnetis-
mus als neues Forschungsgebiet gefördert. Obwohl in den letzten zwei
Jahrzehnten beträchtliche Fortschritte erzielt wurden, sind die zugrun-
de liegenden Mechanismen für dieses Phänomen noch nicht vollstän-
dig verstanden.

In dieser Arbeit wurden zwei verschiedene Arten von Untersuchun-
gen durchgeführt, um weitere Einsichten in diesem Feld zu gewinnen.
Zuerst wurde ein spin- und zeitaufgelöstes Photoemissionsexperiment
mit einer freien Elektronenlaserquelle durchgeführt, um die Magneti-
sierungsdynamik von Elektronen unterhalb der Fermi-Oberfläche zu
untersuchen. Es wurde herausgefunden, dass das Entmagnetisierungs-
verhalten dieser Elektronen mit Experimenten basierend auf indirekten
Verfahren übereinstimmt, was die Zuverlässigkeit magneto-optischer
Kerr-Experimente bestätigt. Ferner wurden Begrenzungen in der De-
tektion der Magnetisierung aufgrund von Raumladungseffekten mo-
delliert, um Hinweise für zukünftige experimentelle Designs bei Syn-
chrotron und Freie-Elektron-Laser zu liefern.

Zweitens wurden Tischversuche auf der Basis des magnetooptischen
Kerr-Effekts in unterschiedlichen Aufbauplänen durchgeführt. Die Wir-
kung der Pumppulslänge wurde ermittelt. Es wurde herausgefunden,
dass die Magnetisierungsdynamik im Pikosekunden-Zeitmaßstab voll-
ständig durch jene in der Femtosekunden-Zeitskala beschrieben wer-
den kann, was anzeigt, dass sie demselben zu Grunde liegenden Me-
chanismus folgen. Der Einfluss der Vorgängig Erwärmung der Probe
mit einem zusätzlichen Pumppuls wurde ebenfalls untersucht. In die-
sem Fall wurden Nichtlinearitäten im System für kurze Pumpenverzö-
gerungen erkannt. Ein Vergleich mit einem Spin-Flip-Modell von Koop-
mans et. al. [149] wurde durchgeführt. Schließlich wurde die Rolle der
Heisselektronendiffusion in einem indirekten Entmagnetisierungspro-
zess untersucht. Der Wettbewerb zwischen lichtinduzierter und heiß-
elektronengetriebener Entmagnetisierung für unterschiedliche Proben-
dicken wurde beobachtet. Es wurde schlussgefolgert, dass ein Diffusi-
onsmechanismus ausreicht, um die Messungen zu erklären.
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Chapter 0

Motivation

During the last half of the 20th century and over the course of the 21st an
overwhelming revolution has pushed the world toward digitalization. It has
been estimated [109] that in 1986 still 99 % of the world’s stored information
was in analog substrate. Thanks to disruptive technological advances1, dig-
italization of the information grew at an annual rate of 20 % and the share
of analog storage shrank to a 70 % in 2000. In 2007, 94 % of the world’s
technological memory was in digital form.

Today the digital storage market has two main competing technologies: mag-
netic storage, represented by hard disks drives (HDD) and optical drives
(DVD, Blu-ray), and MOS floating-gate transistor-based storage, represented
by flash memory and solid state drives (SSD). The former has dominated the
industry for the past thirty years with ever increasing areal storage densities
and low production cost per bit. However, flash-related technology, which is
relatively new (taking off in the 1990s), has largely benefited from Moore’s
Law and is increasing both its performance and capacity at an exceptional
rate. In fact, actual HDD densities (up to 1.3 TB in−2), are already lower than

1For instance,

• The rise of analog computers during the first half of the 20th century, inspired by
Charle’s Babbage first analytical engine as early as 1835.

• The invention of the telegraphone by Valdemar Poulsen in 1889 [206], the first machine
which could record and reproduce sounds or signals by storing them in a magnetized
steel wire. It laid the foundation for magnetic tape recording technology during the
first half of the 20th century.

• The discovery of anysotropic magnetoresistance by Lord Kelvin in 1856 and its suc-
cessor, the giant magnetoresistance, by Fert and Gruenberg in 1988. It paved the way
to the manipulation of magnetic materials at the electronic level.

• The shift from vacuum tube electronics to transistors, after their operative production
in the 1950s. It boosted the miniaturization of electronic components for eventual use
in domestic applications.
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0. Motivation

the commercially available high-cost SDDs (5 TB in−2) [174]. In 2016, NAND
flash memories outperformed HDD technology in areal storage density for
the first time, and they are expected to grow at a faster rate than magnetic
storage in this aspect [174]. While HDDs still hold the upper hand when it
comes to price per bit, this is likely to be made up for by the flash industry
in the near future. A crucial feature for the advancement of digital storage
technology is the speed of read/write operations. In this case it is also favor-
able to flash-type devices. Current read/write speeds for high-performance
commercial SSDs are on the order of 500 Mbit s−1, whereas similar quality
HDDs do no much better than 120 Mbit s−1 [126]. This constitutes a great
impediment for the progress of magnetic storage technology. A substantial
leap will require finding out exceptionally faster ways of recording while
maintaining robustness and reliability.

Writing times in HDDs are mainly limited by the speed at which a single
magnetic domain can be reversed. Conventional switching techniques have
made use of static magnetic fields in a direction parallel to the easy axis of
the magnetic particles forming the recording medium2 [125]. These particles
present an acicular (elongated) shape with lengths of 0.25 µm to 0.75 µm and
widths of 0.05 µm to 0.15 µm [125]. They were oriented in the longitudinal
direction within the recording layer of the disk. When the so-called fringing
field of an inductive head passed by the recording material, the particles
were reversed by ‘brute force’. This type of switching, commonly named
Stoner-Wohlfarth [252], had reversal times in the nanosecond range.

This model has been now superseded by the introduction of perpendicular
magnetic recording [121, 120, 201], where the particles in the recording layer
are set perpendicular to the layer surface. This has not only allowed for
higher densities but also higher coercivity materials, since in this case the
field can flow deeper into the recording layer thanks to the introduction of
a soft magnetic underlayer. In both configurations, the torque exterted by
the part of the magnetic field perpendicular to the particle spin makes those
spins precess at an increasing angle until reversal occurs. This magnetic
reversal by precession can be described by the well-known Landau-Lifshitz-
Gilbert (LLG) equation [157]:

dM
dt

= −γM × H− α

Ms
(M × dM

dt
). (0.1)

The equation states that the rate of change of the magnetization M is pro-
portional to the magnetic torque induced by the effective field H seen by the
medium, and is further affected by a phenomenological damping torque of

2They are usually made of Co-based alloys such as CoCrPt in combination with some
form of oxide. See [201] for further details.
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intensity α3. With all its simplicity, eq. 0.1 has been widely and very success-
fully employed to model the dynamics of magnetic recording [260]. The char-
acteristic time of this equation is given by the Larmor frequency ωL = γH.
This means that for high fields on the order 1 MA m−1, times as short as
10 ps should be available. Such fields are accessible in ultrashort electron
beams at accelerator facilities and indeed reversal times in the ps range have
been reported in some experiments [61, 239, 257]. Nonetheless, even for the
most novel commercial recording techniques such as heat-assisted magnetic
recording, which is likely to see light in the upcoming years, spin reversal
times remain in the nanosecond scale [260, p.198] due to limitations from
thermal instabilities and unavailability of high-field write heads.

A deficiency of the LLG equation is that no details of the microscopic mecha-
nisms underlying the reversal process are provided. They enter the equation
only through the parameters γ and α, which have quantum mechanical ori-
gin. The damping parameter α, for instance, has typically small values (0.01
to 0.1). This indicates that the coupling of the spin angular momentum (mag-
netization) with the sources of damping is relatively weak. For this reason,
the finding in 1996 by Beaurepaire [26] that a ferromagnet could be demag-
netized within less than a picosecond when heated by a femtosecond laser
pulse was received with both notable surprise and great interest by the mag-
netism community. The magnetic fields required by the LLG equation to
undertake a process at such speeds are clearly not available from table-top
laser pulses4, hence these results were challenging the current knowledge
on magnetization dynamics.

The solution to this paradox is to be found precisely in the microscopic un-
derstanding of the governing interactions at play. Consider, for instance, the
excitation of a ferromagnet with a magnetic field pulse of 1 MA m−1 ≈ 1 T.
In this case, all the spins in the system experience an energy shift of gµBH ≈
10−4 eV. In the case of a laser pulse, however, only a small fraction of the
electrons are excited, but they reach excitation energies on the order of sev-
eral eV, shortly entering a high non-equilibrium state. This shows that the
mechanisms responsible for the transfer of angular momentum will substan-
tially differ in each of the two cases. For example, Koopmans [148] and his
co-workers attempted to give an explanation of the sub-picosecond demag-
netization from the LLG perspective by invoking the electronic exchange
field, which is on the order of 103 T. To make it more complicated, differ-
ent types of mechanisms dominate at different timescales. Magnetic dipole,
Zeeman and spin-lattice interactions, for instance, operate on a timescale of
100 ps–1 ns. Phonon-phonon, spin-phonon and electron-phonon interactions

3In the equation, γ = gµB/h̄, with g the gyromagnetic ratio and µB the Bohr magneton.
Ms is the saturation magnetization.

4For a pulse fluence of 10 mJ cm−2, for instance, magnetic fields are on the order of µT!
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0. Motivation

prevail at timescales 1 ps–100 ps, whereas electron-electron and exchange in-
teractions lie in the femtosecond realm [283].

The appearance of all these possibilities endorsed the birth of a whole new
field of research devoted to investigating the magnetization dynamics of
solids in the femtosecond timescale. This new field, also known as femto-
magnetism [283], could have the potential to foster a breakthrough in the
magnetic storage technology toward never-seen recording speeds.

Over the last two decades, several theories have appeared to describe the
ocean of interactions that govern magnetic materials at ultrafast timescales,
and it turned out to be more complicated than expected. A major leap to-
ward technological implementation arrived in 2007 when Stanciu [245] and
his colleagues demonstrated all-optical switching of a ferrimagnetic medium
with 40 fs pulses. It then became clear that the manipulation of spins by light
at the femtosecond scale was a reality. Nonetheless, accurate control of the
magnetization at these timescales also demands a clear understanding of its
underlying physical processes. To date, these are still a matter of strong
controversy [119].

With this big picture in mind, the present thesis intends to add further evi-
dence on the topic of femtomagnetism by performing a series of experiments
on ferromagnetic thin films. In the first chapter, an experiment using spin-
and time- resolved photoemission detection with a femtosecond light source
from a free electron laser working in the extreme ultraviolet regime is de-
scribed. In the second chapter, studies of the demagnetization dynamics in
nickel thin films by means of the magneto-optical Kerr effect are presented.
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Chapter 1

Time- and spin-resolved
photoemission

In this chapter the advantages of a new generation femtosecond, ultra-bright
free electron laser operating in the ultraviolet range will be exploited to
study the ultrafast magnetization dynamics of an iron film resolved in time
and spin. It will be shown that demagnetization in iron thin films occurs on
a timescale shorter than 100 fs. Unfortunately, detection of the photoelectron
polarization becomes less efficient due to the influence of space charges dur-
ing the photoemission process, an effect that is further confirmed by space
charge simulations.

1.1 Overview on photoemission spectroscopy

Photoemission spectroscopy (PES) has become one of the most established
methods to study the electronic structure of molecules, solids and surfaces
[115]. Although widely used in fields such as surface chemistry and bi-
ology, it has particularly contributed to unveil the fundamental principles
of solids. From the early experiments by Hertz and Hallwachs in 1887
[108, 102] through the confirmation by Lenard [159] in 1902 of the photo-
electric effect predicted by Einstein, the evolution of PES has experienced a
notorious advance (most remarkably in the early 1960s), yet the fundamen-
tal experiment for spectroscopic purposes is carried out today in the same
way as in the beginning of the last century. The basic principle utilizes a
supply of monochromatic photons, with energy hν and a certain polariza-
tion, which are commonly generated either in a laboratory as VUV or soft
x-ray sources, or in a larger facility such as synchrotrons and free electron
lasers. The radiation hits the surface target at an angle with the normal and
electrons are emitted therefrom. Their kinetic energy can be determined by
use of electrostatic analyzers as a function of the emission angle, the photon
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1. Time- and spin-resolved photoemission

energy or the spin polarization. Since the photoelectrons obtained this way
reflect the electronic eigenstates of the system, valuable information such as
the density of states, the band configuration or the magnetization distribu-
tion can be fetched.

The most common approach to describe photoemission spectra comes from
Fermi’s golden rule after first order perturbation theory. One starts from a
system of N electrons in the ground state |ψi〉 that is excited by a photon of
energy hν to a final state

∣∣ψ f
〉
= |ψk,α〉, where k is the final momentum of

the photoelectron and α is the set of quantum numbers that define the state
of the remaining N − 1 electron system. In this approximation the kinetic
energy of the photoelectron is given by εk = h̄2k2/2me, and the photocurrent
J by

Jk(hν) =
2π

h̄ ∑
α

| 〈ψk,α|HPE|ψi〉|2δ(εk − εα − hν) (1.1)

where the perturbation interaction HPE involves a spin-less electron in a
system under an electromagnetic field potential A. For moderate photon
intensities this can be approximated to

HPE ≈
e

mec
A · h̄k (1.2)

When considering relativistic effects, the Dirac equation shows that polar-
ization of the photoelectrons can be obtained either with unpolarized light,
when there is a spin polarization of the ground state, as in magnetic mate-
rials, or with polarized light, that interacts via spin-orbit coupling to give
a net polarization. The latter effect has been thoroughly exploited in the
so-called magnetic dichroism, where the polarization of light induces small
but important asymmetries in the photoelectron distribution. The technique
of the x-ray magnetic circular dichroism (XMCD), for instance, has become
a popular experimental method for probing ultrafast magnetism [45].

The detection of spin polarization in particles can generally be achieved by
Stern-Gerlach type of detectors. However for electrons the influence of the
Lorenz force and the uncertainty principle makes it an impossible task. For
this reason, the spin of photoemitted electrons is usually retrieved from spin-
dependent scattering effects such as Mott scattering or Møller scattering
in ferromagnets. Mott detectors [87, 181] have become a reliable polarime-
ter choice and are currently in widespread use. At energies below 100 eV
spin-polarized low energy electron diffraction (SPLEED) detection is also a
common alternative [263]. These types of detectors suffer nonetheless from
a very low efficiency due to the Coulomb interaction dominating over the
spin-orbit in the scattering cross-section. Recent developments have taken
advantage of the exchange interaction in Fe crystals to improve the spin
asymmetry at very low energies, with reported efficiencies up to two orders
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1.2. Experimental setup

of magnitude higher [275]. Even more recently, use of the lateral conserva-
tion of momentum in spin-filter crystals, combined with the advent of mul-
tichannel plate amplification, has led to predicted SPLEED detection with
figures of merit1 higher than 10−2 [155].

PES and its variations have been extensively used to investigate solid state
phenomena such as spin-polarized surface states, quantum-well states, self-
energizing effects or ferromagnetic oxide systems and interlayers [153]. In
particular, the area of study around ferromagnetic thin films and multilay-
ers has attracted a lot of attention due to their association with the giant
magneto-resistance (GMR) effect discovered by Fert and Günbert in the late
1980s, which has seen great application potential in modern technologies,
e.g. in magnetic storage devices. Additionally, the advent of reliable ultra-
fast laser sources in the extreme ultraviolet (XUV) and the soft x-ray regime
with unprecedented brilliances, has triggered a new field of interest on the
ultrafast dynamics of magnetic materials.

The following experiment makes use of the advantages of the new genera-
tion free electron laser FLASH in Hamburg to reveal the femtosecond dy-
namics of the magnetization in a ferromagnet thin film. Thanks to the high
photon count per pulse of these sources, a time- and spin-resolved photoe-
mission scheme has been prepared to access the intra-band magnetic evolu-
tion during a light-induced demagnetization process.

1.2 Experimental setup

The setup used for this photoemission experiment consists of a mobile end-
station provided with a system of chambers under ultrahigh vacuum (UHV)
conditions. UHV environments are necessary to avoid contamination of the
samples, which are grown through evaporation as detailed later in this chap-
ter. Furthermore, photoemitted electrons should be held off of any external
interactions such as collisions with gas molecules in order to keep the in-
formation they are carrying until detection. The system has been designed
to be compact and easily attachable to the end branches of the free elec-
tron laser facility in Hamburg (FLASH), in order to save time and optimize
maneuverability during the limited measurement times.

1.2.1 Layout

The setup, depicted in figure 1.1, is mounted around two interconnected
UHV chambers. The preparation chamber provides the tools for sample
preparation. Samples ready to be used can be transferred to the measure-
ment chamber for the experiment. The connection arm contains a valve that

1see section 1.2.5
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1. Time- and spin-resolved photoemission

Figure 1.1: Mobile end-station for photoemission experiments. 1. Measure-
ment chamber (with the electron gun attached). 2. Preparation chamber. 3.
Knudsen effusion cells and transfer mechanism for the samples. 4. Main
turbopump and security valve (red). 5. Ion pumps for UHV environment.
6. Panels for controllers and monitoring devices. 7. Hemispherical energy
analyzer (PHOIBOS). 8. Voltage-floated Mott detector (smaller ion pump
and valve visible on top).

provides isolation to both chambers, allowing simultaneous sample prepa-
ration and actual measuring to minimize time constraints. Equipped with
standard turbo pumps as well as with ion and titanium-sublimation pumps,
both chambers achieve nominal pressures lower than 10−9 mbar when a
proper “baking” protocol is applied to flush out adsorbed impurities. An
hemispherical energy analyzer is attached to the measurement chamber to
collect the photoelectrons and sort them out as a function of their kinetic en-
ergy. Finally, a Mott detector provides a measurement of the polarization of
the electrons, which can be translated into a value for the magnetization of
the sample. The measurement chamber has been equipped with a μ–metal
shield to suppress the influence of the earth magnetic field that distorts the
path of the outcoming photoelectrons into the analyzer.

1.2.2 Preparation chamber and sample making

The preparation chamber is provided with two Knudsen effusion cells for
material evaporation onto the sample. The Knudsen cells contain a tungsten
crucible in which high purity iron lumps are deposited. The crucible is then
heated by electron bombardment and the iron vapor is let out through an

8



1.2. Experimental setup

orifice into the chamber. The samples chosen for study were iron thin films
of 10–15 monolayers deposited on tungsten W(110). Such systems have been
widely studied and are relatively easy to replicate. Up to thicknesses of a few
tens of monolayers they can be magnetized in a single domain with fairly
low coercive fields (on the order of 10 Oe) that do not significantly change
with thickness [177]. This feature leaves some margin of error during the
preparation process of the samples, since the thickness accuracy need not be
as high. For the chosen thickness range the easy axis is found to be mainly
in the [11̄0] direction [281, 15].

In order to prepare the samples the polished W(110) crystal substrate must
be cleaned out of impurities. First, the substrate is annealed at around
1400 ◦C under an oxygen atmosphere of 4× 10−10 mbar during 5 min. This
process retrieves the carbon impurities from the tungsten surface through
oxidation to CO as detailed in [35, 279]. Next, the tungsten surface is flash-
annealed for 10 s at a higher temperature of nearly 2000 ◦C, which removes
the tungsten oxide (WO) formed during the previous annealing and the
remaining adsorbed O2. The flashing step is repeated two to three times
between 30 s cooling intervals as suggested in [279]. The surface needs to
cool down for a period of 30 min after the cleaning process and before the
iron evaporation can take place. For the latter, the Knudsen cells must be
temperature stabilized so as to provide a constant evaporation rate. This
can be partly monitored by the increase of pressure in the chamber (from
approx. 2× 10−10 mbar to 3× 10−10 mbar). The deposition rate can be es-
timated with a quartz balance located in the place of the sample (typical
values lie around 0.5 monolayers per minute).

1.2.3 Measurement chamber

The measurement chamber is structurally analogous to the preparation cham-
ber, but it is additionally equipped with a μ–metal shield from the inner
surface to suppress the earth magnetic field, which affects photoelectron tra-
jectories before their entrance to the analyzer. A sample holder attached to a
piezo stage is placed in the middle of the chamber. The switching magnetic
field to magnetize the sample is provided by a modified, custom version of
a typical Helmholtz coil system. Such a system is shown in fig. 1.2 and
further detailed in [81]. This coil geometry features minimal inductance and
fast switching rates of a few µs at the expense of high coil currents. Thus,
a high current pulser has been developed that is able to deliver currents up
to 1000 A at 700 V with repetition rates up to 10 kHz and pulses as short as
2 µs.

Perpendicular to the sample surface and 40 mm apart lies the entrance of the
photoelectron energy analyzer. At 45◦ from the collector a window allows
the laser beams into the sample, and in the symmetrically opposite side an

9



1. Time- and spin-resolved photoemission

Figure 1.2: Sample holder and modified Helmholtz coil system from (a)
front and (b) back. Reprinted from [81].

electron gun has been attached for calibration of the spin detector and for
electron optics alignment.

1.2.4 Energy analyzer and lens system

During a photoemission process the electrons extracted from the sample
show a wide range of (kinetic) energy values depending on the photon en-
ergy of the excitation and the collision processes inside the material they
were involved in. Therefore it is convenient to select specific energy ranges
when measuring the polarization of such electrons in order to calculate the
magnetization of the material (for instance one may want to measure the
electrons coming from a certain energy band which are responsible for the
magnetic behavior). This is achieved with an hemispherical electrostatic en-
ergy analyzer2, which provides recording of kinetic energy spectra for ions
in the nominal energy range 0 keV to 15 keV. Before reaching the hemi-
spherical capacitor (the actual analyzer), the photoelectrons pass through an
electron lens system composed of ten lens tubes, which define the analysis
area and angular acceptance by imaging the emitted particles onto the en-
trance slit of the analyzer (see figure 1.3). The lens system also accelerates
or decelerates the particles to accommodate them to the capacitor energy
requirements. The pass energy Epass, which is proportional to the voltage
difference between the two hemispheres of the capacitor, is the operating
energy of the analyzer. The job of the lens system is therefore to set the
particle nominal kinetic energy Ekin to Epass. This step is crucial in energy

2In the current setup a SPECS PHOIBOS 150 model has been used.

10



1.2. Experimental setup

Figure 1.3: Cross-sectional view of the main components of the setup.
Preparation chamber (left), measurement chamber (center), energy analyzer
(right) and Mott detector (top).

analyzers, since the energy resolution of a measurement, ∆E, is proportional
to the energy at which the analysis is carried out (Epass in this case). To this
regard, analysis at moderate energies not only favors higher resolution but
also limits perturbation issues such as space charge, residual magnetic fields
or degradation of surface potentials [224]. On the other hand, low energies
directly translate to lower brightness, a handicap that can partially be com-
pensated by optimizing the lens system geometry.

During their flight through the analyzer, the electrons with an energy lower
than Epass will deviate towards the inner hemisphere of the capacitor, whereas
those with higher energy will lean towards the outer one. At the exit slit of
the analyzer an image is created where the energy axis expands along the
radial (vertical) direction, the center of the slit corresponding to the electrons
whose energy is the exact Epass (i.e. the nominal Ekin). The perpendicular
(horizontal) axis in the slit defines the angular acceptance of the electron
bunch, with its center point corresponding to the photoelectrons propelled
in the normal direction from the sample surface.

1.2.5 Mott detector

After the energy-selected electrons pass through the analyzer, their spin po-
larization needs to be measured by an appropriate detector. Such a detector,
called a polarimeter, works by scattering a large enough number of electrons
through a spin-dependent interaction medium and observing the resulting
asymmetry of that scattering process. Useful interactions for electrons in-
clude Coulomb scattering in heavy nuclei (Mott scattering), scattering with
other polarized electrons (Møller scattering) or scattering with polarized
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1. Time- and spin-resolved photoemission

photons (Compton scattering). Additionally, the exchange interaction can be
exploited in the so-called ferromagnetic detectors. Møller polarimeters con-
stitute the main polarization monitor devices in electron accelerators, since
they work best at electron beam energies in the range of 0.1 GeV to 50 GeV
[54]. They make use of magnetized foils as a source of polarized electron
scatterers. Similarly, Compton polarimeters are widely used to measure
the polarization of circulating beams in storage rings or stretcher rings of
synchrotron facilities due to their non-intercepting nature. In these detec-
tors, a polarized laser beam is back scattered by the electrons of the beam
and the returning photons experience an energy shift that strongly depends
on the energy-mass ratio of the electrons. A few eV laser beam may pro-
duce a spectrum of back scattered photon energies up to several MeV [241].
However both Møller and Compton polarimeters show a reduced analyz-
ing power at lower electron energies and become impractical for modest
experimental setups that require compact arrangements. In contrast, Mott
polarimeters are the most commonly used detectors for spin-resolved photo-
electron spectroscopy (SRPES) and general low energy electron polarization
measurements up to several hundred keV [134, 213].

The detection of electron polarization through Mott scattering was first en-
visioned by Sir Nevill Francis Mott in 1929, after realizing the impossibility
of measuring single electron spins with a typical Stern-Gerlach apparatus
[181]. He suggested that scattering unpolarized electrons through heavy nu-
clei would output a polarized beam for certain angles due to the spin-orbit
interaction. Such a polarized beam could then undergo a second scatter-
ing that would result in an asymmetry between the left and right scattered
electrons (figure 1.4). The asymmetry should be proportional to the polar-
ization of the beam. More than a decade after Mott’s idea, when Shull et.
al. finally demonstrated the experimental scattering asymmetry for which
the scientific community had been long waiting [236], the field of electron
polarimetry experienced a rapid growth. Actual Mott detectors make use of
the second scattering suggested in Mott’s paper to measure beams that are
previously polarized by other means.

The aforementioned asymmetry is typically given as the difference in elec-
tron counts between the left and right scattered beams, NL and NR (see
figure 1.4), normalized by the total left and right counts, that is,

A :=
NL − NR

NL + NR
=

IL − IR

IL + IR
(1.3)

where Ii = eNi/t are the respective left and right intensities. For a beam
with polarization P coming out of the first scattering, the asymmetry after
the second scattering must be proportional to it,

A(E, θ2) = PS(E, θ2)⇒ P(E, θ2) =
1

S(E, θ2)
A (1.4)
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Here S(E, θ2) is the so-called Sherman function, which depends on the scat-
tering energy E and angle θ2 (see fig. 1.4). Its precise form is given by the
scattering potential seen by the electrons. For a single nucleus this would
simply consist in the Coulomb potential. For atoms in a solid such as gold
(the most common scattering target), the screening by atomic electrons need
to be accounted for. Calculated values of S for various atoms are available
in the literature [221]. In practice, though, the measured electrons may also
have undergone multiple scattering inside the target and thus the effective
Sherman factor needs to be established for every particular polarimeter. In
the present case a value of Se f f = 0.17 was estimated by directly hitting the
iron sample with an electron gun beam, measuring the polarization of the
cascade electrons from iron and comparing it with literature values.

Another important parameter in the construction of a polarimeter is the
scattering efficiency µ = I/I0, where I is the detected intensity after the
scattering and I0 the incident beam intensity. Reasonable scattering efficien-
cies usually demand a very high density of target atoms (for instance in a
gold film it is in the order of 6× 1022 atoms cm−2), which makes multiple
scattering events almost inevitable, thereby affecting the value of Se f f . This
implies, in practice, that a trade-off between the maximum value of Se f f and
μ (which should both ideally approach 1) needs to be achieved. For example,
higher scattering energies may result in an increase of the Sherman function
but also entail a decrease in the scattering efficiency [140]. It is thus conve-
nient to define a figure of merit FoM = S2

e f f I/I0, which can be proven to
be inversely proportional to the square of the statistical error in an electron
counting experiment of a polarization measurement. In this case the maxi-
mization of FoM results in the minimization of the error of P. However it
must be noted that the statistical error is not the only parameter one has to
take care of. For instance, the solid angle seen by the detector may leave
out spin polarized particles that would otherwise contribute to the value
of Se f f in an intensity-dependent way. Also the amount of electrons that
go through the foil as well as amplification by inelastic scattering can affect
the Sherman function. In the current detector a gold foil of 80 nm thickness
has been utilized as the scattering target using a scattering energy of 50 keV.
The figure of merit lies in the range FoM ∼ 10−5 − 10−4. This conforms to
standard values for a favorable experiment [135, p. 79].

An important advantage of this Mott polarimeter is its reliability, as well
as compatibility with UHV conditions. Contamination of the surface gold
foil does almost no harm to the effective Sherman function, in contrast to
other evaporated film targets which need to be regularly cleaned. Small
variations in the scattering energy also minimally affect the value of Se f f . A
major drawback is its low FoM value and its point-like nature as a detector
when compared to alternatives with imaging capabilities. Also, the energy
at which they operate makes it necessary to float the detection electronics at
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1. Time- and spin-resolved photoemission

Figure 1.4: How to measure the spin of single electrons? Sir Mott proposed
a double scattering process through heavy nuclei. In the first scattering
an unpolarized electron beam produces a significantly polarized output in
the direction n̂1 for large angles (θ1 & 90 ◦C). This newly polarized beam
undergoes a second scattering that causes an asymmetry between the left
and right scattering angles θ2. Extracted from [87].

high voltages.

1.3 Free electron laser as probe

When measuring the magnetization in pump-probe experiments, the choice
of the probe is crucial to ensure the minimum loss of information. In ferro-
magnetic transition metals such as Fe or Ni, for instance, the magnetization
is mainly stored in the valence band (3d electrons), since their high degree
of localization generates a sizable magnetic moment [250, ch. 7]. In the case
of Fe this band extends over a range of 8 eV to 10 eV below the Fermi energy
[47]. In addition, the work function for Fe is 4.4 eV to 5.1 eV depending on
the growth direction [92]. Therefore, photons with energies of at least 15 eV
need to be used for a band-integrated probing of the magnetization. Such
energies correspond to the ultraviolet VUV–XUV3 range of the spectrum (on
the order of 10 nm to 100 nm wavelengths). Radiation of this type is already
considered to be ionizing and is strongly absorbed by atmospheric oxygen,
thereby demanding vacuum conditions. A further requirement for the probe
is that pulses be in the order of 50 fs and contain a high density of photons.
Several means to obtain such pulses are available to date: X-ray lasers (XRL),
high-harmonic generation from infrared or visible lasers (HHG), monochro-
matized synchrotron radiation and free electron lasers (FEL).

XRLs typically make use of plasmas as gain mediums, which are generated
by other laser beams or through electrical discharges [219]. A big handi-
cap in this type of lasers has been their low spatial and temporal coherence
due to the infeasibility of building low-loss resonators at x-ray frequencies,
an issue that has recently been somewhat overcome by techniques such as

3Vacuum-Ultraviolet to Extreme Ultraviolet according to ISO-21348
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1.3. Free electron laser as probe

injection seeding [271]. More importantly, their average output power has
been limited by both low repetition rates of the pump lasers and low pump-
ing efficiency [210], and the pulse lengths achievable in the XUV range are
not short enough for probing many ultrafast dynamics. Respectable values
on the order of 1 mJ average pulse energy ( 1014 photons per pulse) at several
tenths of eV and a few Hz repetition rates have been reported [218].

Alternatively, HHG lasers focus on the optical nonlinear processes under-
gone by ionized light gases such as He, Ne or Ar when pumped with in-
frared or optical beams of sufficient intensities (frequently around 1013 W cm−2,
with some recent methods being able to bring them down to 1010 W cm−2

[85]). HHG-generated soft x-ray and XUV light features a high degree of
temporal coherence as well as short, narrow-bandwidth pulses, low diver-
gence and jitter, and great adaptability for table-top experiments. But its low
efficiency and moderate pulse energies makes these sources non-optimal in
photoemission experiments when combined with the mince figures of merit
of Mott detectors. Typical conversion efficiencies lie in the range of 10−8 to
10−6 and pulse energies of 60 nJ at 50 eV (i.e. 106 to 109 photons per pulse)
can be now easily reproduced in most laboratories [219, 85].

To overcome energy limitations, intense radiation coming from storage rings
in synchrotron facilities has been widely used. In a customary setup, charged
particles such as electrons have their trajectories bended or circularly shaped
with the help of multipole magnets, undulators or wigglers (arrangements
of consecutively reversed dipole magnets). Thus accelerated, these particles
start to radiate in a broad frequency spectrum that includes the XUV range
and provides a considerable photon flux. In general, though, circular stor-
age ring radiation suffers from high angular divergence and poor spatial
and temporal coherence due to the particles radiating independently from
one another. Also its brightness4 scales only linearly with the number of
particles, N, per bunch [113]. In contrast, free electron lasers, which can be
regarded as 4th generation accelerator-based light sources, utilize longer un-
dulators in linear accelerator (linac) setups to trigger self-amplified sponta-
neous emission (SASE) in electron bunches that tremendously increase both
the coherence degree and the peak brightness (which scales quadratically
with N) while reducing the divergence of the beams as well as the pulse
duration. This method also allows for high repetition rates which can go
up to several MHz with novel techniques [207]. Another great advantage of
FELs is their high spectral tunability, since the emitting frequencies depend
on the energy of the electron beam, which can be directly changed. All this
comes, nonetheless, at the cost of intensity and time jitter between pulses, a
well-known characteristic of linac FELs. Their construction costs and sizes
make them also unfeasible for everyday laboratories and the experiments

4Flux of photons in a certain spectral bandwidth emitted per unit surface and solid angle
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Figure 1.5: Comparison of peak brightness, average brightness and peak
flux vs photon energy for different x-ray sources. In red the FEL types
FLASH (Hamburg, Germany), LCLS (Standford, USA), XFEL (operational
in 2016 in Hamburg, Germany) and ERL (Energy Recovery Linac); in green
the synchrotron types USR (Ultimate Storage Ring concept [33]), ALS (Berke-
ley, USA) and ESRF (Grenoble, France); in blue other sources such as table-
top FELs [95], HHG-based sources, Compton scattering or the laser-driven
plasma source with Cu target at Max-Born Institut (Berlin, Germany) [287].
Extracted from [49].

become highly time-constrained due to the increasing demand of their facil-
ities. Although comparisons of only main parameters are inaccurate to rate
the convenience of every source, figure 1.5 shows peak and average bright-
nesses as well as photon flux for different x-ray sources as a function of the
photon energy. Clearly, FEL sources are above all others in terms of bright-
ness and photon flux, with a remarkable five to eight order increase in peak
brightness. All in all, FEL light shows up as an appealing choice for probing
in photoemission experiments.

1.3.1 Principle of operation

The most distinctive feature of FELs when compared to common lasers is
their lack of active medium. In fact, radiation in the XUV is strongly ab-
sorbed in most materials, with penetration depths of typically less than
1 µm. Reflection on optical surfaces in this range is close to zero under
normal incidence, and the technique of Bragg reflection on natural crystals
is unpractical due to the wavelengths being still too large5. These proper-

5However notorious progress has been made in the last years. For instance, synthetic
diamond crystals have been reported to achieve near 100 % reflection under normal incidence
[237].
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1.3. Free electron laser as probe

Figure 1.6: In a FEL, bunches of electrons are brought to relativistic speeds
along linear accelerators. Then, an undulator, consisting of a periodic ar-
rangement of magnets in alternate polarities, exerts an acceleration to the
electrons in the transverse direction of propagation, thereby causing coher-
ent emission of radiation whose wavelength depends on the energy of the
electrons as well as the undulator design. Extracted from [194].

ties have restricted the use of both solid state materials as active mediums
and mirror-based resonant cavities for amplification. An alternative to solid
state mediums consists of multicharged ions. It is known that electronic
transitions between “optical” levels in some elements are shifted to the XUV
range when their atoms are heavily ionized [122]. However, the generation
of such ionized states can only be found in plasmas, which require consider-
ably high pumping power. Thus, the need for mediumless, intense coherent
XUV radiation inspired the natural evolution of synchrotron technologies to
provide the FEL concept.

In order to operate an FEL two fundamental elements are needed. An ac-
celerator that provides relativistic bunches of electrons and an undulator as
the lasing mechanism. In an undulator, a periodic arrangement of magnets
with alternating polarities makes the incoming electrons follow an oscilla-
tory path in the transverse direction of propagation (fig. 1.6). As the Lorenz
force from the magnets acts on the electrons, an acceleration is produced that
generates narrow-band radiation in an also narrow angular cone around the
undulator axis (two distinctive features of undulators when compared to the
broader-band, higher divergence radiation created in bending magnets from
common synchrotrons). The central wavelength of the so-created radiation
can be roughly estimated as follows. Let λu be the period of the undulator
(the distance between two consecutive magnets of the same polarity). From
the perspective of the moving electrons the period of the undulator is con-
tracted by the relativistic Lorenz factor γ, that is, λ∗u = λu/γ. The electrons
will then radiate at the corresponding frequency ω∗u. From the perspective of

17



1. Time- and spin-resolved photoemission

the laboratory frame, however, such radiation is strongly blue-shifted due
to the relativistic Doppler effect. Therefore, the wavelength in that frame

λl = λ∗u
√

1−β
1+β ≈ λ∗u/(2γ) = λu/(2γ2), where β = v/c is positive for an ap-

proaching source. The last approximation holds for highly relativistic elec-
trons. This is the case for FELs, where electrons are accelerated at several
MeV (for instance β = 0.993 at 4 MeV). This calculation can be refined when
the sinusoidal path of the electrons in the undulator is taken into account,
which affects their actual longitudinal velocity. The formula then becomes

λl =
λu

2γ2

(
1 +

K2

2

)
, with K =

eB0λu

2πmec
(1.5)

where B0 is the peak magnetic field on the undulator axis and me the rest
mass of the electron [233]. The quantity K is called the undulator parameter
and lies usually in the range 1 to 3 (K = 0.934× B0[T]× λu[cm]). From equa-
tion 1.5 one can immediately see that the radiation wavelength is changed
either through the electron energy E = mγc2 or through the undulator pa-
rameter by modifying B0 or λu. The former is most commonly used since
the construction of large undulators with variable gaps is a rather chal-
lenging task (although next generation sources such as the planned LCLS2,
FLASH2 or the newly operative XFEL have made substantial progress in
this area). Note also that λl in 1.5 refers to the fundamental harmonic
only. This is important because this harmonic features a narrow bandwidth,
which is inversely proportional to the number of undulator periods Nu (i.e.
∆ω ≈ ωl/Nu). It is also tightly collimated, with an angular aperture depen-
dent on Nu aswell, σθ ≈ 1/(γ

√
Nu). Of course, the total received radiation

includes higher harmonics whose distribution depends on the angle of detec-
tion from the undulator axis. It can be shown that in the forward direction
(θ = 0) only the odd harmonics contribute to the total radiated power 6, that
is, λm = λl/m, m = 1, 3, 5... [233]. Indeed, radiation in the off-axis direc-
tion includes both odd and even harmonics, and, once integrated over all
frequencies and solid angles, it results in a total radiated power equivalent
to the synchrotron radiation power from a bending magnet with a magnetic
field B = B0/

√
2 (the factor

√
2 being due to the sinusoidal nature of the

electron path in the undulator). Thus, in terms of radiation power both de-
vices, bending magnets and undulators, produce similar outputs. However,
the spectral power distribution is concentrated near the working wavelength
in the latter case, thus providing more power for the corresponding energy.
Additionally, only undulators allow the generation of coherent radiation
(lasing).

6Interestingly, the ratio Um/U1 at which the spectral energy density of each successive
harmonic decays respect to the fundamental does only depend on the harmonic number m
and the undulator parameter K, but neither on the electron energy nor on the undulator
period λu.
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In the infrared and visible ranges, lasing in an FEL is easily achieved through
an optical resonator. The electron bunch is directed through the undulator
in a periodic manner (for instance using a storage ring) and the radiation
obtained is amplified in an optical cavity comprised of two high-reflective
mirrors. Care must be taken that the phase of the radiation be synchronized
with that of the sinusoidal movement of the electrons inside the undulator
for the amplification to prevail. In the XUV and x-ray regions, though, the
attempts to build a suitable resonator have been to date unsuccessful, as
stated before. In this case, the lasing has to be implemented in a single pass
of the electron bunch through the undulator. Undoubtedly, a longer undu-
lator needs to be used to compensate for the lack of multipass amplification.
During the motion in the undulator, and under the proper conditions, the
growth of the (coherent) radiation intensity also affects the electron bunch.
Since the wavelength of this radiation is smaller than the size of the bunch,
its oscillating electric field tends to slice the bunch into smaller chunks. The
reason for this effect, called micro-bunching, can be found through a detailed
analysis of the energy transfer mechanism [233, ch. 5.6]. Basically, electrons
that are transferring energy to the electric field (i.e. whose transverse ve-
locity is parallel to the field) have sinusoidal paths with larger amplitudes
than those that are gaining energy from the field. This creates a modulation
of the longitudinal velocity that brings electrons together near the areas of
maximum energy transfer. Micro-bunching is thus the end result of a co-
herent self-amplification process involving the radiation emitted from the
accelerated electrons and the electrons themselves. The acronym SASE for
Self-Amplified Spontaneous Emission has been coined to describe such pro-
cesses.

Certainly, a SASE process cannot grow indefinitely, and saturation is typi-
cally reached after a few meters of propagation inside the undulator [71].
Consequently, customary undulator lengths are on the order of 10 m to
100 m. It is also important to note that although the SASE mechanism can
be initiated by spontaneous emission from vacuum fluctuations inside the
electron bunch, FELs can also be seeded by separated laser beams, which are
focused in the area comprising the first few gain lengths7 of the undulator,
where the FEL gain process is most delicate. Seeding substantially reduces
energy fluctuations that typically occur in a stochastically initiated process
such as SASE. It also improves the longitudinal coherence that SASE poorly
achieves after saturation due to the micro-bunching effect starting indepen-
dently at different parts of the bunch. In fact, seeding facilitates saturation
in faster times than with SASE, which allows for shorter undulator lengths.
Furthermore, the (femtosecond) temporal jitter originating in the random

7In a SASE-driven FEL the intensitiy of the radiation grows exponentially as I =
I0 exp

(
x/Lg

)
, where Lg is termed the gain length. Typical values are between 0.5 m to 5 m

[233, 71].
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Figure 1.7: During its flight through the undulator, the electron bunch in-
teracts with the radiation emitted by itself. Under the proper conditions,
such an interaction can coherently amplify the radiation field in an expo-
nential manner, giving place to the phenomenon of micro-bunching. After
the micro-bunching is complete the system reaches saturation and the radi-
ation energy can no longer grow. Extracted from [233] with data from [13]
obtained in the SASE FEL of the TESLA Test Facility in DESY (Hamburg,
Germany). The electron energy was 240 MeV to 250 MeV and the radiation
wavelength 98 nm.

structure of the FEL pulses is minimized, the spectral bandwidth severely
narrowed down and the resulting fundamental intensity increased by a few
orders of magnitude [156].

As an alternative to seeding, the micro-bunching can be kick-started by a
periodic charge density modulation in the beam current. This is achieved
through special modulators before the bunch reaches the undulator. Both
approaches are in fact physically equivalent and might be used simultane-
ously.

1.3.2 FLASH FEL at Hamburg

In 1992 an international collaboration for the development of Superconduct-
ing Radio-Frequency (SRF) acceleration technology and related accelerator
studies was born under the name of TESLA (TeV-Energy Superconducting
Linear Accelerator) Collaboration. This project aimed to build an electron-
positron linear accelerator up to energies of 800 GeV with superconducting
radio-frequency cavities for the study of high-energy particle physics be-
yond the limitations of former accelerators [215]. For this purpose, a test
facility was constructed in the Deutsches Elektronen Synchrotron (DESY)
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Figure 1.8: The early concept of the TESLA electron-positron collider with
the attached, non-interfering x-ray FEL. Reprinted from [215].

in Hamburg, Germany, to investigate whether the high beam quality and
performance needed in a collider could be achieved with the new SRF tech-
nology. In the initial design it was also envisaged the integration of an
x-ray FEL source that would make use of the linear collider installation in
a non-interfering manner [36, 222]. It was initially baptized as VUV-FEL
and later as FLASH (Free electron LASer in Hamburg). FLASH would
consist of a linac module, an undulator and a user facility with five sep-
arate beamlines adapted for a variety of experiments. In September 2001,
SASE saturation was reached for the first time at a wavelength range of
95 nm to 105 nm, producing ultrashort pulses of 30 fs to 100 fs and raising
FLASH to the worldwide first VUV FEL in operation [13]. In August 2005
operation at a wavelength of 32 nm with 25 fs FWHM pulses was achieved
[14]. In 2007 a wavelength of 13.7 nm with 10 fs FWHM pulses was reported,
including a 5th harmonic at 2.75 nm lying deep into the water window8

[2]. Average pulse energies reached 25 µJ and peak brilliances went up to
5× 1029 photon/s/mrad2/mm2/0 1% bandwidth for the first harmonic dur-
ing this run period [1].

The FLASH FEL generates electron bunches from a laser-driven Cs2Te photo-
catode assembled in the rear part of a normal-conducting 1.6–cell RF copper
cavity operating at 1.3 GHz klystron-powered field frequency. The photoca-

8The region in the x-ray spectrum between the K-absorption edge of oxygen at 2.34 nm
(or 530 eV) and the K-absorption edge of carbon at 4.4 nm (or 280 eV). Since water is trans-
parent to x-rays of such energies, this window is of special interest for the study of in vitro
(and possibly in vivo) biological samples.
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tode is illuminated with a UV laser sending 10 ps to 20 ps long pulses at
wavelengths of 260 nm to 270 nm [274]. With a quantum efficiency of 5 %
to 10 %, electron bunches with charges up to 3 nC separated each other by
1 µs and forming pulse trains of up to 800 pulses are produced under such
conditions with a (macro-bunch) repetition rate of 10 Hz. In order to avoid
space charge effects fairly low currents of 30 A are required for the bunches,
which need to be nonetheless immediately accelerated at relativistic ener-
gies of up to 7 MeV. In this regime, the attraction generated by the magnetic
forces arising from parallel high currents overcomes the electric repulsion
from the electrons. Further details on the FLASH electron RF gun can be
found in [233, 151, 256].

After electron injection and initial boost of the bunch, the acceleration mod-
ules come into play. There are seven 12.2 m long modules comprised of eight
superconducting RF 9-cell cavities each (fig. 1.9). The cavities are build with
pure niobium, at present the most efficient material for cavity accelerators
(fig. 1.10), and cooled with superfluid He at 2 K to attain the desired su-
perconducting properties [12]. The first module accelerates the electrons
from the injection energy of 5 MeV–7 MeV to 130 MeV (see fig. 1.9). Before
the kinetic energy can be further increased a longitudinal compression of
the bunch is needed to augment the modest peak currents delivered by the
injector, as previously mentioned. This is achieved in a two-step process.
First, an energy slope is imprinted in the electron bunch during its path
through the accelerator module. Ideally the bunches are accelerated during
the falling slope of the RF voltage in the cavity, however, due to their finite
length, they experience a varying field that translates into an energy gradient
throughout the bunch. Such a gradient can be considerably non-linear given
the cosine-like nature of the RF field. It is desirable to avoid non-linearities
of this type for a proper bunch compression. For this reason a third har-
monic SCRF cavity working at 3.9 GHz was installed in 2010 that makes the
energy deviation of the bunch become a linear function of the propagation
axis [80, 266]. The so-prepared bunches are then lead to a magnetic chicane,
a 4-dipole arrangement that deviates electrons off the accelerator axis and
back on again in a degree that is dependent on the energy of the particle
(D-chicane in fig. 1.9). Thus, trailing electrons in the bunch with higher
energies deviate further and catch up with lower energy ones in the front,
which travel a shorter path through the chicane (fig. 1.11). Without a third
harmonic SCRF cavity for correction, the resulting compressed bunch ex-
hibits a long tail extending several ps after the leading peak, which can be
well below 100 fs in length and contains 10 % to 20 % of the total charge in
the bunch [80, 220]. Once corrected for, bunch-compressed peak current am-
plitudes on the order of 100 A are reached. However, before the desired kA
amplitudes for lasing can be achieved, an additional two-module accelera-
tor line is interposed, which raises the energy of the bunch to 450 MeV, and
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1. Time- and spin-resolved photoemission

Figure 1.10: Superconducting 1.3 GHz 9-cell cavities designed for the TESLA
Test Facility and used for FLASH in Hamburg, Germany. Reprinted from
[12].
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Figure 1.11: Schematic concept of the magnetic chicane at FLASH. Electrons
in the bunch with higher energies (cian line) travel a shorter path than those
with lower energies (purple line), resulting in a bunch compression. The
plots above represent the electron charge distribution density ρ according
to the relative energy deviation η and the longitudinal position ζ along the
bunch axis. Such distribution must be conserved under ideal conditions
after Liouville’s theorem. Due to the non-linearity introduced by the cosine-
like nature of the RF signal in the accelerator cavity, a deviation of the de-
sired shape appears, which affects the compression efficacy of the chicane
(gold-shaded areas). For this reason an extra SCRF third harmonic cavity
is installed before the first chicane dipole which linearizes the energy slope
and favors proper bunch compression.

a second compression stage is installed through an S-shaped chicane (see
fig. 1.9), which delivers the optimally compressed bunches. The reason for
a two-stage compression lies in the trade-off between the instabilities that
high currents generate at moderate energies and the low compression ratios
accessible at higher energies.
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During the acceleration and compression stages several diagnostic devices
have been installed to monitor the longitudinal and transverse electron beam
distributions as well as timing and synchronization issues. For instance, a
Transversely Deflecting Microwave Structure (TDS) has been used to cap-
ture single-bunch longitudinal profiles as well as slice emittances9 by apply-
ing a vertical RF kick to the bunches that translates into a linear correla-
tion between time and vertical position, a technique commonly referred to
as streaking [117, 220]. Standard Optical Transition Radiation (OTR) detec-
tors take advantage of the radiation expelled by relativistic electrons when
crossing the interface between two media with different refraction indexes
to retrieve information on the longitudinal phase space distribution of the
bunches [220]. For emittance measurements in the transverse plane, view
screens such as polished aluminum-coated silicon discs or thin Ce:YAG scin-
tillator crystals are placed to intercept the beam at relevant points of the
linac. With the help of CCD cameras the average emittance and other im-
portant beam properties can be reconstructed after variation of the focusing
parameters. Further details for this method are provided in [166, 28]. To
measure slice emittance of a part of the bunch (for instance the part entail-
ing the peak intensity suitable for lasing) streaking techniques such as the
previously described TDS are required.

Of special relevance for this work are timing and jitter measurements. Here,
electro-optical sampling (EOS) methods can be employed in different layouts
to spatially encode the electron beam profile into an infrared laser pulse
(usually from a titanium-sapphire oscillator) when the former traverses a
birefringent crystal such as GaP or ZnTe. The crystal is placed only a few
millimeters far from the electron beam so that the polarization of the tran-
sient electric field exuded from the bunch, which lies on the THz range, is
still approximately linear. The THz field changes the birefringence of the
crystal according to the bunch distribution while the synchronized, phase-
locked laser pulse experiments a change in its polarization ellipticity, which
can be read out as an intensity value by a photodetector. If the laser pulses
are narrow, a delay stage can be set that performs a scan along the bunch
length [246, p. 46]. However due to the inherent time jitter of near 50 fs
in the FEL, analysis of sub-100-fs bunches are barely attainable. For single-
bunch measurements the delay stage can be substituted by a dispersive crys-
tal that stretches (chirps) the laser pulse to a duration longer than that of the
electron bunch. In this case the spectrum of the pulse already contains the
information from each part of the bunch, which can be obtained through
a CCD camera preceded by a diffraction grating. This technique, known

9Emittance can be roughly defined as the area enclosing the particle beam distribution
when represented in the position-momentum phase-space. It is a property of the beam which
characterizes its size, with the attribute that it remains constant in the absence of dissipative
or cooling forces.
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1. Time- and spin-resolved photoemission

Figure 1.12: The concept of electro-optic time decoding (EOTD) imple-
mented at FLASH. Electro-optic spectral decoding (EOSD) does not include
the additional narrow pulse and BBO crystal, relying only on the informa-
tion imprinted in the spectrum of the stretched pulse. The retrieved bunch
profile is in agreement with measurements from the transversely deflecting
microwave structure (TDS) method referred to in the text. Reprinted from
[233].

as electro-optic spectral decoding (EOSD) has a resolution of 100 fs and can
still be improved by a factor of two by using a secondary, non-stretched laser
pulse and a non-linear crystal in the so-called electro-optic temporal decod-
ing (EOTD), as further revealed in [246, 28]. In fig. 1.12 a sketch of this last
method is presented.

A novel technique using electro-optical modulation (EOM) has been also
implemented in FLASH, which is referred to as the beam arrival monitor
(BAM). In this setup reference pulses from an erbium-doped soliton fiber
laser are fed into a commercially available LiNBO3-based electro-optical
modulator. The phase of the laser pulse in each branch of the modulator
is shifted by the interaction of an rf signal indicating the arrival time of the
electron bunch. Such a signal is generated by induction from the electron
beam through a pick-up electrode in the form of a thin metal ring that is
placed after the accelerator cavities and near the beam. The phase shift in-
side the modulator is translated into an amplitude change in the output,
which is measured by a photodetector. With this detection scheme, pulse-to-
pulse time jitter can be measured with resolutions down to 6 fs, as reported
in [167].

After the last acceleration cavities, the electron beam is ready for lasing un-
der the SASE mechanism which the undulators provide. For the SASE pro-
cess to take place a considerably long undulator section is required (fig. 1.9).
FLASH incorporates six 4.5 m long undulator modules, each comprising a
periodically arranged set of NdFeB magnets with a fixed gap of 12 mm be-
tween each and a total period of 27.3 mm. With a K-value of 1.23 and mag-
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1.3. Free electron laser as probe

netic field peaks of 0.48 T, the undulator delivers 10 fs–50 fs pulses in the
wavelength range of 6.9 nm–47 nm (2.3 nm and 1.4 nm for the 3rd and 5th
harmonic, respectively). Average pulse energies vary from 10 µJ to 50 µJ,
with peak powers of several GW.

1.3.3 Timing and synchronization

Of utmost importance, particularly for the end users of FLASH, is the time
monitoring and synchronization design that provide the necessary informa-
tion for data analysis in time-resolved experiments such as those making
use of pump-probe setups. Traditional timing designs in accelerators in-
volve the distribution of RF signals through coaxial cables with lengths of
several hundred meters. However, for these lengths temperature rises of
only 0.1 ◦C might translate into time delays of 100 fs due to thermal expan-
sion or contraction of the cables. Such delays are clearly not acceptable when
dealing with pulse time resolutions on the order of 10 fs. Attenuation is an-
other handicap of coaxial cables. being both high and frequency-dependent.
For instance, at 1.3 GHz values nearing 50 dB km−1 are common for many
commercial products [58]. An alternative are glass-fiber cables, which show
low, frequency-independent attenuation, excellent electromagnetic interfer-
ence protection and reduced cost, yet exhibit similar thermal coefficients to
their coaxial counterparts. Since fiber links are devised for point-to-point
operation, though, the amount of links required for systems as complex
as FLASH raises the costs to prohibitive amounts. All in all, a mixed sig-
nal distribution architecture was chosen for FLASH, comprising small, local
sections based on coaxial cabling supplied by long, phase-stabilized optical
fiber links [58, 137].

The timing mechanism in FLASH starts at the master oscillator (MO). This
entails a 9 MHz oven-controlled quartz crystal (OCXO) phase-locked to a
81 MHz voltage-controlled crystal (VCXO) for optimal frequency stability.
The 81 MHz signal is then divided, multiplied and conveniently amplified
to deliver all required frequencies in the facility, among which 1.3 GHz, for
accelerator cavity operation, is the most relevant (see fig. 1.13). Additionally,
an optical link synchronized with the MO supplies infrared pulses to the
FEL sections. These optical pulses are used either to drive RF signals, syn-
chronize other external lasers (by optical cross-correlation or seeding), or to
operate monitoring devices such as the BAMs.

The time emission pattern of the FEL depends fundamentally on the driv-
ing laser that triggers the photoinjection at the rf electron gun and is limited
by the accelerator capabilities. An important advantage of superconducting
linacs like FLASH is their acceleration efficiency even at high duty cycles.
For this reason, bunch trains of up to 800 µs in length containing several
hundreds to thousands of single pulses can be delivered by the driving laser
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Figure 1.13: The master oscillator (MO), situated in an acclimatized hut near
the injector area, uses a 9 MHz oven-controlled oscillator (OCXO) that is
driven through a phase-locked loop (PLL) to generate optimally stable fre-
quencies such as 81 MHz. Multiples of the latter frequency can afterward
be obtained according to the device requirements. Some of these frequen-
cies are used for the pump-probe synchronization at the end-user facility.
Adapted from [240].

with a repetition rate of up to 10 Hz in the so-called burst mode [274]. Evi-
dently, the pump laser will at least partly inherit such performance demands.
In the experiment presented here, each burst from the FEL contains 30 pulses
of 100 fs length separated by intervals of 10 µs (100 kHz). The bursts are
100 ms apart, i.e, with a repetition rate of 10 Hz. The pump laser has the
same burst-mode structure, although the single pulses are slightly longer
(130 fs). However, for experimental purposes it is necessary that measure-
ments be taken with both only the FEL pulses and only the pump pulses,
as well as a dark background measurement for offset subtraction, in order
to conveniently normalize the effect. For this reason, a measurement cycle
structure of four sets of 15 pulses has been set up (see fig. 1.14) whereby
the first set comprises only EUV light, the second set incorporates the pump
laser to the present EUV and the third set switches off the FEL but maintains
the pump. The last set is left for the dark measurement. In this way, the Mott
detector outputs a series of voltage signals for each set (VFEL,Vsig,Vre f and
VDC) that are used to retrieve the signal for the computation of the asym-
metry. The magnetization direction of the sample is triggered by the pulser
described in section 1.2.3 synchronized to the 10 Hz repetition rate of the
lasers. Thus, each measurement cycle is undertaken with a definite magne-
tization direction (up or down). Additionally, a delay stage is permanently
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1.3. Free electron laser as probe

shifting the pump beam with respect to the EUV within a fixed range. Since
the movement is continuous, a delay encoder stores the delay value per
pulse, leaving the corresponding data sorting to off-line post-processing.

From the master oscillator, signals at 9 MHz, 108 MHz and 1.3 GHz are sent
through 300 m-long coaxial cables to the experimental hall of the end-user
facilities at FLASH (fig. 1.15). These frequencies are used to synchronize
the optical laser that serves as a pump to the five beamlines available (fig.
1.15). The laser hutch seen in the picture hosts a titanium-sapphire (Ti:Sa)
oscillator operating at 800 nm whose 12th repetition rate harmonic (1.3 GHz)
is phase-locked to the master oscillator with an accuracy higher than 70 fs
rms, although other instabilities sum up to a total jitter of nearly 250 fs rms
[211]. From this point either a burst-mode µJ-amplifier at MHz repetition
rate or a single-pulse mJ-amplifier at 10 Hz can be selected for pump deliv-
ery to the beamlines, depending on the power and timing requirements of
the experiment. In any case, since the time jitter is still of considerable mag-
nitude compared to the usually needed accuracy of most pump-probe mea-
surements, an approach has been taken whereby the jitter itself is recorded
during the measurement time and stored for shot-by-shot jitter correction
during post-processing of the data.

The time jitter measurement scheme used for this work was the beam arrival
monitor (BAM) described in section 1.3.2. The repetition rate of the driving
fiber laser is locked to the 6th harmonic of the 1.3 GHz signal coming from
the MO (i.e. 216.7 MHz). The distribution of these sub-100 fs long infrared
pulses along the accelerator section requires dispersion compensated opti-
cal fiber links stabilized by piezoelectric fiber stretchers. These operate after
a feedback loop system consisting in cross-correlating the incoming laser
pulses in the fiber with the reflected ones at the end of the link. The sum-
frequency signal from this correlation can detect time fluctuations with fem-
tosecond precision and drive the piezo-stretchers for correction [167]. One of
the pulses out of the pulse train delivered by the laser is used as a reference
by synchronizing it with the zero point of the electron beam pickup signal,
which corresponds to zero modulation (middle point of the slope showed in
fig. 1.16). When the electron beam experiences a time delay the pickup sig-
nal shifts and effects a modulation to the amplitude of the reference pulse.
This amplitude can be compared with the amplitude of the adjacent pulses
from the train and the corresponding delay can be deduced with high accu-
racy (fig. 1.16). Two BAMs were installed in FLASH, at the beginning and at
the end of the second accelerator section. The first BAM is used to feed the
time fluctuations back to the first accelerator module, producing a decrease
in the jitter along bunch trains of roughly 25 % to 40 %. With such a setup,
a stable arrival-time jitter of around 25 fs could be established in the best
case scenario [165], with an unprecedented resolution of 6 fs, as mentioned
above.
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1.3. Free electron laser as probe

Figure 1.15: The experimental hall of FLASH1 facility. In the laser hutch the
setup for pump delivery is depicted, as well as the monitoring devices for
pump-probe drift and jitter recording. Reprinted from [211].

Besides the fast random fluctuations between the optical laser and the FEL
pulses, slow drifts on the order of 1 ps h−1 arise in the accelerator. Such de-
viations are monitored by a streak camera located in the laser hutch. Streak
cameras have the best time resolution among other instruments which di-
rectly detect ultra-fast light phenomena. They also feature a wide mea-
surement range, which extends from the infrared to the x-ray part of the
spectrum, making them adequate for mixed input signals such as the laser
and the EUV. Their operational principle is simple (fig. 1.17). Light tran-
sients are directed through optics into a photocathode that generates elec-
trons which travel along a vacuum streak tube. Inside the tube a pair of
sweeping electrodes accelerate the electrons off the axis depending on their
arrival time and position. The so deviated electrons are then multiplied by a
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1. Time- and spin-resolved photoemission

Figure 1.16: Principle of the beam arrival monitor detection. A reference
pulse from the train is sampled to the zero crossing of the beam pickup
signal inside the EOM. It then undergoes an amplitude modulation when
the signal arrives with a certain delay, whose value can be derived from such
a modulation. Reprinted from [165].

micro-channel plate (MCP) before hitting a phosphor screen that produces a
2-dimensional image with time and position as the main axes, as well as an
intensity profile. Although streak cameras are suited for single shot opera-
tion, when working in synchroscan mode time-averaged measurements can
help increase their resolution. Their high sensitivity, which can reach even
single photoelectron detection, allows for parasitic monitoring of the time
jitter in FLASH during measurement time. Finally, streak cameras have the
advantage over BAMs that the pump-probe overlap can be simultaneously
measured. In the present work, a small fraction, around 10−6, of the optical
pulse generated in the fs-laser is transported to the camera to serve as a
marker for the arrival time of the pump. A reference pulse from the FEL is
also needed to compare it with the arrival times of the laser and determine
the jitter. Such a pulse is produced from the dipole radiation generated
when the electron bunches are deflected with a dipole magnet after passing
the undulator section. The duration of these pulses is approximately equal
to the electron bunch length, i.e., below 100 fs and, since its generation oc-
curs right after the undulator section, its timing is naturally synchronized
with the EUV pulses that will be used in the experimental hall. This light
needs to be guided by a dedicated 55 m long beamline into the laser hutch
and focused on the slit of the streak camera. Due to the broadband nature of
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Figure 1.17: Operation principle of a streak camera. Photons are focused to
the entrance slit and converted into electrons by a photocathode. Traveling
along the streak tube these electrons are then deviated by a sweeping field,
which spatially spreads them according to their arrival time. After proper
MCP amplification, a phosphor screen reconverts them to a visible image
that can be recorded for processing.

the dipole radiation10, dispersion effects in the focusing system of the streak
camera are considerable, and the pulses can lengthen to more than 10 ps.
With proper analysis, though, tracking of the peak positions of the pulses
in the streak camera can be determined with resolutions down to 400 fs rms,
well below the nominal 2 ps resolution of the streak camera [208]. With this
method time drifts of 800 fs have been reported over a measurement period
of 11 h.

Both fast and slow jitter measurement techniques described above have their
detection devices still far away from the actual experimental end-stations.
BAMs, for instance, need their EOMs placed in the accelerator sections and
close to the electron path, whereas the streak camera, located in the laser
hutch by the experimental hall, can still be up to 20 m away depending on
the chosen measurement beamline. Therefore, a method to evaluate the time
difference and spatial overlap of the EUV and pump pulses at the interac-
tion point of the experimental set-up would be of great value. A suited
technique for this purpose is x-ray induced transient optical reflectivity on
a GaAs surface [84]. In the used arrangement, both the laser pump and the
EUV beams are overlapped onto a GaAs thin surface oriented at an angle of
41.5◦ with respect to the axis of incidence. The reflected component of the
laser pump is then measured with a fast photodiode. In this case, the EUV
pulses are absorbed by the GaAs, which triggers valence band excitations
that induce a change in the material reflectivity, ∆R/R. By using a delay

10commonly referred to as white dipole radiation
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stage a scan can be made to reconstruct ∆R/R over timescales ranging from
a few femtoseconds to many hundreds of picoseconds. This method doesn’t
allow for shot-to-shot detection, but it is of lower complexity than those de-
signed for this purpose [169]. To record the time jitter several scans with the
same time range are performed. For each delay the variation of ∆R/R can
be translated into a time fluctuation. In the present experiment, though, this
technique was only used to find the time overlap between the probe and the
pump.

At this point it is worth mentioning how the monitoring of a relevant param-
eter such as the EUV beam intensity is undertaken. A minimally invasive
measurement of the intensity for each individual pulse in the pulse train is
obtained with an x-ray gas monitor detector (GMD) as detailed in [255]. In
the employed GMD, electrons and ions generated by photoionization of a
light gas (nitrogen or rare gases) at very low pressures (around 10−6 mbar)
are collected by a pair of Faraday cups under the influence of an homoge-
neous static electric field. The resulting electron and ion currents can be
detected in a pulse-to-pulse basis, but also the ion signal can be read out
with a longer integration time (up to 20 s). The number of photons for each
shot can be deduced from the ion/electron signal with an accuracy of 10 %.
A pair of such detectors is placed at the end of the accelerator tunnel and
another pair at the beginning of the experimental hall. In between, a kryp-
ton gas attenuator also provides intensity modulation without the need to
change the FEL parameters. Further attenuation of the EUV beam is also
achieved at the entrance of the experimental hall through a series of metal
films of different thicknesses and materials. Although FLASH operates at
typical average pulse energies of 10 µJ–50 µJ and up to 170 µJ peak energies,
values as low as 10−4 µJ have been measured during the beamtime presented
here.

1.4 Space charge and the loss of polarization

In this section data from the FLASH experiments will be briefly outlined
and a deeper examination of the phenomenon of polarization loss with the
EUV intensity will be carried out. A simulation for the underlying cause of
this phenomenon, based on the space charge effect, will also be presented.

1.4.1 FEL fluctuations

As it has already been described above, time fluctuations in FLASH (and,
generally, in any FEL source) become critical for time-resolved experiments.
The gross timing of FEL pulses derives from the arrival times of the electron
bunches at the undulator. These might be due to several factors such as
time jitter of the electron gun, amplitude and phase fluctuations during the
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off-crest acceleration in the accelerator cavities or dispersive effects in the
energy-dependent magnetic chicanes. These fluctuations can nonetheless
be accurately measured and accordingly minimized through closed loop
feedback systems. However, the SASE process undergone in the undulator
that produces coherent EUV radiation is of statistical nature, i.e, started
by random emission of photons. The spontaneous origin of this process is
the reason why almost all parameters (timing, intensity, spectrum, lasing
mode, etc.) in the resulting EUV pulses fluctuate in a random manner. Such
fluctuations lie usually in the range of the cooperation time of the system,
which is a few femtoseconds for soft x-rays and less than a femtosecond for
hard x-rays [167].

From all varying parameters besides time, intensity is the most relevant to
the spin-resolved measurements undertaken in this work. During beamtime
operation, intensity changes of up to 100 % from pulse to pulse were not
abnormal, this becoming a source for appreciable noise in the asymmetry
signal. Intensity needed then proper tracking in a pulse-to-pulse basis in
order to be conveniently sorted for processing. In the previous section, the
GMD method for retrieving the intensity of the EUV beam has been out-
lined, however it doesn’t account for the intensity of the beam at the end of
the experimental beamline. This is by no means a minutia, since the PG2
experimental beamline (the one used in the actual measurements) incorpo-
rates a monochromator. This device consists of a plane diffraction grating,
preceded by a collimating mirror, and auxiliary optics [171]. With an op-
erating range of 25 eV to 90 eV and realistic resolving powers up to 6000
at 48 eV [272], it can achieve a highly monochromatized beam despite the
undulator being able to produce EUV light with a fundamental photon en-
ergy bandwidth of already 0.5 %–1 %. The monochromator transfer function
from the input EUV light is generally not known due precisely to the fluctu-
ations in the spectrum of the FEL. Therefore, the energy of the pulses before
and after the monochromator are not directly correlated and a secondary
measurement for the relative pulse intensities has to be made close to the ex-
periment. For this purpose, an MCP-based photon detector has been chosen
that makes use of the tiny fraction of light scattered from a thin gold wire
intersecting the EUV beam. This light is then collected by an MCP detector
whose voltage response has been adequately calibrated and is related to the
FEL intensity. Relative accuracies better than 5 % have been reported with
this method [38].

Fluctuations in intensity can be capitalized on by performing intensity de-
pendent measurements according to the fact that such fluctuations span a
reasonably confined region during normal operation of the FEL. To extend
the intensity range deliberate attenuation of the EUV pulses can be obtained
either through the krypton gas attenuator mentioned in the previous section,
by using the exit slit of the experimental beamline just after the monochro-
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mator or through the metal filter foils, in this case aluminum, also indicated
above. The krypton attenuator, at a pressure of 5× 10−3 mbar, can reduce
the intensity only by a factor of two, whereas the exit slit can diminish it
by around 30 % within a width change of 10 µm to 100 µm. On the other
hand the aluminum filters can produce more than two orders of magnitude
decrease in the intensity.

1.4.2 Detection scheme

The PG2 beamline including the monochromator which has been used in
the experiments is described in [171, 88]. As detailed in section 1.3.3, 30-
pulse bursts are delivered from the FEL with a 10 Hz repetition rate and
a separation of 10 µs between pulses. The pulse length of ca. 50 fs–100 fs
FWHM was estimated from the EUV beam spectrum and the transmission
function of the monochromator via simulation. Pump pulses were a bit
longer, around 130 fs and with the same structure as the FEL. The switching
magnetic field that magnetizes the sample between bursts consisted of 12 µs
FWHM long pulses set off 300 µs before each FEL macro-bunch.

As depicted in fig. 1.18, both the FEL probe and the pump hit the sample
at 45◦ to the surface normal. The photons from the EUV light have enough
energy to trigger emission of photoelectrons, which are collected by the lens
system through an accelerating electric field and channeled to the Mott de-
tector. The absorption of photons from the EUV pulses in the iron film
produces electronic excitations, mostly in the form of electron-hole pairs.
The excited electrons with energies greater than the plasmon energy h̄ωp fa-
vor the creation of plasmons, which constitute the first stage of the cascade
effect [191]. For energies lower than h̄ωp electron-electron collisions are the
main source of relaxation, followed by electron-phonon interactions. At the
same time, Auger processes fill the holes left by the excitations, adding up
to the latter mechanisms. The cascade is mainly originated from electrons in
the 4s-p and 3d orbitals of Fe, since they are the most weakly bound. They
also form an energy band spanning around 10 eV below the Fermi energy,
where they are subject to the cited intra-band collisions and electron-hole
pair creation. The electrons from the cascade contain lower kinetic energies
due precisely to these relaxation processes. Some of them can, indeed, leave
the sample without undergoing any relaxation at all. And it would in fact
be desirable to measure them instead, since their polarization wouldn’t have
been affected by spin-dependent collisions. However the electron yield re-
trieved from these rarities is too low for a significant signal, an issue for
which the also low efficiency of the Mott detector is partly to blame.

In fig. 1.18 the binding energies of the Fe bands are sketched along with
the intensity spectrum of the photoelectrons after leaving the sample. Here
the energy axis should be read as En′ l′

kin = Enl
b + Eγ −W, that is, the kinetic
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1. Time- and spin-resolved photoemission

energy of each band is equal to its binding energy plus the photon energy
Eγ = h̄ωγ from the EUV pulse, not without offsetting the workfunction of
iron W = 5.1 eV [97, p. 40]. Photoelectrons from one of these bands which
have lost energy through relaxation appear below the respective energy level,
as exhibited in the cascade. Most of the cascade photoelectrons have their
origin in the 4s-p and 3d bands, which correspond to valence electrons in
Fe. Since the magnetic moments of transition metals is mainly contained in
these bands (effectively in the d electrons [250, p. 529]), the cascade must
include an integrated value of the magnetic moment throughout the valence
band.

1.4.3 Time-resolved measurements

In the following measurements at FLASH the energy analyzer in the setup of
fig. 1.1 was used with a kinetic energy of 100 eV. The 15 ML thick Fe sample
remained at ground potential while the collector of the lens system was set
to 890 V to suck in the liberated photoelectrons. The signal collected from
the Mott is thus blatantly dominated by the cascade, and since core electron
shells show virtually no net magnetic moment, the measured polarization
will come from the electrons in the valence band. The FEL photon energy
was set to 40 eV due to a relatively higher photo-absorption cross section in
the valence band at these energies [48]. Pulses were around 30 fs long with
a maximum intensity of 0.5 mJ cm−2. The excitation light coming from the
pump had an energy of 1.55 eV and was conveniently focused to a greater
region than the probe in order to avoid inhomogeneities, resulting in a pump
intensity of nearly 12 mJ cm−2, more than enough to trigger a quenching in
the magnetic moment [42, 60].

Each measurement (event) undertaken at the end station is also associated
with a large set of diagnostic data describing the state and parameters of the
whole FLASH system, as evidenced in section 1.3.2 and 1.3.3. Before any
data processing can be performed, the relevant information from this data
pool needs to be retrieved. A sophisticated data acquisition system (DAQ)
has been implemented in FLASH for this purpose. A central multi-processor
computer collects data from around 1000 ADC channels and more than 30
cameras at a rate of up to 50 MB s−1. Incidentally, 30 days of FLASH opera-
tion can provide up to 20 TB of stored data [6]. An API based on the ROOT
file system developed at CERN is then used to extract the relevant data, con-
veniently averaged and compressed, to be loaded and further processed by
analysis tools such as MATLAB. With this in hand, the spin polarization P
of the photoelectrons for each pump-probe delay time is calculated using
eq. 1.3 and 1.4 with jitter and time drift corrections from the corresponding
BAM and streak camera measurements. Fig. 1.19 shows the time-resolved
polarization signal for two different timescales. The longer time-span graph
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1.4. Space charge and the loss of polarization
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Figure 1.19: Quenching of the magnetization of a 8 ML iron film for two dif-
ferent timescales. In the picture above the polarization of both the pumped
P(t) and unpumped P0(t) signals is depicted. Data bins are 200 fs long.
In the picture below the time span has been reduced to allow for a finer
time resolution (bin size of 25 fs) and a smoothing filter for signal-to-noise
improvement has been applied. The ultrafast magnetization decay on the
order of 100 fs (see text description) is clearly visible. The diameter of each
point is proportional to the amount of data for that bin. Adapted from [82].

plots data binned in 200 fs intervals. The diameter of the data circles is pro-
portional to the amount of datapoints present in each bin. The P signal rep-
resents the polarization in the presence of the IR pump and clearly exhibits a
sudden decay near the origin. P0 is the reference signal, i.e. the polarization
in the absence of the pump, which should remain constant throughout the
measurements. A zoomed-in version of the demagnetization is depicted in
the figure below. In this case the same data has been binned in 25 fs inter-
vals and the considerable noise smoothed out with a Savitzky-Golay filter11.
Such a filter substantially maintains the form of the signal while suppress-
ing higher frequency components as opposed to a simple increase in the bin
size, which inevitably harms the time resolution. Still, the filter introduces

11of degree 3 and window size 11
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1. Time- and spin-resolved photoemission

mid frequency oscillations after the magnetization drop as a consequence of
a finite window size. However the artifact is not relevant for the extraction
of the demagnetization parameters. Here the relative polarization change is
computed as

∆P
P0

=
P− P0

P0
=

P
P0
− 1 (1.6)

where P0 is the average polarization before the time origin. Fits to the de-
magnetization curves were performed by a double exponential function in
convolution with a gaussian pulse shape simulating the laser finite excita-
tion:

∆P
P0

= CΘ(t)(1− e−t/τ)e−t/ρ ∗ G(t, σ) (1.7)

In this equation C is a proportionality constant, Θ(t) is the Heaviside step
function centered at time zero and τ and ρ are two characteristic times of the
demagnetization curve. τ is related to the decay time and it is often used
as a measure of the demagnetization time itself. ρ is identified with the
recovery time and is usually referred to as the relaxation time. The gaussian
pulse must have a broadening σ = FWHM/2

√
2 ln 2, where FWHM = 0.6 ps

is estimated from reflectivity measurements. Obtained fit parameters were
τ = 45± 50fs, τ = 5± 3ps and C = −22± 3%.

The above results clearly show that the magnetization of an iron thin film
can be quenched in a timescale on the order of 100 fs. This is in accor-
dance with previous experiments and simulations performed on transition
metals [42, 52, 131, 243, 283]. Furthermore, since the magnetic moment of
the cascade electron comprises an integrated value of the valence band, the
conjecture that the spin angular momentum might be buried deeper in the
band structure, therefore being inaccessible to other optical probing meth-
ods such as magneto-optical Kerr effect, can now almost certainly be ruled
out. This issue, initially raised by authors like Oppeneer [189] or Koopmans
[146], has been object of controversy in the literature for the past decade.
The presented results are in line with, and add to, the addressment of the
problem from other authors [29, 53].

A special remark must be made on the polarization measured by the cascade
electrons. It is well known that the inelastic mean free path12 (IMFP) of the
electrons in ferromagnets is both spin- and energy dependent [89, 280]. This
difference makes majority spins usually less prone to scattering, i.e. they
exhibit longer lifetimes and hence have a higher probability to escape from
the sample before scattering out. The polarization signal is thus enhanced
by this spin filter effect, which is shown to be up to a few times stronger
at lower energies, where the presence of empty d states dominates over the

12The average distance itinerant electrons can travel inside a material before they undergo
any scattering events.
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1.4. Space charge and the loss of polarization

relatively small number of free s-p electrons that can serve as scattering
targets [195]. Spin filtering for a fixed energy range therefore introduces a
systematic net majority polarization due to the difference in IMFP, which
results in an improved polarization signal from the cascade. In this context,
the relative change in magnetization should remain unaffected unless the IR
pump was incidentally impairing this effect. This is very unlikely to happen,
since the energies at which the spin polarization is highest comprise the
first 10 eV of the electron cascade. These electrons have already overcome
the material workfunction of ca. 5.1 eV and should hence have started with
kinetic energies in the range 5 eV–15 eV, which appears substantially higher
than the 1.55 eV photon energy of the pump.

1.4.4 Polarization vs pulse energy

Although time-resolved experiments throw results consistent with the liter-
ature, the legit question remains on whether the FEL pulse intensity may be
affecting the extracted polarization in some way. At first sight this shouldn’t
be the case; pulse intensities achieved during the working beamtime were
barely higher than a few hundreds of µJ cm−2, and studies on Co/Pt sam-
ples have determined that permanent changes in the magnetization are not
seen below FEL fluences of a few mJ cm−2 [99, 269]. We are about to see,
however, that the FEL intensity indeed affects the measured polarization,
although for a different reason.

In the next set of measurements at FLASH a simple 20◦ deflector arm was
used in substitution of the energy analyzer of fig. 1.1. The deflector was
employed in order to avoid scattered light coming from the pump reflection
onto the sample, which could otherwise reach Mott detector. Thus, the sig-
nal collected from the Mott consisted this time in photoelectrons from all the
energies depicted in fig. 1.18, the upper limit being at 100 eV, which is the
energy acceptance of this detector. The FEL photon energy was set to 182 eV
and the laser timing pattern was that of fig.1.14. In this way, the collected
signal in the Mott detector was much higher and allowed for a reliable po-
larization measurement for a wide range of FEL intensities. As mentioned
in section 1.4.1 the intensities of the FEL were modified through the gas
attenuator, the exit slit and to a greater extent by the aluminum absorbers,
which were used to cross to the low intensity regime below 5 µJ cm−2. Pump
intensity was virtually the same as in the time-resolved experiments of the
previous section. The sample used this time was grown to 15 iron ML.

Fig. 1.20 (a) displays the relative polarization against the intensity of the
FEL pulses. Its value remains fairly constant until around 10 µJ cm−2, where
a reduction of up to a 40 % from the initial value can be appreciated at
300 µJ cm−2. Since the used intensities are not susceptible of altering the
magnetization state of the sample, one could be tempted to look for an
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1. Time- and spin-resolved photoemission

explanation in an interaction-based spin loss during the photoelectron flight
to the detector. This attempt must be undoubtedly discarded under the
implacable rule of the angular momentum conservation. Electrons traveling
in vacuum should maintain their overall spin momentum, plus certainly
Møller scattering is spin-independent at non-relativistic speeds; hence no
spin momentum loss can be expected thereof. The next natural attempt is to
attribute the change of polarization to a space charge effect, i.e. the repelling
Coulomb interaction that selectively screens highly polarized electrons at
higher intensities. A detailed description of this effect will be presented in
the next section but the results of its simulation are already superimposed
in fig. 1.20 (a) for comparison. Fig. 1.20 (b) shows the intensity-normalized
electron yield calculated as

Ȳ =
Y(IFEL)

IFEL
(1.8)

with Y(IFEL) = ∑4
i=1(D↑i + D↓i ), that is, the sum of the Mott signals D for

all four detectors and both magnetization directions. It is long known that
photoemission yields show a positive, highly linear dependency with laser
intensity for low-to-high intensities and a non-linear one for very high in-
tensities [78, 27]. Clearly, then, the measurements are subject to a loss of
electron yield by another mechanism. The space charge effect could account
for this trend by screening out electrons during the emission process or by
expelling them far enough to put them out of the detector entrance aper-
ture (simulation line in fig. 1.20 (b)). The evaluation of this hypothesis is
described in the following sections.

1.4.5 The space charge effect

When charged particles are emitted from any part of a solid in sufficient
quantities, they can form a charge cloud, that is, a region in space that can be
physically treated as a continuum charge distribution. This concept is com-
monly referred to as space charge. It generally only occurs in dielectric media
or in vacuum, since conductive materials tend to rapidly diffuse and neutral-
ize charge accumulations. One of the earliest examples was Thomas Edison
findings in 1880 that incandescent filaments inside vacuum bulbs created
a temperature dependent current when a negatively biased electrode was
placed nearby. This effect, initially baptized as the Edison effect [34], would
be termed thermionic emission by Owen Richardson after the discovery of the
electron in 1897 [216]. During the same period the studies of Heinrich Herz,
Aleksandr Stoletow and Philipp Lenard among others showed the emission
of electrons from metal surfaces lit by UV lamps [108, 159, 251], establishing
the well-known photoelectric effect later described by Albert Einstein.

The accumulation of charge near its emitting medium can be a side effect
and sometimes the cause of disturbances in experiments on a variety of
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Figure 1.20: Polarization change (a) and intensity-normalized photoemis-
sion yield (b) as a function of FEL pulse fluence. The loss of both polar-
ization and yield at higher intensities, as well as the power law fit, suggest
space charge effects acting on the photo-emitted electron bunches backed
up by simulation. In (b) the simulation data has been purposely rescaled to
show the asymptotic behavior as the unknown transmission function of the
lens system through which electrons travel cannot be taken care of in the
simulations. Adapted from [82].
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1. Time- and spin-resolved photoemission

fields, ranging from plasma physics to semiconductor technologies or vac-
uum electronics. In RF injector guns such as the one used in FLASH, for
instance, space charge effects emerging from high intensity driving lasers
strongly degrade electron bunches through Coulomb repulsion if they are
not properly accelerated to relativistic speeds immediately after emission
[138]. Even so, effects from space charge still need to be taken care of in
several stages of the FELs such as the RF cavities, the compressor chicanes
and specially in the coupling of electron beams to the FEL undulators, in
order to minimize collective instabilities [186]. On the other hand, the quick-
witted group of Schneidmiller and coworkers has recently suggested taking
advantage of space charge instabilities to generate EUV and x-ray radiation
[234].

In the field of photoemission spectroscopy (PES) space charge effects are
nothing new. Energy redistribution of photo-emitted electrons due to the
Coulomb interaction between themselves and their mirror charges give rise
to an energy shift and a peak broadening of the resulting photoelectron
distribution [289]. When examining core-level states of solids and molecules,
for instance, determination of spectral shapes and peak positions with high
accuracy, a critical part of many PES techniques, can be affected by such
interactions [199]. In other experiments the appearance of ghost peaks or
unexpectedly high energy electrons in the spectrum has been reported [90,
91]. In femtosecond, high-intensity laser-driven PES studies space charge is
also a not inconsiderable factor [66, 193].

When examining ultrafast demagnetization, Teichmann and coworkers were
cautious in stretching their driving IR pulses to avoid disturbances from
space charge [254]. Other authors in this field have reported peak shifts
in their pump-probe experiments from synchrotron or FEL sources [25, 106,
107]. In these cases, however, space charge is assumed to be pump-induced.
For instance, Hellmann et. al. demonstrate peak energy shifts depending on
the pump-probe delay [107]. Notwithstanding, it was shown in section 1.3.2
that FEL sources have incomparably higher brilliances, and their notably
large photon densities alone are likely to engender space charge in metal
surfaces. Also their photon energies ranging from EUV to hard x-ray allow
for efficient photoemission since no multi-photon emission is required. Not
surprisingly, some authors have also reported peak energy shifts due to FEL
only pulses in their hard x-ray PES (HAXPES) studies [188, 190]. Besides,
most of the PES experiments focus on perturbations of the electron spectral
distribution, but no effect of the space charge on their resulting polarization
is analyzed. For instance, the FEL fluences considered in the work of Oura
and coworkers (104 µJ cm−2–105 µJ cm−2) are certainly at least one to two
orders of magnitude larger than the ones taken for the present study (see
fig. 1.20), but it will be shown that the polarization values are still severely
influenced by a comparably smaller space charge production.
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1.5. Simulations for the space charge

1.5 Simulations for the space charge

In this section details of the space charge simulation will be provided. Briefly,
the accumulation of charge in the vicinities of the metal surface acts both as
a charge screener and an energy redistributor. Electrons with lower energies
adding to the charge cloud may be slowed down or even bounced back to the
sample, whereas Coulomb repulsion might increase transverse divergence
of the bunch to the point where some photoelectrons fall out of the collector
entrance range. Since low energy electrons from the cascade carry most
of the polarization, this effect distorts the resulting measured value in a
predictable way.

1.5.1 Problem definition and parameters

The presented simulation was undertaken with the help of the program
package ASTRA (A Space charge TRacking Algorithm) developed in the
DESY facilities in Hamburg. This algorithm, written in Fortran 90, is freely
available for non-commercial use with executables in several platforms (Win-
dows, LINUX, Solaris or Mac X)13 and its parallelized version is maintained
to date. It has been extensively applied in the field of photoinjector design
with reported success [79, 110, 288], as well as for the benchmarking of ex-
perimental data in FLASH [200, 116, 288]. The ASTRA suite contains the par-
ticle tracking code, an input distribution generator and two post-processors
running a graphical user interface based on the PGPLOT14 library. The pro-
gram has yet some limitations. Only one input distribution can be entered
at a time, the post-processor routines are barely tunable and the output
data is spread over different files that need to be brought together for cross-
referenced data analysis. Therefore, a python routine has been implemented
that handles input parameters and output data processing while leaving the
hardcore tracking computations to the main ASTRA program.

The ASTRA algorithm tracks point-like charge carriers such as electrons,
positrons, protons or hydrogen ions under the influence of an (optional)
input external field. The fields have to be rotationally symmetric, usually
generated from standing wave cavities, travelling wave structures or electro-
static sources. The program then computes the trajectories of the particles
taking into account the space charge field internally generated in the cloud.
The computation method is based on Runge-Kutta integrations of fourth
order and fixed time step. Beam line elements such as cavities, solenoids,
dipoles and quadrupoles, cathodes or apertures are to be placed with re-
spect to a global Cartesian coordinate system whose longitudinal axis (and

13http://tesla.desy.de/ meykopff/
14Freely available at http://astra.caltech.edu/ tjp/pgplot
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Figure 1.21: (a) Geometry of the simulation. Electrons emitted from a photo
cathode are accelerated by a static electric field ~E towards an aperture repro-
ducing the collector entrance to the lens system 40 mm apart. The simula-
tion ends after the remaining electrons have been tracked up to 80 mm away
from the cathode. (b) Detail of the electron bunch spatial geometry. Photo-
electrons are released from the cathode in a semi-random manner within a
time constant on the order of the FEL pulse length. The initial energy and
momentum distribution is taken from experimental measurements.

preferred direction of motion) is defined as the z-axis, with the x- and y-axes
defining the horizontal and vertical directions of the transverse plane.

To simulate the space charge effect in the photoemission experiments in
this work the geometry of fig. 1.21 (a) has been introduced. An emitting
cathode representing the FEL-driven photoemission from the sample engen-
ders an electron bunch that is accelerated by a homogeneous electrostatic
field E = 22.25 kV m−1. The field is generated in the experiment by the po-
tential difference between the sample and the entrance of the lens system,
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1.5. Simulations for the space charge

∆V = 890 V. However in the simulation it is introduced by hand without
the need of potentials. The entrance of the collector is modeled as an aper-
ture placed at a distance of 40 mm from the cathode. The diameter of the
real collector aperture is 10 mm, but since the transmission function of the
lens system into the Mott detector is unknown, it could be argued that some
additional electrons would be lost inside the lens system, altering the agree-
ment with the simulated results. For this reason other values of the aperture
have been tested for comparison. The ASTRA routine keeps tracking the
particles beyond the aperture until they have traveled double the distance
to the aperture, i.e. at z = 80 mm. This is a rather arbitrary value, however
some additional tracking distance is convenient to better observe the effects
of transverse momentum spread and the overall bunch deformation.

In fig.1.21 (b) the geometry of the electron bunch is shown. Following the
Gaussian profile of the FEL pulses the photo-emitted electrons are assumed
to adopt the same spatial distribution. For simplicity a symmetric profile on
both the x- and the y-axis has been chosen, thus neglecting actual beam de-
formation from leading optics, with a standard deviation σx = σy = 50 µm.
This choice shouldn’t sabotage the simulation main results, since the size of
the bunch is three orders of magnitude smaller than the aperture and the
momentum part of the phase space distribution is by far the most relevant
factor. Although it is possible to start with an initial electron phase space
distribution, the emission from a cathode allows for the inclusion of a time
constant that mimics the ultra-fast but time-constrained generation of pho-
toelectrons upon excitation of the FEL. This time constant, defined as the
rms emission time, has been set to τ = 100 fs to reflect the EUV pulse length
(≈ 50 fs) and determines the bunch length. The use of a time-dependent
emission is of considerable importance when dealing with space charge ef-
fects, since it is during the emission process that the screening mechanism
takes place.

For optimal simulation efficiency the cylindrical symmetric gridding scheme
was preferred over the full 3D FFT algorithm. In the former system a cylin-
drical grid, with coordinates (r, ϕ, z), comprising radially concentric rings
with longitudinal slices is created around the space of the particle bunch.
The grid is dynamically scaled at each iteration to match the actual dimen-
sions of the bunch. It is then Lorentz transformed to the average rest frame
of the bunch to sidestep relativistic effects. In this frame the charge density
can be assumed constant in each ring so that the static space charge field
therein can be computed by simple numeric integration over the rings. The
field at points other than the grid center points is retrieved from a cubic
spline interpolation, which ensures both the field and the first spatial deriva-
tives to be continuous functions. After integration, the field is transformed
back to the laboratory system. Outside of the grid a 1/r decaying field is
applied as an extrapolation to maintain definition over the whole space.
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Figure 1.22: Measurements for the electron distribution (blue squares) and
polarization (red squares) used to generate the input electron distribution
for the simulation (histogram). Blue and red lines are a cubic spline interpo-
lation of the data.

The initial momentum distribution of the particle bunch is a key point of
the simulation. For this reason a custom distribution profile was taken from
experimental measurements using an electron gun at 4 keV to excite a 15 ML
iron film on W(110) within the setup devised in section 1.2. Fig. 1.22 exhibits
the electron spectrum (blue squares) resulting from these measurements and
conveniently interpolated (blue line) to provide a smooth function n(E) from
which an input distribution can be generated. It is important to point out
here that the number of particles as a parameter in the simulation has been
held to a fixed value of N0 = 105. Although different FEL intensities would
provide different number of photons per pulse, thereby modifying the num-
ber of photo-emitted electrons, it is the total charge Q that has been set as
the independent variable, and therewith the charge per particle. Hence for
the initial distribution, the same number of particles have been randomly
assigned an energy (momentum) value according to the experimental prob-
ability distribution. A histogram of the generated distribution is overlaid
under the experimental plot for comparison.

Clearly, the spectrum depicted in fig. 1.22 shows the conspicuous peak from
the secondary electron cascade [63], yet the question might arise on whether
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1.5. Simulations for the space charge

the excitation mechanism, i.e EUV pulsed radiation or a continuous electron
beam, has an influence on the form of this cascade. As it is well established,
the nature of the irradiating carriers is irrelevant for the cascade formation
[276]. The cascade itself is a complex phenomenon involving several relax-
ation channels. For most metals at room temperature these are mainly elec-
tronic, being dominated by electron-plasmon relaxation rapidly followed by
electron-electron interactions, as extensively modeled by Ovchinnikov and
Kresin [191]. These mechanisms have characteristic times from a few tenths
to a few fs [5], which is substantially faster than the FEL pulse length. To
this regard, it is expected for the EUV pulses to be seen as a continuous ex-
citation by the electron sea, an argument that justifies the use of the electron
gun generated input distribution.

Fig.1.22 also depicts the polarization (red squares) of the electrons from the
same experiment with its corresponding interpolation (red line) to obtain
the function P0(E). The characteristic peak-and-tail shape observed has been
extensively documented and is attributed to the spin filter effect described
in section 1.4.3 [195, 196].

1.5.2 Results and discussion

Space charge tracking is a computationally demanding task. Daylong runs
were required to perform one set of calculations with 100 different charge
values and N0 = 105 particles, the latter parameter severely affecting the
computation time. For each total charge value Q the particles reaching the
end position at z = 80 mm were energy-binned and a new distribution yield
Y(Q, E) = N(Q, E)/N0 was obtained. Fig. 1.23 shows such distributions for
some selected charge values. For the lowest charge, Q = 10−5 nC, the result-
ing distribution is virtually identical to the input distribution in fig. 1.22. For
low charge values the space charge effect is negligible and basically all par-
ticles reach the collector entrance. As the charge is increased, lower energy
electrons are ejected by the electron bunch and lost in the tracking process.
This effect is stronger at higher charge values, where only higher energy elec-
trons survive, as the tail overlap among all distributions exhibits. Most of
these electrons are backscattered to the sample during their emission. Some
others, though, can be expelled along the transverse direction during accel-
eration and will eventually be blocked by the aperture. This is reflected in
fig. 1.24 (a) where the total electron yield Y(Q) = N(Q)/N0 as a function of
the total charge value is depicted for different apertures. When no aperture
is included in the simulation, the decrease in the total yield can only be ex-
plained by the back-scattered electrons. For finite apertures, however, such
a decrease is amplified on account of the beam divergence dependence on
the total charge. Smaller apertures block electrons with higher transverse
momenta at lower charge values than wider apertures. Recall that a diame-
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Figure 1.23: Electron yield distributions after simulation for different total
charge values. The space charge effect selects out lower energy electrons
by screening. This implies a modification of the integrated polarization as
charge varies.

ter of 10 mm has been used for the simulations when not stated otherwise.

The effect of this inhomogeneous loss of electrons into the end polarization
value is obtained by weighting the initial polarization distribution with the
resulting yield distributions from fig. 1.23 for each total charge, that is,

P(Q) =

∫ Emax
0 P0(E)Y(Q, E)dE∫ Emax

0 Y(Q, E)dE
(1.9)

where Emax = 30 eV is the integration limit given by the measurements. Plots
of P(Q) for the same apertures as in fig. 1.24 (a) can be seen in fig. 1.24 (b)
for comparison. The shape of this plots can be qualitatively understood by
comparing fig. 1.22 with fig. 1.23. For low charges, the resulting distribu-
tion remains unaffected, thereby leaving the integrated polarization value
constant. At some threshold charge value, space charge effects start to play
out by suppressing lower energy electrons while leaving higher energy ones
intact. Since the former are more highly polarized, the end result is a de-
crease in the value of P from eq. 1.9. The decrease continues until only
electrons far from the cascade peak remain. The polarization of these higher
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1.5. Simulations for the space charge

energy electrons is fairly constant according to fig. 1.22, which justifies the
value of P stabilizing at higher charge values. The effect of the aperture size
is not so straightforward. The aperture does, indeed, block electrons whose
transverse momentum is high enough to move out of its entrance range
during acceleration. These are still higher energy electrons until the aper-
ture is not small enough to interfere with those of the cascade peak, whose
polarization is more relevant for the calculation of P. Therefore, changes
in the shape of the polarization curve are not visible for too big apertures.
This is a noteworthy result, since it implies that space charge mainly affects
polarization values through screening near the emission point.

The tiny hump observable at Q ≈ 3× 10−5 nC in the beginning of the polar-
ization downfall is due to the inaccuracy of the input distribution measure-
ments. Since the polarization data points are limited in the beginning of the
peak of fig. 1.22, the interpolation function assumes a high initial slope that
precedes the electron distribution. When the first few electrons at the lowest
energies with low polarization are screened out by the space charge, there
is a sudden albeit slight increase in the integrated polarization value.

Variation of the bunch dimensions has also been tested to verify its qualita-
tive impact in the polarization. Not surprisingly, fig. 1.25 (a) demonstrates
that an increase (decrease) of the bunch size shifts the electron yield curve to
the right (left), indicating that the space charge screening starts at a higher
(lower) bunch charge values. The polarization is therefore shifted accord-
ingly, as fig. 1.25 (b) evidences. Note howbeit that the shape of the curves
are not affected in any case. In general, for reasonably symmetric bunch
geometries, space charge does not affect the polarization behavior with the
FEL intensity but, as expected, sets the fluence limit at which its effects start
to take place.

It should not be disregarded that, on attempting the space charge simula-
tions, the assumption has been taken that the intensity of the FEL pulses is
proportional to the photo-emitted charge, i.e. IFEL ∝ Q. This assumption
is generally accepted in photoemission studies of thin films and has been
extensively studied in the field of photoinjectors, with the linearity holding
even for high laser powers on some cases [51, 57, 209, 262]. The proportion-
ality constant is the parameter that has been adjusted to fit the simulation
with the polarization data in fig. 1.20. An important factor not considered in
the simulation is the transmission function of the lens system after the photo-
electrons enter the collector. At this point additional electrons might be lost
or their energy and momenta re-distributed, modifying the final yield most
likely in a decreasing manner and thus accounting for the discrepancy in
fig. 1.20 (b). Deformations of the FEL beam spot size such as that resulting
from a 45◦ incidence or deviations from an ideal gaussian profile could con-
tribute to the aforementioned discrepancy. All in all, space charge effects
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Figure 1.24: (a) Total electron yield as a function of the total charge in the
simulation, computed as Y(Q) =

∫ Emax
0 Y(Q, E)dE, for different aperture

sizes as well as for no aperture as a reference. (b) Polarization value as
computed by eq. 1.9 for the same apertures.
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Figure 1.25: (a) Total electron yield as a function of the total charge in the
simulation, computed as Y(Q) =

∫ Emax
0 Y(Q, E)dE, for different bunch sizes.

Here σ = σx = σy refers to the standard deviation of a gaussian-shaped
pulse. (b) Polarization value as computed by eq. 1.9 for the same bunch
sizes.
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1. Time- and spin-resolved photoemission

can, at least qualitatively, explain the loss of polarization in the intensity
resolved measurements, rather than an FEL-induced demagnetization.

1.6 Summary and conclusions

In this chapter a time- and spin-resolved photoemission experiment on iron
thin films with a pump-probe setup has been described. A FEL source has
been used as the probing mechanism given the proven advantages of its
properties, a combination of high brilliance, short pulse lengths and high
photon energies albeit with limited (yet sufficient) repetition rates. With the
EUV photon energies used (40 eV for the time-resolved measurements and
180 eV for the intensity-resolved measurements), electrons can be excited
from anywhere withing the whole valence band, which spans over 10 eV un-
der the Fermi level. Therefore, magnetization values can be obtained which
constitute an average value over the valence band. Such values are retrieved
from measurements of the polarization of the electron cascade formed dur-
ing a photoemission process. In the time domain it has been shown that
the magnetization of a magnetically saturated iron film can be quenched in
a timescale smaller than 100 fs, which is in accordance with previous obser-
vations using alternative methods such as the magneto-optical Kerr effect
[42, 52, 131, 243, 283]. This result adds new evidence that, during an ul-
trafast demagnetization, the angular momentum reduction probed by more
indirect techniques reflects the angular momentum within the whole valence
band, that is, there is no additional angular momentum buried deep in the
band.

Due to the inherent fluctuations in the SASE process of an FEL source, plus
the experimental ones that synchronization of the time-dependent driving
mechanism (RF signals in cavities and compressors) introduces, the EUV
pulse energy experiences a high level of fluctuations during beamtime. This
has effects in the polarization of the photoelectrons, with its value being
reduced when the pulse intensity increases. It has been demonstrated that
this phenomenon can be explained by the influence of the space charge pro-
duced during the photoemission process. The corresponding simulations
show that above a certain FEL intensity threshold the photo-generated elec-
tron bunch acts as a Coulomb barrier that rejects low energy electrons mostly
through backscattering. Low energy electrons are primarily engendered in
the cascade process that takes place in the valence band during photoexcita-
tion, and hence carry most of the polarization. The net result is a non-linear
loss of the total measured polarization with increasing FEL pulse intensity.
This findings render valuable information to design novel spin-resolved ex-
periments in the future. Further research is encouraged to make use of
detection setups with improved FoM as well as simultaneous time, energy
and spin resolution (e.g. SPLEED detectors [155]) in order to gain better
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1.6. Summary and conclusions

access to directly photoionized electrons from selected energy bands, which
would provide a more precise understanding of the role and the dynamics
of the band configuration in the demagnetization processes.
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Chapter 2

Magneto-optical Kerr effect

In the last chapter time- and spin-resolved photoemission experiments with
a FEL source have added evidence to an ultrafast demagnetization process
in iron within a sub-picosecond timescale. Furthermore, it has been shown
that the magnetization measurement comes from an integrated value over
the whole valence band, a possibility not available in other measurement
techniques such as the magneto-optical Kerr effect (MOKE), that indirectly
probes the uppermost layers of the band structure. The results are consis-
tent with extensive studies on both iron and other transition metals such as
nickel, cobalt or gadolinium, using different experimental methods. With
this in mind, the present chapter attempts to bring further insight on the
mechanisms involving the ultrafast demagnetization by presenting experi-
ments in the MOKE domain.

2.1 Overview on the Kerr effect

It is well known that the complex index of refraction of a material can be
modified by the application of electric and magnetic fields. Several of these
effects are possible depending on the type of field and the geometry of the
experiment. The first of them was discovered by Michael Faraday in 1845
[62, p. 123], when he observed the rotation of a linearly polarized ray of
light after passing through a silicon borate glass. Thirty years later, in 1875,
John Kerr made a series of publications [133, 160] explaining his experiments
with linearly polarized light, first on glasses and liquids under a strong elec-
tric field and later on magnetized ferromagnetic cores. In the first case he
found changes in the refractive index of the material that were proportional
to the square of the electric field. This would be coined the electro-optical Kerr
effect. In the second case he found a change in the polarization (rotation and
ellipticity) of light reflected from the ferromagnet which depended on the
magnetization direction. This would become the magneto-optical Kerr effect.
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2. Magneto-optical Kerr effect

Later studies by Hall, Kundt, Du Bois, Sissingh and Zeeman showed that the
Kerr effect could be further grouped in three categories: the polar Kerr effect,
when the the magnetization was normal to the surface, the longitudinal Kerr
effect, when the magnetization was parallel to the plane of incidence of the
light ray, and the transverse Kerr effect, when the magnetization was perpen-
dicular to that plane. Both the Faraday and magneto-optic Kerr effects are
linear phenomena, whereas the electro-optic Kerr effect is a quadratic pro-
cess. Interestingly, all of them were discovered before the linear electro-optic
counterpart, the Pockels effect, described in 1906 by Friedrich Pockels [203].

Since the 19th century MOKE has become a standard technique in the study
of surface magnetism as well as a relevant tool for the development of com-
mercial technologies such as magneto-optical storage [124]. In the research
arena, the field of ultrafast magnetism has largely benefited from time- and
spin- resolved MOKE techniques to study the magnetization dynamics on
the femtosecond timescale [144, 139].

During this endeavor the question was raised on whether the Kerr effect
properly measures the magnetization during the first picosecond after a
laser excitation. Koopmans et. al. [146] challenged this statement in 2000 ar-
guing that certain optical transitions were blocked in a strong out-of-equilibrium
state. They found a discrepancy between the change in rotation and ellip-
ticity of the pump-induced MOKE signal. This claim was backed by cal-
culations from Oppeneer and Liebsch [189], but similar experiments were
already in contradiction with this thesis [31, 53, 98]. Comin and co-workers
clarified that, when taking the difference for opposite magnetization direc-
tions of the rotation or ellipticity, the artifacts described Koopmans disap-
peared. The groups of Zhang [286] and Bigot [30] further demonstrated
that the magneto-optical signal follows the magnetization in a reliable way
even in a sub-100 fs timescale. Moreover, the photoemission experiments pre-
sented in the previous chapter, as well as others [52, 243], are in agreement
with the MOKE results. It is concluded, thus, that the MOKE method is ade-
quate to inspect the magnetization dynamics on a sub-picosecond timescale.

In the next section, the different hypotheses around the mechanisms that
drive the ultrafast demagnetization in metals are discussed.

2.2 Hypotheses on ultrafast demagnetization mech-
anisms

In their pioneering research in 1996, Beaurepaire et. al. determined a “de-
crease [of the magnetization] which occurs within 2 ps” in nickel thin films
[26]. So far, electron dynamics from short laser excitations had been ex-
plained by the two-temperature model (2TM) describing the relaxation pro-
cess between an out-of-equilibrium gas of electrons and the lattice bath. In
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2.2. Hypotheses on ultrafast demagnetization mechanisms

this thermodynamic model, the assumption is made that the internal inter-
actions in each reservoir are much faster than the electron-phonon processes
that affect the relaxation, that is, an equilibrium temperature Te for the elec-
tron gas and Tp for the phonon gas can be defined wherefrom a standard
Fermi-Dirac or Bose-Einstein distribution, respectively for each bath, follows.
The interaction is then simulated as a set of coupled differential equations
for the temperature of each reservoir where the coupling constant is the rel-
evant parameter [242]. Beaurepaire extended this model, renamed as the
three temperature model (3TM), by adding an independent spin tempera-
ture Ts interacting with the other two, thereby adding two more coupling
parameters to the equation set. The results are in line with the experimen-
tal observations for the resolved timescales. However, some questions have
araised ever since.

On the thermalization assumption

In the first place the thermalized reservoir assumption has been questioned
by some authors. It had been long understood that dynamics of photo-
excited electrons in metals are governed by non-thermal carrier distribu-
tions, when measured either by optical methods [96, 112, 253] or by direct
time-resolved PES [39, 77, 176, 180]. Lisowski and coworkers, for instance,
pointed this out while showing nonlinearities in the Fermi distribution of
ruthenium samples that increased with laser fluence [162]. Pietanza et. al.
call attention to the inaccuracies of the 2TM in their semi-empirical model
for silver films based on the Boltzmann kinetic equations [198]. Nonethe-
less, most of these claims relied on investigations for noble metals (mainly
Au, Ag and Cu), partly because their full d-bands are less prone to interact-
ing with the sp electrons, thus approaching them to an ideal Fermi liquid
model. The Fermi liquid theory (FLT), built upon the self-energy operator
of the many-body solid-state theory, is the most widely used first-principles
model so far [24, 187]. Even for noble metals, though, the agreement with
the experiments is far from absolute, particularly at electron excitation ener-
gies close to the Fermi energy. Subsequent refinements making use of more
realistic band structures from electron-density functional theory and con-
sidering higher order perturbations did improve the agreement to a great
extent, yet for low energies the behavior is still not fully reproducible [290].

Theoretical understanding of these dynamics is important because the life-
time of non-equilibrium distributions might have a direct implication in the
ultrafast transfer of the total angular momentum during the demagnetiza-
tion process. For instance, calculations from the Fermi liquid approach pre-
dict electron thermalization times tth, obtained from single electron-electron
inelastic relaxation lifetimes τee, of hundreds of femtoseconds to a few pi-
coseconds, casting doubt on the validity of the 2TM [96, 129]. However, for
ferromagnetic metals such as Ni, Fe and Co the measured lifetimes of low
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2. Magneto-optical Kerr effect

energy excitations are on the order of a few femtoseconds only, consider-
ably smaller than those resulting from the FLT. This is mainly due to their
d-type bands being close to, or intersecting with, their Fermi levels, which
provides additional phase space for scattering events and turns them into
rather poor Fermi liquid candidates [22, 290]. Since the thermalization time
is dominated by the longest inelastic lifetimes, it can be inferred that actual
thermalization in these materials would proceed faster. Subsequent experi-
ments based on time-resolved two-photon photoemission spectroscopy (TR-
2PPES) have tried to retrieve an integrated value of the thermalization time
through different methods. Van Kamper et. al. have reported tth ≈ 80 fs for
Ni [130], whereas Mueller and colleagues recount values between approxi-
mately 18 fs and 43 fs depending on the absorbed pump fluence [183].

It must be noted here that TR-2PPES, although providing the most direct
access to the electron inelastic lifetimes, is not without experimental contin-
gencies. Several secondary processes such as cascade electrons, Auger decay
or transport effects can distort the measurements and need to be taken into
account when computing τee. More importantly, TR-2PPES requires very low
excitation densities, which translates into pump-probe fluences on the order
of a few hundred µJ cm−2. In this regime, scattering among the excited elec-
trons is negligible, the dominant decay channel being e-e scattering within
the electron liquid below EF [141]. In fact, the aforementioned studies by
Mueller show evidence that higher fluences, as well as high electron tem-
peratures, lead to a drastic decrease of the thermalization time. In contrast,
demagnetization of thin films require pump fluences on the mJ cm−2 range,
where higher excitation densities could favor further scattering mechanisms.
Thermalization in this case could take place within a small fraction of the
demagnetization timescale, allowing for equilibrium temperatures to be de-
fined according to the 2TM [270]. All in all, it is still an ongoing debate
whether the thermalization assumption is fully justified for ferromagnetic
metals, but it is certainly a factor to contemplate when modeling ultrafast
demagnetization.

On the spatial diffusion assumption

Besides the thermalization assumption, both the 2TM and 3TM operate un-
der the condition that no spatial diffusion takes place. Roughly speaking,
an electron with a typical velocity of 106 m s−1 inside a metal would take
only 10 fs to cover a distance of 10 nm, which corresponds to the penetration
length δopt of infrared light in most metals. The timescales for ballistic trans-
port outside the area of interest are then on the same order of magnitude
than the inelastic relaxation lifetimes and need to be considered in the cal-
culations. This has been demonstrated experimentally, such as in the works
of Hohlfeld and Garduño-Mejía with gold [86, 111]. The latter made use of
a modification of the 2TM after Carpene [41], wherein diffusive as well as
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2.2. Hypotheses on ultrafast demagnetization mechanisms

non-thermal effects were considered. Further evidence of diffusion mecha-
nisms has come from the observation of anisotropic ballistic motion due to
non-spherical Fermi surfaces in some metals [105, 104, 164]. Of particular rel-
evance is the fact that relaxation times rapidly increase well above a few tens
of fs for low excitation energies, which gives rise to diffusion (as well as other
relaxation channels such as electron-phonon or defect scattering) becoming
the dominant factor [143]. Indeed, transport effects have been accounted for
through several approaches beyond the 2TM [5, 39, 112, 141, 143, 142]. Al-
ternatively, transport effects can be considerably minimized by appropriate
experimental design. For instance, films of thicknesses comparable to the
optical penetration length of the relevant material can help confining the
excited electrons within the probed surface region [5]. In a similar manner,
some polycrystalline samples have shown longer relaxation lifetimes at low
energy excitations than their single-crystal counterparts, a phenomenon that
has been attributed to elastic scattering at grain boundaries impeding carrier
diffusion [3].

Transport of spin carriers not only represents a channel for the loss of spin
in magnetic materials, but can also directly affect their magnetization prop-
erties through net spin transfers. For instance, Malinkowski and co-workers
first showed in 2008 that direct spin transfer between two ferromagnetic lay-
ers separated by a spin conductor could both speed up and enhance ultrafast
demagnetization [168]. Moreover, when the interlayer was comprised of a
spin insulator, the effect was lost, proving that a net spin current was the
responsible mechanism. This experiment has been later reproduced with
similar results by von Korff Schmissing [150]. Rudolf et. al. further demon-
strated that, in a similar spin valve of Ni/Ru/Fe, ultrafast demagnetization
of the first ferromagnet could even induce a net magnetization on the sec-
ond one through pure spin transport [225], an observation that has been
verified and extended by Mathias and Turgut [173, 258], and theoretically
examined by Yastremsky [278]. Several recent studies have added support
to the validity of nonlocal ultrafast demagnetization and spin reversal due
to transport mechanisms [94, 175, 265].

In light of this evidence, Battiato and his colleagues proposed in 2010 an ul-
trafast demagnetization model based on a superdiffusive mechanism with-
out the need of on-site dissipation of angular momentum. This model is
based on a semiclassical description of laser excited non-equilibrium elec-
trons that undergo both elastic and inelastic scattering on their way out of
the probing region. Since both the mean free path λ of the electrons and
their average velocity v inside the material are on the order of the relevant
experimental scales (for instance, λ ≈ 10 nm and v ≈ vF, where vF is the
Fermi velocity, on the order of 1 nm fs−1 for most metals), Battiato argued
that the standard diffusion regime, which assumes small λ and large v, is
insufficient to describe the transport dynamics. On the other hand, ballistic
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transport alone cannot account for the scattering processes electrons are sub-
ject to [37, 50]. Therefore, a unifying model is needed that can describe the
electronic motion on different length and time scales. In general, it is indeed
accepted that standard Fourier diffusion breaks down under length and time
scales on the order of the mean free path λ and the average relaxation time
τ, respectively [103]. In this first microscale regime the Boltzmann transport
equation (BTE) is taken instead to follow the time evolution of the carrier
distribution. In fact, this treatment has been extensively used for the study
of electron transport in metals [50, 143], however obtaining a numerical solu-
tion is computationally demanding and several strong approximations are
commonly taken. The superdiffusive model proposed by Battiato also starts
off from the BTE, but it integrates the dispersive behavior of the electron
motion in an analytical way, thereby sidestepping approximations such as
the relaxation time or the thermal equilibrium assumption.

The lack of fitting parameters in this model is an important step towards an
accurate ab initio calculation of femtosecond magnetization dynamics, yet
the introduction of some approximations is still unavoidable. For instance,
refraction of the electron momentum in the interfaces has been neglected.
Also momentum correlations upon inelastic scattering and the additional
delayed generation of Auger electrons have not been included in the deriva-
tion, which leads to an underestimation of the diffusion process [20]. Al-
though electron thermalization is fundamentally coupled to the transport
equation in Battiato’s model, an effective comparison between the ballistic
and diffusive regimes of transport can be performed, in which the anoma-
lous diffusion exponent parameter1 becomes itself a function of time that
changes from the ballistic to the diffusive regimes in a timescale of 100 fs.

While superdiffusion has been referred to as the underlying mechanism in
some measurements on multilayer or even magnetic nanodomain thin films
[72, 132, 172, 175, 197, 225, 228, 231, 258, 264], several authors report a rather
mince influence of spin transport in similar experiments. Schellenkens et. al.,
for instance, showed that exciting a Ni film from either the front or the back
surface, while probing it from the front, has no effect on the demagnetization
amplitude, concluding that no trace of spin transport can be observed [229].
Additionally, they couldn’t reproduce the magnetization transfer in FeNi bi-
layers exhibited by the study of Rudolf et. al. with an alternative method
[230]. In apparent contradiction with the investigations of Vondungpo [264]
and Pfau [197] on spin transport with CoPd and CoPt multilayered films,
Moisan and colleagues report that, for similar samples, hot electron spin
transfer does not influence the demagnetization dynamics2 [178]. Quantita-

1In the anomalous diffusion theory, the mean squared displacement σ2 of a particle is a
power law function of time, σ2 = Dtα, where α = 1 corresponds to standard diffusion, α > 1
to superdiffusion and α < 1 to subdiffusion. D is termed the standard diffusivity.

2For details on the treatment of interface reflections in heterostructures within the su-
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2.2. Hypotheses on ultrafast demagnetization mechanisms

tively, a critical factor of the superdiffusive theory is that, since it is build
with the absence of fitting parameters, it heavily relies on the accuracy of
the spin- and energy-dependent values of the electronic inelastic lifetimes
and velocities and, more importantly, on their spin ratios τ↑/τ↓, since the
latter will influence to what extent net spin transfers are to account for the
demagnetization dynamics. In the original work from Battiato, these val-
ues are extracted from Zhukov’s ab initio calculations [292], based on the
GW+T approximation of the Green function expansion within the many-
body quantum theory [8, 291]. Comparison with TR-2PPES measurements
in Fe, Ni and Co shows not only an overestimation of the spin-integrated
lifetimes (at least for excitation energies below 2 eV), but also a considerable
discrepancy in the spin ratios [23]. For instance, the theoretical ratio for
nickel is around 8, whereas a value of only 2 is measured. A similar vari-
ation is apparent in Co, where almost no difference between majority and
minority lifetimes is actually observed [93]. Such discrepancies have been
ascribed to exchange scattering during inelastic relaxation in combination
with secondary electron generation. Kaltenborn and Schneider have also
demonstrated that incorporating spin-orbit coupling effects in the GW+T
framework, which allow for spin-flip transitions, better explains the mea-
sured inelastic lifetimes in metals [127, 128]. For iron, on the other hand,
both theory and experiment agree on an inelastic lifetime ratio very near 1.
In this case, though, the spin asymmetry is found in the electron velocities,
since the presence of empty d bands for the minority spin states greatly re-
duces their group velocities in contrast to the high delocalization of majority
spin states. Although velocities are evaluated from band-structure calcula-
tions, the product v(E)τ(E) = λ(E), called the inelastic mean free path
(IMFP), can be obtained from spin-transport experiments [67, 123, 217]. In
Zhukov computations, theoretical IMFP values from the GW+T method are
compared with data from permalloy samples published by van Dijken [67],
however Banerjee and co-workers report values at least three times lower for
simple Fe layers and a visible disagreement with the theory [16]. In view
of the previous considerations, then, the possibility that superdiffusion in
single-layer 3d ferromagnets has a smaller influence than expected can’t be
discarded.

On the delta-pulse assumption

There is yet an extra condition under which the 2TM and 3TM from Beau-
repaire operate after the instantaneous thermalization and the absence of
diffusion: a delta-pulse laser excitation is assumed. This is not an irrelevant
presumption, since excitation pulse lengths of current light sources lie in
the range of 20 fs to 50 fs FWHM, which is only a few times smaller than,

perdiffusion scheme see [21]
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but on the order of, demagnetization timescales. Variations in the excita-
tion length during the demagnetization process could dynamically affect the
fundamental interaction mechanisms as well as their associated timescales.
Finite-pulse excitations, as well as absorption effects, can be included in the
2TM/3TM by means of a space- and time-dependent source term. Never-
theless, the role of the pulse length in demagnetization events is a relevant
study to consider. This role will be inspected in section 2.4.

Photon-electron interaction

Despite the remarkable ability of the 3TM to describe demagnetization dy-
namics with its strong assumptions, and even when these assumptions are
addressed by the modification of the equations as commented above, this
model has a fundamental limitation. It does not provide us with an appro-
priate microscopical description of the transfer of angular momentum. Since
the total angular momentum of a free electron sea is conserved, how exactly
do electrons interact with the resting degrees of freedom in a ferromagnet
to deploy their initial angular momentum in a sub-picosecond timescale? In
Batiatto’s superdiffusive approach this question is sidestepped because spin-
transport asymmetries leave the fate of angular momentum to rather un-
specified rebalancing mechanisms outside the probed region (for instance
spin-flips in boundaries and interfaces or slower spin-phonon relaxation).
Notwithstanding, several other approaches have been taken after Beaure-
paire’s findings in 1996 to solve this enigma. The first attempt was made in
1998 by Hübner and Zhang. In a series of publications [114, 118, 282, 285,
284] they construct observables such as the magneto-optic Kerr signal, the
reflectivity or the second harmonic generation (SHG) signal from first prin-
ciples by means of a many-body Hubbard-like hamiltonian that includes
the band structure, the electron exchange interaction and the on-site spin-
orbit coupling. Additionally, they incorporate the laser effects as an external
field. It is argued that the interplay between the laser field, the exchange in-
teraction and the spin-orbit coupling determines the spin dynamics, which
intrinsically occur on a timescale of 10 fs. In this case, the laser pulse length
would still be limiting the possibilities of ultrafast dynamics. This needs to
be set in contrast, however, with the facts that for Fe and Ni the demagne-
tization time constant in the 100 fs range has been consistent in time across
experiments with a variety of techniques, pump pulse lenghts and fluences
[11, 30, 42, 72, 149, 172, 223, 229, 243, 244, 258], in contradiction with the
model from Zhang and Hübner. In 2003 Koopmans et. al. questioned the
validity of this model with an estimation of the prohibitive amount of pho-
tons needed for such an angular momentum transfer to take place [145]; and
in 2007 Dalla Longa and co-workers determined a virtually null influence
of the photon field in the demagnetization of Ni [60]. Also Fähnle and Illg,
in his 2011 review, support incoherent effects over direct photon-electron
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momentum transfer [75]. It has been argued that, even if the electron spin
orbital momentum is transferred to the electron orbital degree of freedom
via electron-photon interaction in an ultra-short timescale, eventually the
lattice needs to absorb the total momentum for the demagnetization to take
place, thereby acting as a bottleneck [119]. Nevertheless, the debate has kept
growing ever since. For instance, the demonstration of all-optical magnetic
switching with circularly polarized laser pulses in 2007 [245] constituted
a breakthrough for the manipulation of magnetic ordering by light. The
photon shortage claimed by Koopmans has also been addressed by Si and
Zhang [238]. In 2009 Bigot, Vomir and Beaurepaire went a step further and
suggested a light-induced coherent spin-flip mechanism of ultra-relativistic
origin [30], a theory that has been recently challenged from ab initio investi-
gations [179].

Spin-flip approaches and the Elliot-Yafet scattering

Since the angular momentum during a demagnetization process needs to
be eventually transported out of the electron system, it is widely believed
that the lattice needs to intervene as a transfer mechanism [119]. Thus, con-
currently with the promotion of the electron-photon theories, approaches
were also developed whereby spin-flipping events, usually through in-place
scattering, could take place. In this line, a remarkable theory proposed by
Koopmans in 2005 gained a great deal of attention [147]. In this theory, the
Boltzmann equation is employed with the possibility of a spin-orbit-induced
spin scattering by phonons known as Elliott-Yafet scattering. This type of
spin-phonon scattering was introduced as early as 1953 by Overhauser [192],
when he connected lattice vibrations and electron spins through the current-
induced magnetic field generated by the former. A year later Elliott high-
lighted that, due to the spin-orbit coupling, the spin state of an electron
in a crystal should be a momentum-dependent asymmetric mixture of the
spin eigenstates of a free electron [69], which implied an additional contri-
bution to the spin-lattice relaxation by Overhauser. Shortly thereafter, Yafet
calculated the spin-flip matrix from the electron-phonon mechanism that
included both contributions [17, 277]. Koopmans used this spin-flip proba-
bility in his calculations and showed that a loss of magnetization within a
sub-picosecond timescale was feasible and could even account for the differ-
ent demagnetization regimes observed in rear-earth metals such as gadolin-
ium [149, 223, 261]. Although subsequent reports have shown support for
the Elliott-Yafet mechanism [52, 243, 244, 247, 249, 248, 273], recent ab initio
computations from independent authors conclude that, albeit present, it is
not strong enough to account for the observed quenching of the orbital mo-
mentum [46, 44, 74, 119]. To this regard, Haag and co-workers advocate for
electron-magnon interactions as an additional spin-flip contribution to the
Elliott-Yafet scattering [101]. Spin relaxation through magnons had already
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2. Magneto-optical Kerr effect

been scrutinized in the late 1990s [202] and has been taken into considera-
tion for ultrafast demagnetization models both experimentally [42, 55, 259]
and theoretically [100, 170]. Alternatively, Krauss and his colleagues de-
fended in 2009 the possibility of an Elliott-Yafet type of scattering between
only electrons without the need of a phonon bath [152]. Their computations
agree with the experimental data for Ni and Co when the spin-orbit cou-
pling constant and the fluence are conveniently fitted. Further approaches
of this proposal included the phonon contribution with remarkable success
[182, 185, 184].

Finally, it is worth mentioning studies making use of extended versions of
the Landau-Lifshitz-Gilbert equation commonly used to describe dissipative
magnetization dynamics. The reader is referred to the following studies:
[10, 11, 75].

All in all, the passionate debate maintained in the scientific community
makes it evident that the underlying mechanisms for ultrafast magnetism
are not fully understood and might depend on the precise characteristics of
the sample, the excitation source and the experimental setup in a stronger
way than expected. In the following sections, some experiments will be
shown that address the assumptions of the 3TM for the ultrafast magneti-
zation dynamics for nickel. Also a comparison with the predictions of the
Koopmans model will be presented in a double pump pulse experiment and
the effect of diffusion in indirectly pumped samples will be examined. clues
on the ultrafast magnetization dynamics in nickel.

2.3 Experimental setup

The employed experimental technique in the following sections to measure
the magnetization is the time-resolved transverse magneto-optical Kerr ef-
fect (MOKE) in the longitudinal geometry, although some minor modifi-
cations in the setup have been implemented in each particular case. The
complete setup is shown in fig. 2.1. Femtosecond infrared pulses of 800 nm
from a Ti:Sapphire amplified laser3 are delivered with a repetition rate of
10 kHz, a pulse energy of 1 mJ/pulse, an average power of 10 W–12 W and a
minimum length of 17 fs (FWHM from a lorentzian profile auto-correlation
fit). Most of the laser power (8 W–10 W) is sent to the pump branch while
the rest is left for the probe. Along the pump branch the pulses first un-
dergo pulse compression inside the amplifier system. Afterwards, they are
regulated in intensity by a λ/2 plate plus a polarizer and then chopped out
at a 83 Hz rate. In the next stage the beam is divided into two copies by

3The laser source includes an oscillator (Vitara) and an amplifier (Evolution) with a com-
bination of a regenerative- and a single-pass amplification stages. Acquired from Coherent
Inc.
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2.3. Experimental setup

a beam splitter. Each of them is passed through an automated delay line
for independent arrival time control and its intensity is further regulated
by a λ/2 plate and a polarizer. From there, several configurations can be
employed. Only one of the pulses can be used, for instance, in a customary
pump-probe setup such as in the pulse length experiment or in the Al/Ni
diffusion experiments, where the sample is pumped from the back surface.
Alternatively, both pulses can be directed to the front part of the sample
for a double pulse experiment, or each one in an opposite surface as in a
front-back pulse configuration. Moreover, both the pump(s) and the probe
are subject to a spatial beam stabilizer mechanism in order to minimize long-
term drifts generated in the amplifier cavities and temperature sensitive op-
tical elements, which could affect experimental conditions ranging from the
spatial pump-probe overlap to the performance of optical components such
as reducing telescopes. The mechanism involves a set of piezo-driven mir-
rors and photo-detectors operating within a feedback loop software routine
(PID regulator).

On the probe side, the beam is first directed to a pulse compressor, then
intensity-regulated and finally up-converted to a wavelength of 400 nm by
a barium-borate (BBO) crystal. The output beam is immediately cleansed
from its base infrared frequencies through a set of dichroic mirrors acting as
a band pass filter4. The use of 400 nm radiation for probing the magnetiza-
tion procedure is aimed at circumventing any possible state-blocking effects
(or dichroic bleaching as reported by Koopmans [146]), to which reliability
issues of the magneto-optical signal have been attributed [45, 189, 212, 268].
On reaching the sample, the polarization of both the pump(s) and the probe
is parallel to the worktable (p-polarization). A magnetic field of 20 mT is
applied to the sample in the longitudinal direction. Each sign (+,−) of the
field is henceforth denoted ↑, ↓. After the sample, dichroic mirrors ensure
that no base frequency components of the deviated pump can reach the de-
tector, which is itself isolated to avoid any further stray light contributions.
The detector comprises a λ/2 plate and a Wollaston prism coupled to a pair
of balanced photo-diodes connected to a lock-in amplifier. The λ/2 plate is
adjusted so that an equal intensity reaches each photo-diode. This way, only
variations from the pump-induced Kerr signal are recorded and systematic
errors coming from laser fluctuations or changes in the reflectivity are conve-
niently minimized. Additionally, a λ/4 plate is installed to remove spurious
elliptic contributions from the Kerr signal.

In the present setup, measuring the change of rotation of the polarization
∆θ↑,↓(t) is preferred over the change in ellipticity. It is argued, in this ap-
proach, that the reaction of the rotation to the pump excitation is slower

4The mirrors are optimized for p-polarized light, with high reflection in the 400 nm
window and high transmission in the 800 nm range.
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Figure 2.1: Layout of the table-top laser system and the MOKE configuration
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2.4. The effect of the pump pulse length in the demagnetization process

than the ellipticity, which makes the former less prone to be affected by
quasi-instantaneous charge redistribution, therefore better suited to repre-
sent the actual optically induced magnetization dynamics [30]. The change
in polarization rotation can be obtained for each magnetization direction
(↑, ↓) as it is proportional, for small angles, to the measured photo current,
∆I↑,↓ ∝ ∆θ↑,↓. The relative magnetization change can be retrieved as

∆M(t)
M0

=
∆θ↑(t)− ∆θ↓(t)

θ↑ − θ↓
(2.1)

with θ↑,↓ defining the static value of the Kerr rotation (i.e. the value before
the pump has acted). Eq. 2.1 is only valid when the optically induced change
in reflectivity of the sample, which determines the charge dynamics, is small
compared to the variation in the Kerr signal [43]. In this case, the charge
contribution to the Kerr signal is marginal and, under the linear magneto-
optical response assumption, the latter is proportional to the magnetization
M.

2.4 The effect of the pump pulse length in the de-
magnetization process

As discussed in section 2.2, delta-pulse excitations are an implicit assump-
tion in the 3TM model of the demagnetization. Currently available pump
pulses, however, are on the order of several tens of femtoseconds, which is
comparable to the well-observed demagnetization times ∼ 100 fs. For this
reason, it is of interest to examine the effects of pulse length to demagneti-
zation processes. In this approach5, demagnetization of nickel thin films is
tested for different pump pulse lengths.

2.4.1 The pulse length experiment

In fig. 2.2 (a), a reduced schematic for the pulse length experiments is shown.
The pump pulse compressor allows for the variation of the pulses from
around 20 fs to several ps. The pulse energy is nonetheless kept constant
at 88 µJ, which results in an incident pump fluence of 1.5 mJ cm−2. Notice,
however, that the absorbed fluence might be considerably lower than this
value due to reflections in the outer and inner Ti layer. On the other line,
the probe’s own pulse compressor is adjusted to deliver the shortest pos-
sible pulses. These correspond to an autocorrelation trace of 40 fs FWHM,
which can be converted back to a lorentzian pulse shape of approx. 20 fs.
During the measurements the sample is magnetized to saturation with an
external in-plane magnetic field H = ±15 mT in opposite directions (the co-
ercive field determined from the hysteresis loop reads HC = 6.3 mT). The

5Part of this section has been published in [83].
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2. Magneto-optical Kerr effect

Figure 2.2: (a) MOKE experimental setup for the pulse length variable mea-
surements. The length of the pulses is adjusted through the pump and
probe pulse compressors. State-blocking effects are avoided by using a band
pass filter with a frequency doubler crystal and a set of dichroic mirrors.
(b) Schematic representation of the cross-correlator employed to measure
the pulse length, using a 20 fs, 800 nm pulse to sample the pump via up-
conversion in a BBO crystal. Reproduced from [83]
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2.4. The effect of the pump pulse length in the demagnetization process

sample consists of a 20 nm thick nickel film grown by electron beam evapo-
ration on a standard glass substrate. The film has been structured as 5 nm
Cr/50 nm Cu/20 nm Ni/3 nm Ti for the following reasons. The material of
the thin capping layer, which prevents nickel oxidation, should be chosen
to minimize any additional contributions to the Kerr signal. Since the spin-
orbit coupling is the driver of the magneto-optical Kerr effect [7] and since it
roughly scales with the atomic number, HSO ∝ Z, a reasonable choice seems
to be the low-Z element titanium. The seed layer is made of chromium with
an interlayer of cupper intended to promote a flat film growth.

The length of the pump pulse, modified through the pulse compressor, has
been measured with a cross-correlation setup shown in fig. 2.2 (b). For
short pulses of several tens of femtoseconds the auto-correlation technique
is suitable because a nearly gaussian pulse shape can be safely assumed.
However as the compressor lengthens the pulse, its profile becomes severely
distorted. The lack of symmetry then requires a cross-correlation to be em-
ployed, whereby a short sample pulse of fixed length (20 fs) is overlapped
with the variable length pulse in a BBO crystal. The resulting intensity pro-
file is measured in a photo-diode, as fig. 2.3 exhibits. For simplicity, the
auto-correlation of the same pulses has also been recorded (inset of fig. 2.3)
and the FWHM of the corresponding lorentzian fits used as labels for the
pulse lengths.

2.4.2 Results and discussion

Pump pulses with lengths from 40 fs to 7 ps give rise to the demagnetization
dynamics displayed in fig. 2.4 (a). For lengths below 1 ps a clear ultrafast de-
magnetization followed by an also fast remagnetization within the first few
picoseconds is observed. Shortly after, the signal stabilizes in a slower re-
magnetization curve lasting several tens of picoseconds. For lengths above
1 ps, though, the signal does not follow a fast demagnetization curve but
rather a slow magnetization decay of up to 6 ps. After this time all traces
converge to the same curve. This indicates that, after approx. 6 ps, the mag-
netization dynamics is mainly determined by the total energy of the pulse,
and not by its length or shape. Independently of the pulse length, then, re-
magnetization dynamics, at least at such timescales, can be established by a
definite common temperature between the electron, the spin and the lattice
reservoirs. This is in agreement with earlier experiments [149, 270], in which
a time of around 2 fs is needed for the lattice to thermalize. Further support
is found in studies of variable laser fluence where the remagnetization time
constant τR is seen to increase linearly with the fluence [68, 150], pointing to
the total power absorbed as the cause for the change in τR. The maximum
demagnetization of 5 % is achieved with the shortest pulse of 40 fs. Two
regimes are clearly devised in the dependence of the maximum amplitude
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2. Magneto-optical Kerr effect

Figure 2.3: Measured pump pulse profiles from the cross-correlation setup
and the corresponding auto-correlation traces (inset), whose gaussian fit
FWHM values are used as labels for each pulse length. Reproduced from
[83]

.

with the pulse length. For pulses shorter than circa 2 ps a strong depen-
dence is found with a slope m<2 ps = −1.5 % ps−1, whereas pulses over 2 ps
long show a weaker dependence with a slope m>2 ps = −0.2 % ps−1, almost
a factor of 7 smaller. The crossover between the two regimes at roughly 2 ps
corresponds to the electron-phonon thermalization time mentioned above.
As a reference, a demagnetization of 3 % corresponds to a temperature in-
crease of 50 K [56]. Notice from fig. 2.3 and fig. 2.4 (b) that the peak intensity
for longer pulses occurs long before the magnetization reaches its minimum.
For instance, the pulse with an auto-correlation of 3 ps has its intensity peak
around 0.25 ps, but the corresponding demagnetization curve has its mini-
mum at 3 ps. In fact, a closer look at fig. 2.4 (b) reveals that there is an
almost one-to-one correspondence with the time of the maximum demag-
netization and the pulse length as determined by its auto-correlation trace.
Roughly speaking, as long as pump power is applied into the system, de-
magnetization takes place. Fig. 2.4 (a) also shows that the remagnetization
process has two regimes. The fast regime is only visible for pulses shorter
than 2 ps. Pulses longer than this time are concealing fast remagnetization
dynamics and the associated demagnetization amplitudes are only weakly
dependent on their length. Hence the question arises: is this simply a con-
sequence of the pulse length or do different mechanism undergo in each
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2.4. The effect of the pump pulse length in the demagnetization process

Figure 2.4: (a) Time-resolved relative demagnetization for different pulse
lengths. (b) Time position and amplitude of the maximum demagnetization
for each pulse length. Reproduced from [83]
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remagnetization regime? The following argument should shed some light
on this topic. If the magnetization reacts in a linear manner to the excitation
pulse, the magnetization response M{p}(t) for any pulse shape p(t) can be
reconstructed as

M{p}(t) = (M{δ} ∗ p)(t) (2.2)

where M{δ} is the magnetization curve for a delta pulse. Given the differ-
ence between the shortest pulse available of 40 fs and the longer ones up to
7 ps, the fastest demagnetization curve in fig. 2.4 (a) can be used as a sub-
stitute for the delta response. For this purpose a fit of this curve using eq.
1.7 has been performed, and its convolution with each pulse profile from
fig. 2.3 has been computed. The results are depicted in fig. 2.5. Clearly,
the calculated convolutions match the experimental demagnetization curves
for pulses longer than 40 fs. This indicates that the different remagnetiza-
tion regimes observed in 2.4 (a) might undergo the same dynamics. In this
case, slower spin-flip types of scattering, for instance mediated by phonons,
magnons or a combination thereof [119], could be a good candidate for the
underlying mechanism. The same conclusion can be drawn from experi-
ments with varying laser fluence where the pulse length is kept constant [9,
p. 61]. Note also that the remagnetization for the 40 fs curve seems to be
also reproduced by the rest of the curves, particularly for the pulses below
2 ps. This shows, that the process is linear with the deposited pump pulse
energy, at least for the small demagnetization amplitudes seen here.

As stated above, 2.4 (b) shows that the initial demagnetization rate is lim-
ited by the pulse length. However, this is not true for the shortest pulse of
40 fs, for which the curve minimum lies at tmin ≈ 300 fs (accounting for an
exponential decay on the order of 100 fs). This timescale has been confirmed
repeatedly in all 3d ferromagnets [11, 30, 42, 72, 149, 172, 223, 229, 243, 244,
258] for pulses as short as 25 fs, and it is reproducible in all of the experi-
ments provided in the current thesis. This represents a fundamental limit
on the demagnetization process and dismisses earlier claims that shorter
demagnetization rates were to be expected [114, 118, 282, 285, 284]. Cru-
cially important, it answers the question, at least qualitatively, on whether
the delta-pulse assumption used in the base form of the 2TM and 3TM is
acceptable [242]. That is, for pulses visibly shorter than the demagnetization
timescale of ≈ 100 fs, an equivalent delta-pulse could still describe the same
dynamics. This is compatible with the 3TM by Beaurepaire [26], in which
the set of differential equations utilized behaves linearly for low temperature
differences (see also eq. 2.8 in section 2.5.3 for comparison). The relatively
weak coupling between the electron and spin systems and the increasing
spin heat capacity with temperature makes the latter react at a slower rate,
therefore setting a limit for the time in which the magnetization (that is
proportional to the spin temperature in first approximation) can fall down.
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Figure 2.5: Selected experimental demagnetization curves (circles) and the
convoluted curves from eq. 2.2 (solid lines) confirm that remagnetization
dynamics from picosecond pulses can be reconstructed from femtosecond
pulses. Reproduced from [83]

However the underlying mechanism are not described in this model, and a
microscopic picture is needed to fully understand the process.

2.4.3 Conclusions

This experiment demonstrates that the demagnetization curve of nickel thin
films by a picosecond laser pulse can be reconstructed from the response
to a femtosecond pulse. Therefore, femtosecond demagnetization dynamics
contain all the information for picosecond dynamics and are driven by the
same mechanism, the coupling between the electrons and the lattice being
an acceptable candidate thereof. Nonetheless, pulses longer than 2 ps con-
ceal the regime whereby thermalization of the electron sea to the lattice is
taking place, in agreement with previous measurements. The pulse length
thus limits fundamental demagnetization rates only for lengths over 100 fs.
This is in line with the 3TM, in which the spin temperature has an inherent
delay over the electron temperature. A microscopic description of the de-
magnetiaztion process is however required if the underlying mechanism for
angular momentum transfer are to be fully understood.
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2.5 The effect of heat in the demagnetization pro-
cess

In section 2.2 concerns around the assumption of an instantaneous thermal-
ization of the electron sub-system have already been brought up. The gener-
ation of non-equilibrium electron distributions by femtosecond laser excita-
tions in metals has been repeatedly confirmed, in both indirect reflectivity-
based measurements [32, 64, 65, 96, 111, 235, 253] and direct observations of
electronic distributions from 2PPE experiments [3, 4, 22, 40, 39, 77, 76, 141,
163, 162, 161, 198, 214]. The evidence shows that right after the initial excita-
tion the electron system is brought into a strong non-equilibrium condition.
Within the first few hundreds of femtoseconds mainly electron-electron in-
teractions drive the system into a Fermi-Dirac distribution whereby a tem-
perature can be defined. In parallel with this short-term internal thermaliza-
tion [198], electron-phonon collisions push the lattice and the electron sub-
systems into a common temperature whence the cool down takes place. The
characteristic times of this external thermalization range from a few hundreds
of femtoseconds to several picoseconds, which sometimes blurs the line sepa-
rating the two processes [198]. In this sense, laser excitations that last longer
than the internal thermalization time τth cannot reveal this ultrafast process,
assuming an equilibrium temperature for each sub-system. The 2TM and
3TM may thus be applied in such cases provided that transport mechanisms
and real pulse excitations are included. Withal, the aforementioned exper-
iments on hot electron dynamics are mainly focused on noble metals. Fer-
romagnetic certainly possess some distinctive features. For instance, their
d-bands are closer to the Fermi level, conferring them characteristic DOS
spectra6, and the inherent spin asymmetry adds an extra degree of freedom
to the system, which translates into a net angular momentum and a macro-
scopic magnetization. It is therefore relevant to inspect how these electron
dynamics translate into the magnetization dynamics. In other words: how
is the demagnetization process affected, if at all, by the state of the electron
sub-system and its interaction with the lattice?

In the standard 3TM, the couplings between the reservoirs are constant and
the equations remain linear for low excitations7. However, the more sophis-
ticated models based on spin-flip scattering, such as that from Koopmans
[147, 149], involve phonon-mediated interactions between the electron and
the spin sub-systems, which results in nonlinear equations. In particular,
the modified three temperature model (M3TM) by Koopmans predicts an
enhancement of the demagnetization when a previous pump has pre-heated
a ferromagnetic sample such as nickel within a short time delay, as section

6reflectivity measurements, for instance, are known to be specially sensitive to the elec-
tronic structure of metals [112].

7Nonlinearities are mainly introduced through the temperature-dependent heat capacity
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2.5.3 further reveals. Testing for this nonlinearity is an important step to-
ward shedding light on the question previously stated. For this purpose, an
experiment has been designed to overcome the difficulties of single pump-
probe measurements in relating the Kerr signal changes to the electron and
phonon temperatures. It introduces a double pump technique in the spirit of
early research on electron dynamics [32]. That is, by varying the time delay
between two pump pulses, a study of the demagnetization at different ex-
cited states of the electron and lattice sub-systems can be performed. First,
the double pulse experiment will be explained with some detail. Then, an
analysis of the nonlinearity of the system response will be presented. Fi-
nally, a simulation of the same experiment using the model introduced by
Koopmans will be undertaken and compared with the data.

2.5.1 The Double Pulse experiment

For the current experiment a nickel sample layered as 3 nm Ti/ 20 nm Ni/3 nm
Ti by e-beam evaporation was chosen. Since the amount of absorbed heat
by the target film is an important parameter in this experiment, extra lay-
ers besides the thin anti-oxidizing titanium capping would complicate the
observations unnecessarily. The setup depicted in fig. 2.1 has been used,
this time directing the beams from each delay line (DL1, DL2) into the same
sample face. Since the path followed by each beam line is different, an off-
set delay between them needs to be set by matching the zero time of the
demagnetization traces obtained with each beam independently. This offset
then corresponds to a zero pump-pump delay. Both delay stages then move
together to map the probe arrival time for each fixed pump-pump delay.
The pump doubling is achieved through a 50 % beam splitter that ensures
pulse copies of similar energy. After each line, a polarizer plus a λ/2 plate
provide power regulation (variable attenuator), which can be used either to
set independent pulse powers or to adjust power variations from splitting
asymmetries. The adjustment is made by setting the transmission values
T1 and T2 (in %) that translate into a calibrated variable attenuator angle of
the λ/2 plate. To calculate the fluence of the beam we use the following
equation:

F =
2P

Aeff fosc
(2.3)

where P is the power in mW as measured with the power meter, Aeff ≈
10−2 cm2 is the effective beam area as approximated from beam profile mea-
surements, and feff = fosc/2 is the effective repetition rate of the laser, which
is half that of the oscillator, fosc = 10 kHz, after chopping (see fig. 2.1 ). Here-
after we designate the first pump pulse as the heating pump and the second
one as the probing pump. In the present case two sets of pump powers have
been contemplated. In the first set, the heating pump is tuned to a fixed
transmission T1 = 20, i.e. fluence F1 = 0.66 mJ cm−2, and measurements
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are taken at three different probing pump transmissions T2 of 10, 20 and
30, i.e. F2 = 0.3, 0.6, 0.9 mJ cm−2. In the second set higher powers are used,
with T1 = 60, i.e. fluence F1 = 3.5 mJ cm−2, for the heating pump, and
10, 20 and 30, i.e. F2 = 0.3, 0.6, 0.9 mJ cm−2. The pulse length of the probe
and the pumps were 20 fs and 18 fs respectively, as measured by the auto-
correlator with a Gaussian fit. These values varied no more than 2 fs during
an overnight measurement. For each measurement with a set (F1, F2, ∆tpump)
(with ∆tpump) the pump-pump delay), several scans were taken and aver-
aged. This was down in order to avoid artifacts from drifts and to improve
the signal-to-noise ratio.

2.5.2 Results and discussion

Fig. 2.6 displays the demagnetization curves obtained by probing the Kerr
rotation during the probing pump at a transmission value T2 and after the
heating pump at transmission T1 has been absorbed. The pump-pump delay
times, hereafter ∆tpump, range from 0.5 ps to 10 ps, as shown in the common
legend. A delay time of −5.0 ps, represented by the black curve in fig. 2.6,
has also been chosen as an equivalent to ∆tpump → ∞ for reference purposes.
The solid lines with the same color as the experimental values are the result
of fitting the latter with the double exponential function from eq. 1.7. The
time coordinate has been shifted with the zero time t0 obtained from the
corresponding fit, which is located a bit later than the start of the demagne-
tization. Also the zero of the Kerr signal for each pulse, i. e. the Kerr signal
value before the probing pulse, has been pulled to the same value for better
comparison of the data.

The effect on the amplitudes

A first point can already be highlighted by observing the shapes of the
curves for each heating pulse fluence (i.e. each column in fig. 2.6). Clearly,
both the demagnetization amplitude and the characteristic time τ substan-
tially differ. For T1 = 20 (F1 = 0.66 mJ cm−2) the maximum demagnetization
is approximately (5± 3)%, as computed by eq. 2.1 at the time of the lowest
Kerr signal, and (20± 3)% for T1 = 60 (F1 = 2.54 mJ cm−2). These values
are in reasonable agreement with previous experiments [26, 42]. Note how-
ever that each of these larger sets was measured in a different run, between
which realignment of the pump-pump and pump-probe overlap was per-
formed. Note also that the fluences contemplated here are nominal and do
not represent the absorbed power. It is also evident that after the strongest
heating pump, the amplitude variations are higher and the demagnetization
occurs at a slower rate. This effect can be better appreciated in the upper part
of fig. 2.9, where a scatter plot of τ versus the demagnetization amplitude
is depicted for each curve of fig. 2.6.
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The most notable feature in fig. 2.6 is nonetheless the difference in the de-
magnetization amplitudes for different pump-pump delays. On one hand,
long delays show curves that virtually overlap with the reference (e.g. the
grey and yellow curves at ∆tpump = 10 ps and ∆tpump = 2 ps). On the other,
shorter pump-pump delays show smaller demagnetization amplitudes. This
difference in amplitudes becomes more pronounced for higher fluences of
the probing pump F2. Fig. 2.11 further reveals the change of the amplitudes
with the pump-pump delay. The values have been normalized to their re-
spective references for comparison. In a roughly exponential manner, the
amplitudes stabilize after the 2 ps timescale. This is a surprising behavior,
since one would expect shorter delays to result in larger amplitudes if the
magnetic response was linear with the deposited energy. This could indi-
cate that the state of the non-equilibrium system has a strong influence in
the magnetization dynamics, since the introduction of a second excitation
would not lead to a linear response of the system at short timescales.

The effect on the decay times

The first plot in fig. 2.10 also reports the characteristic demagnetization
times as a function of the pump-pump delay ∆tpump for each set of fluences.
While the fluence of the heating pump produces more than a twofold in-
crease of the demagnetization time (from around 30 fs–40 fs to 70 fs–90 fs),
the effect of the probing pump fluence is smaller, with a difference of nearly
10 fs and 20 fs in each case. Also, shorter time delays see a slight decrease in
τ of a maximum of 10 fs for the highest probing fluences. Since deviations
in the fitting procedure are on the order of ±5 fs, the dependence of τ on
∆tpump is thus not unambiguously observable at these fluences.

The slowing down of the angular momentum quenching with increasing
fluence is a well documented effect in ferromagnets like Ni, Fe and Co
[9, 30, 42, 52, 149, 223]. The magnetization recovery time, herein charac-
terized by ρ in eq. 1.7, is known to follow a similar trend [9, 68]. The rea-
son for this behavior lies in the core of the interaction between the electron,
the spin and the lattice system in the first few hundreds of femtoseconds.
Some experiments [30, 42] have found a delay between the ultrafast decay
of the reflectivity, which measures the electronic response, and that of the
Kerr rotation (or ellipticity), which tracks the magnetization, originating two
thermalization times, τe for the faster electron system and τs for the slower
spin system. Bigot et. al. showed that at lower fluences τe and τs are similar
but diverge at higher fluences, where τs becomes greater [30]. Koopmans
[149] extended this concept to rare-earth ferromagnets that exhibit magneti-
zation decays on the order of several picoseconds such as gadolinium, and
predicted that nickel could undergo a phase transition in this way at temper-
atures close to TC. Support for the last claim has been brought by Roth and
co-workers in his studies of Ni films at temperatures up to 480 K [223]. The
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2. Magneto-optical Kerr effect
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2.5. The effect of heat in the demagnetization process

Figure 2.9: Scatter plot of the demagnetization characteristic times τ ob-
tained from the fits in eq. 1.7 versus the amplitudes of the Kerr signal.
The upper figure with circles refers to experimental data from fig. 2.6
and the lower one, with triangles, to the corrected, baseline-subtracted ver-
sion from fig. 2.7. Blue marks correspond to the heating pump fluence
F1 = 2.15 mJ cm−2 while yellow marks denote F1 = 0.66 mJ cm−2. Error bars
in the vertical axis correspond to the errors obtained from the fitting process.

effect can also be observed straightforwardly in fig. 2.6 for the heating pump
with the highest fluence. The reference curve (∆tpump = −0.5 ps) presents
a faster remagnetization than the preheated curves. This trend difference
is still small due to the generally low fluences used in the experiment, and
after a few picoseconds all curves follow the same recovery8; but it quali-
tatively proves the influence of the heating pump in the demagnetization
undertaken by the probing pump.

Analysis of the linearity

In order to properly analyze the linearity of the system it is important to
recall that the curves in fig. 2.6 differ from static high temperature measure-
ments in that the demagnetization process does not start from a thermal
equilibrium. Hence, to isolate the effect of the probing pump, the dynamic
effect of the heating pump first needs to be subtracted. Conceptually, the

8This is not shown in 2.9, but has been properly addressed in sec. 2.4
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2. Magneto-optical Kerr effect

Figure 2.10: Demagnetization characteristic times τ obtained from the fits
in eq. 1.7 versus the pump-pump delay, for each fluence set (T1, T2), as
indicated in the legends. The upper figure with circles refers to experimental
data from fig. 2.6 and the lower one to the corrected, baseline-subtracted
version from fig. 2.7. The joining lines are meant as a guide for the eye.

linearity of the system to the excitation responses can be addressed as fol-
lows. Let p1(t) and p2(t) be two different excitation sources. If the system
behaves linearly at all times, then

M{(p1 + p2)(t)} = M{p1(t)}+ M{p2(t)} (2.4)

where M{pi(t)} is the magnetic response to the corresponding excitation
source. Therefore, in order to obtain a measure of the (non)linearity of the
system the quantity

∆Mnonlin = M{(p1 + p2)(t)} −M{p1(t)} −M{p2(t)} (2.5)

shall be calculated. The values of M{(p1 + p2)(t)} are obviously the ones
shown in fig. 2.6, and M{p2(t)} corresponds to the reference curves at
∆tpump = −5 ps. M{p1(t)}, the effect of the heating pulse, has been re-
trieved by fitting the reference curve whose fluence is closest to that of the
heating pulse and then extrapolating the values at the appropriate pump-
pump delays. The first subtraction in eq. 2.4, i.e. M{(p1 + p2)(t)} −
M{p1(t)}, which detaches the effect of the heating pump, can be observed
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2.5. The effect of heat in the demagnetization process

Figure 2.11: Demagnetization amplitudes obtained from the fits in eq 1.7
versus the pump-pump delay, for each fluence set (T1, T2), as indicated in
the legend. The amplitudes have been normalized to their respective refer-
ences. The main figure refers to experimental data from fig. 2.6 and the
inset displays the corrected, baseline-subtracted version from fig. 2.7. The
lines are meant as a guide for the eye.

in fig. 2.7. The results for ∆Mnonlin are depicted in fig. 2.8. If all stages of the
demagnetization process were linear, then one should expect ∆Mnonlin = 0
for all curves or, equivalently, the curves for each probing pump fluence in
fig. 2.6 to scale down to their respecting references. Notwithstanding, the
results presented in fig. 2.7 reveal a distinct comportment. The amplitude
differences have diminished to a greater extent, as can be also appreciated in
the inset of fig. 2.11, but inhibition of the demagnetization for short delays
is still visible at higher fluences. In addition, the slopes of the remagnetiza-
tion tails have considerably decreased, exposing an apparent enhancement
of the aforementioned temperature effect. This enhancement is highest at
the lower heating fluence and for the lowest probing fluence, which seems
counter-intuitive.

Consider now the behavior of the curves for different pump delays. In one
end, we have the curves at ∆tpump = 10 ps. Clearly, at this timescales both
the electron and the phonon systems have reached a common temperature
[270] and are cooling down together, as section 2.4 has demonstrated. The
probing pump pulse is thus acting on a system in equilibrium at a tempera-
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2. Magneto-optical Kerr effect

ture T(10 ps) > Troom. Let us estimate this temperature from the data. After
10 ps the magnetization of the reference curves is9 a maximum of 1/4, for
the highest fluence, and a minimum of 1/5, for the lowest, of the maximum
demagnetization ∆Mmax/M0. This means that, at the most, there is still a
5 % demagnetization from the room temperature value. From data of the
classical M(T/TC) figure for nickel [232], and taking Troom = 295 K and
TC = 627 K, an equilibrium temperature T(10 ps) = 374 K is obtained in
the worst case scenario. This value is definitely far from the Curie tempera-
ture, which explains why the curve at 10 ps only differs from the reference
in a slightly slower recovery at the highest fluences. It should be pointed
out that recent temperature-resolved studies from Roth et.al. [223] indeed
report an increase in the demagnetization amplitude at higher temperatures.
However, the fluences used in this experiments were more than three times
larger than the highest fluence set used here10. In the present case, the tran-
sition between Type I and Type II demagnetization behavior described by
Koopmans [149] should occur at temperatures closer to TC (cf. [223, fig. 4]).
Hence, it seems reasonable to expect ∆tpump = 10 ps demagnetization curves
with the same amplitudes as their respective references.

On the other hand, this behavior breaks as ∆tpump becomes smaller and
the amplitudes unexpectedly decrease. At the shortest delay of 0.5 ps, for
instance, the electron bath has thermalized through electron-electron inter-
actions into a definite temperature, but the system is not yet in equilib-
rium with the lattice. The previous arguments involving the equilibrium
M(T/TC) figure are thus not valid anymore and the interaction with the
second excitation proceeds in a nonlinear manner.

With such results in hand, let us now examine the same aspects discussed
here with the predictions of the M3TM.

2.5.3 Comparison with the M3TM model

A simulation based on the modified version of the 3TM model (M3TM)
introduced by Koopmans [147, 149] has been performed to represent the
double pulse experiment using the same sets of fluences and the same pump-
pump delays.

9Not shown in the figures. Cf. section 2.4.
10The highest fluence for the probing pump, F2 = 2.15 mJ cm−2, reduces to nearly

1 mJ cm−2 when the absorption factor for Ni of ∼ 50 % is taken into account.
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2.5. The effect of heat in the demagnetization process

Ce [J kg−1 K−1] 445∗
Cp [106 J kg−1 K−1] 2.33∗
κ [J s−1 m−1 K−1] 90.7∗
gep [1018 J s−1 m−3 K−1] 4.05∗
τp [ps] 0.02
d [nm] 20
δNi [nm] 14.58†
rNi 0.589†
tNi 0.025†
TC [K] 627∗
R [ps−1] 17.2∗

Table 2.1: Parameters for the simulation. ∗ values taken from [149] to main-
tain coherence with the original calculations from Koopmans11. † values
taken from [204] with data by Rakic, 1998. τp is taken from the auto-
correlation trace.

Definition and parameters

The differential equations to be solved [149] are reproduced here for conve-
nience:

Ce(Te)
dTe

dt
= ∇z(κ∇zTe)− gep(Te − Tp) + p(t) (2.6)

Cp
dTp

dt
= gep(Te − Tp) (2.7)

dm
dt

= Rm
Tp

TC

(
1−m coth

(
mTC

Te

))
(2.8)

Here Te and Tp denote the electron and the phonon temperatures. Ce and
Cp stand for the respective heat capacities, κ is the thermal conductivity
of nickel and gep the electron-phonon coupling constant. Additionally, p(t)
represents the energy source, which in this case is represented by the sum of
the heating and the probing pump pulses, i.e. p(t) = p1(t + ∆tpump) + p2(t).
Both pulses are in fact identical, gaussian-shaped excitations of the form

pi(t) = p0e−4 ln 2
(

t
τp

)2

(2.9)

where τp is the FWHM length of the pulse and p0 is the peak power density,
which can be written as

p0 =
2
√

ln 2√
πτpδNi(1− e−d/δNi)

aNiF (2.10)
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2. Magneto-optical Kerr effect

with d the film thickness and δNi the optical absorption length of nickel.
F is the incident laser fluence and the absorption coefficient is given by
aNi = 1− rNi − tNi, with rNi and tNi the reflectance and transmittance of Ni,
respectively12.

It has to be emphasized that the original treatment by Koopmans makes use
of both the instantaneous thermalization and the delta-pulse assumptions
elaborated on in sec. 2.2. The former is implicit in the M3TM, whereas the
latter has a minor influence for pulses much shorter than the thermalization
time. For a double pulse experiment though, the finite length of the probing
pump has been taken into consideration. Eq. 2.8 states the rate of change
with time of the magnetization m, which depends on the sub-system temper-
atures, the Curie temperature TC and a constant R. The latter depends at the
same time on microscopic parameters, among which the spin-flip scattering
probability asf from the Elliot-Yafet theory is to be highlighted13.

Table 2.1 summarizes the parameter values used for the simulation. For the
most part, the original values employed by Koopmans have been preserved.

The effect on the amplitudes

The results are depicted in fig. 2.12. Noteworthy, the quenching ampli-
tudes resulting from the simulation are in qualitative agreement with the
experimental values (≈ 2 %− 6 % and ≈ 8 %− 22 %). However, several dif-
ferences can be also immediately found. The amplitudes for curves with
∆tpump > 0.5 ps are visibly larger than the reference for every set of fluences,
that is, there is an enhancement of the demagnetization. The exception is
for ∆tpump = 0.5 ps at the lowest fluence set, where the amplitude is substan-
tially smaller. The remagnetization occurs particularly faster for this delay as
well. Also notice that the amplitude of the curves at ∆tpump = 10 ps lies be-
tween that of ∆tpump = 0.5 ps and the rest. This effect can be better observed
in the upper plot of fig. 2.16 that depicts the amplitudes against ∆tpump. A
maximum around ∆tpump = 2 ps is observed, which suggests nonlinearities.
In this figure, the higher demagnetization enhancement at higher fluences
is clearly exposed too. While a similar change at short delays can be seen
with the experimental data from fig. 2.11, in that case the amplitudes remain
lower than the reference, never reaching a maximum, and higher fluences
actually show a reduction of their amplitudes.

12Although the sample is capped by a 3 nm titanium layer we approximate rNi ≈ rTi.
13Refer to [59, p. 63] for further details on the derivation of asf and the R parameter.
13Note, however, that some values such as gep have been refined [23]. Ce has been left as

a constant too, which is a good approximation in the low fluence regime.
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2. Magneto-optical Kerr effect

Figure
2.13:
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2. Magneto-optical Kerr effect

The effect on the decay times

The decay times, herein calculated as the time of maximum demagnetization
t(∆Mmax), are related to the quenching amplitudes as fig. 2.15 exhibits, that
is, larger amplitudes correspond to slower demagnetization curves. This is
in line with the measurements (fig. 2.10). However, in the simulation the
transition from the lower to the higher heating pump fluences is smoother,
whereas in the experiments mainly two regimes are present, one for each
heating pump fluence. Further information can be appreciated in the upper
plot of fig. 2.16, which presents the changes in t(∆Mmax) with the pump-
pump delay. The short and small decrease of the time occurring at low
pump delays is similarly reproduced in the experiments (fig. 2.10), although,
again, the increase in time for higher fluences is less pronounced.

Analysis of the linearity

The same subtraction of the heating pump effect (eq. 2.4) can be applied
to the simulation curves, which results in the plots in fig. 2.13. The curves
appear now rescaled, with larger amplitudes at shorter pump delays in ev-
ery case, thereby implying an inherent demagnetization enhancement not
observable in the experimental data. The lower plot in fig. 2.16 depicts the
amplitudes against the pump delay, in the same fashion as the inset of fig.
2.11. It reveals an almost linear variation of this enhancement (except for the
shortest delays), but in this case all amplitudes are indeed larger than that
of reference.

As for the decay times, fig. 2.10 clearly shows that the corrected curves
have a slow variation across the delay range, except for the shortest times
and the highest fluences, which slow down the decay. This is also the case
for the data shown in the lower part of fig. 2.10. As discussed in the pre-
vious section, the increase of the demagnetization time with fluence is a
well-documented effect. In this case, a shorter pump-delay implies a hotter
electron gas prior to demagnetization, which is qualitatively equivalent to a
higher fluence. However, this effect is weak and only observable for large
fluence variations. Therefore, in order to see stronger variations in the decay
time, it would be necessary to use higher fluences.

Finally, fig. 2.14 computes eq. 2.4 to find the (non)linearity of the system.
It is remarkable that the values of ∆Mnonlin are roughly a 10 %-20 % of the
maximum demagnetization for each fluence set and remain non-zero even
after a few ps. This indicates that a linear response of the system is not to
be expected during the first picoseconds after the second excitation. While
the experiments also favor this hypotheses, the exposed behavior is opposed
with respect to the demagnetization amplitudes. The M3TM model predicts
an enhancement of the demagnetization mainly due to the effect of the heat-
ing pump, with the probing pump having a smaller influence. In the ex-
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2.5. The effect of heat in the demagnetization process

Figure 2.15: Scatter plot of the times at maximum demagnetization obtained
from the simulation (eq. 2.6 versus the demagnetization amplitudes. The up-
per figure with circles refers to simulation data from fig. 2.12 and the lower
one, with triangles, to the corrected, baseline-subtracted version from fig.
2.13. Blue marks correspond to the heating pump fluence F1 = 2.15 mJ cm−2

while yellow marks denote F1 = 0.66 mJ cm−2

periments this enhancement is not observable, but rather a slight inhibition
of the demagnetization for higher fluences is measured, accompanied by an
increase in the recovery time. Since the lattice and the electron sub-systems
are not in thermal equilibrium at the short delays examined here, a nonlin-
ear response of the system to the second excitation could be the cause of
such discrepancies.

2.5.4 Conclusions

In this study a double pulse Kerr experiment has been performed, wherein
a heating pump pre-heats a nickel thin film followed by a second excitation
from a standard pump-probe experiment. Measurements have been taken
for different excitation fluences, as well as for different pump-pump delays.
The linearity of the system response has been computed by subtracting the
dynamic baseline extrapolated from the heating excitation. For long delays
and for low fluences, the results show a linear response during the demagne-
tization but an increase in the recovery time. For short delays and for high
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2. Magneto-optical Kerr effect

Figure 2.16: Demagnetization amplitudes obtained from the simulation (eq.
2.6) versus pump-pump delay. Each fluence set (F1, F2) indicated in the leg-
end denotes the fluence in J m−2. The amplitudes have been normalized to
their respective references. The upper figure with circles refers to simulation
data from fig. 2.12 and the lower displays the corrected, baseline-subtracted
version from fig. 2.13. The lines are meant as a guide for the eye.

fluences, a relative decrease in the demagnetization amplitude, and there-
fore a nonlinear response, is observed. Simulations for the M3TM based
on Elliot-Yafet spin-flip scattering predict instead an enhancement of the de-
magnetization, emphasized at shorter pump delays and higher fluences. In
both cases an increase in the demagnetization time is observed at shorter
delays and higher fluences as reported in other studies. The cause of the
former discrepancy remains unclear and requires further studies on the non-
linear response of this system when the lattice and the electron sea are still
in a non-equilibrium state with each other.

2.6 The effect of transport in the demagnetization
process

The previous study has addressed the effect that a heating excitation pro-
duces in the magnetic response of a demagnetization process, specially at
timescales shorter than the electron-phonon equilibration time of a few pi-
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2.6. The effect of transport in the demagnetization process

Figure 2.17: Demagnetization characteristic times τ obtained from the sim-
ulation (eq. 2.6) versus the pump-pump delay. Each fluence set (F1, F2)
indicated in the legend denotes the fluence in J m−2. The upper figure with
circles refers to simulation data from fig. 2.12 and the lower one to the
corrected, baseline-subtracted version from fig. 2.13. The joining lines are
meant as a guide for the eye.

coseconds. In order to minimize diffusion, the sample thickness was main-
tained to a value close to the optical absorption length. In this section14

attention is turned to the diffusive process that is present in less constrained
systems. The observation of diffusive mechanisms in ultrafast magnetization
dynamics has already been elaborated on in section 2.2. While the evidence
for spin diffusion has been repeatedly proven in many systems, it remains
controversial its influence in the demagnetization of single-layer ferromag-
nets [229]. In addition, there has been a debate around the contribution
of hot electron versus direct excitation of light transmitted through the ab-
sorbent layer in transport experiments [73, 136, 265]. Finally, it is not clear
whether the electrons involved in the transport phenomena show diffusive
or super-diffusive/ballistic properties [19, 20, 70, 72, 178]. In the following
investigation, demagnetization induced by hot electron transport is carried
out by measuring the magnetic as well as the non-magnetic contrast of a
nickel sample as a function of its thickness, in order to isolate the effect

14Part of this section has been published in [227].
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of electron-mediated, lattice-mediated and optically induced heating on the
demagnetization.

2.6.1 The Al/Ni experiment

For the present experiment a 10 nm nickel film grown on top of an aluminum
layer of variable thickness dAl has been used as the sample to study the
effect of hot electron transport in the demagnetization process. Aluminum,
being a non-magnetic material with a high spin diffusion length [18], with
a similar refraction index to nickel and electrical characteristics of a good
Fermi liquid [23], was chosen as an adequate candidate for the purpose of
the study. The layer structure is formed by 3 nm Ti / 10 nm Ni / dAl nm
Al / 3 nm Ti, resembling the previous experiment. The aluminum layer
thickness has been varied between 0 nm and 60 nm. The pump-probe setup
employed has been already described in section 2.3. This time, only one of
the pump pulses is used, directed to the back surface of the sample, while
the 400 nm laser probe scans the front surface. Again, the angle of incidence
is 45◦ and the applied alternating magnetic field 100 Oe, sufficient to saturate
the sample. The balanced photodiodes measure the change of polarization
rotation ∆θ↑,↓(t) and eq. 2.1 is used to retrieve the magnetization ∆M(t). In
addition, the non-magnetic contribution of the pump-induced polarization
rotation can be calculated as

∆N(t) =
∆θ↑(t) + ∆θ↓(t)

θ↑ + θ↓
(2.11)

This quantity is useful in that it describes the response of the whole electron
system to the polarized beam rather than the magnetic component.

2.6.2 Results and discussion

Fig. 2.18 depicts de relative demagnetization ∆M(t)/∆Mmax as well as the
relative magnetic polarization change ∆N(t)/∆Nmax within the first 1.5 ps
for the different aluminum thicknesses considered. In order to conveniently
compare the magnetic and non-magnetic responses, the back pump fluence
was adjusted so as to produce a maximum demagnetization of at least 4 %
but no more than 10 %. This range belongs to a linear regime [83], which
has been verified in situ for the used samples. Table 2.2 lists the values of
the back pump fluence Fpump and the resulting demagnetization ∆M/Ms
reached for every sample. The figure reveals that the non-magnetic part of
the signal ∆N(t)/∆Nmax doesn’t see its shape modified by dAl before the
first 200 fs, whereas the magnetic part ∆M(t)/∆Mmax has a faster decay rate
for thinner Al layers. In order to determine a characteristic time of the de-
magnetization, td, a fit with eq. 1.7 was performed. Then, the time lapse
from a 10 % to a 90 % of the maximum amplitude, ∆Mmax, has been obtained
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2.6. The effect of transport in the demagnetization process

Figure 2.18: Non-magnetic (up) and magnetic (down) Kerr signal during the
demagnetization of samples with different Al layer thicknesses, as stated in
the legend. The values have been normalized with respect to the amplitude
maximum. Reprinted from [227].

from the fit. While the τ parameter from eq. 1.7 is usually a good candidate
to represent the decay time, it is not the best choice when a precise measure
of the demagnetization time is required, since its value also depends on the
recovery parameter ρ. A substantial increase in td for thicker Al films can be
observed both in fig. 2.18 and in the inset of fig. 2.20. Since the experiment
was performed in individual samples, it is necessary to determine the tem-
poral overlap between the pump and the probe for each measurement series.
The zero time has been taken from the non-magnetic curves, since their ris-
ing edges do not depend on dAl. In particular, t0 has been chosen such that
∆N(t0)/∆Nmax = 0.5. Remarkably, the delays reported by Vodungbo et. al.
[265] are not observed in the present experiment. The magnetic signal at
longer times, up to 80 ps, is shown in fig. 2.19. In this figure, the transmis-
sion of heat by phonons throughout the absorber layer is clearly visible at
thicker layers, which have been excited by a more intense pump.

To further investigate the causes of ∆M(t) and ∆N(t), the demagnetization
amplitudes of both signals are first scaled with the corresponding pump
fluence and then compared for each thickness. Fig. 2.20 therefore plots
∆Mmax/Fpump (red circles) and ∆Nmax/Fpump (blue triangles) as a function
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dAl (nm) Fpump (mJ cm−2) ∆M/Ms (%)

0 0.21 8.8
10 0.35 5.5
20 1.55 5.2
30 2.97 5.5
40 6.43 5.3
50 8.59 4.9
60 10.77 4.1

Table 2.2: Values of the back pump fluence Fpump and the resulting demag-
netization ∆M/Ms for each layer thickness.

Figure 2.19: Magnetization signal at longer timescales showing the effect of
heat from the back pump through the sample. The legend states the Al layer
thicknesses. The values have been normalized with respect to the maximum
of the initial demagnetization.
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2.6. The effect of transport in the demagnetization process

of dAl. Note that the vertical axis is in a logarithmic scale, and that all curves
have been scaled together for comparison. Noticeably, the curve ∆Nmax(dAl),
with a decay length of 10.5 nm, matches the optical transmission curve Topt
(green stars) that was measured independently for each sample. This indi-
cates that the non-magnetic signal follows the electronic excitation under-
taken by direct interaction with the laser light transmitted through the sam-
ple. Indeed, linearly polarized light can temporarily cause birefringence in
metals, inducing an all-optical change in the rotation of the polarization in
a reflected probe beam. This type of Kerr effect in a reflection geometry
is commonly known as the specular optical Kerr effect (SOKE). It was first
demonstrated by Saiki and coworkers [226] in 1992 and later studied by
other authors [154, 205]. SOKE is known to be caused by non-equilibrium
hot electrons. Since these have short lifetimes as detailed in 2.2, the result-
ing signal changes occur on the 100 fs timescale. The curves in fig. 2.18 are
in agreement with studies by Krugylak [154] for nickel and other metals.
From the match of ∆Nmax(dAl) with Topt it must be concluded that ∆N(t) is
caused by electrons excited directly by the laser pump fraction transmitted
through the sample. This also makes the SOKE signal a good reference to
find the temporal overlap t0 between the probe and the pump.

In contrast, the magnetic signal follows the trend of the SOKE signal only for
the samples with dAl < 30 nm, but visibly slows down at larger thicknesses,
thereafter reaching a decay length of 23.5 nm. This behavior is attributed to
the diffusion of hot electrons from the backside of the sample, which further
demagnetizes the nickel layer. In order to test this assumption, a simulation
using the 2TM has been performed.

2.6.3 Simulations for transport. Is superdiffusion necessary?

It has been shown that in the low fluence regime the demagnetization am-
plitudes scales linearly with the fluence both experimentally [9, 42, 83] and
theoretically [149]. In 3d ferromagnets, the demagnetization initially fol-
lows the heat absorbed by the electron gas as the electron-spin coupling is
stronger than in other metals [149]. Since the heat per unit volume stored
in an electron gas is q = Ce(Te)Te = γT2

e , where γ is the electron heat ca-
pacity coefficient, the exchange of heat within the electron gas caused by a
temperature rise from T0 to Te is ∆q = γ(T2

e − T2
0 ). That is to say, for small

amplitudes, the demagnetization is proportional to the deposited heat in the
sample:

∆M ∝ (T2
e − T2

0 ) (2.12)
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Figure 2.20: Maximum amplitudes of the magnetic (red circles) and non-
magnetic (blue triangles) Kerr signals versus dAl, rescaled with the corre-
sponding laser fluence. The non-magnetic curve follows the same trend as
the optical transmission (green stars), whereas the magnetic one is closer
to the calculated values from simplified transport considerations. The inset
shows the 10 % to 90 % decay time from both the measured data and the
simulations detailed in the text. Reprinted from [227].

Due to this relation of the demagnetization with the exchanged heat, the
dynamics of ∆M can be found by solving the heat diffusion equation as

d
dt
(γ(x)T2

e ) = ∇x(κ(x)∇xTe)− G(x)(Te − Tl) + p(x, t) (2.13)

Cl
dTl

dt
= G(x, Te)(Te − Tl) (2.14)

(2.15)

where Te and Tl are the temperatures of the electron and the lattice sub-
systems, Ce(Te) = γ(x)Te and Cl the corresponding heat capacities, kappa(x)
is the spatial-dependent thermal conductivity, G(x, Te) = η(x)Te +G(x, Troom)
the temperature-dependent electon-lattice coupling constant and p(x, t) the
absorbed laser power density, modeled as

p(x, t) = p0e−4 ln 2
(

t
τp

)2

e
−x

δ(x) cos(α) (2.16)
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γAl [J nm−3 K−2] 91.2× 10−27

γNi [J nm−3 K−2] 1077.4× 10−27

Cl(Al) [J nm−3 K−1] 2.46× 10−21

Cl(Ni) [J nm−3 K−1] 33.78× 10−21

κAl [J ps−1 nm−1 K−1] 2.3× 10−19

κNi [J ps−1 nm−1 K−1] 0.8× 10−19

ηAl [J ps−1 nm−3 K−2] 2.4× 10−26

ηNi [J ps−1 nm−3 K−2] −33× 10−26

GAl(Troom)∗ [J ps−1 nm−3 K−1] 2.4× 10−22

GNi(Troom)∗ [J ps−1 nm−3 K−1] 1.0× 10−22

Table 2.3: Parameter values for the simulation from eq. 2.13.∗ Troom has been
taken as 300 K.

Here τp is the FWHM of the excitation, δ(x) the optical penetration depth of
the material and cos α accounts for the angle of incidence (in this case 45◦).
The peak power density p0 is given by

p0 =
2
√

ln 2√
πτpδ(x)(1− e−d/δ(x))

a(d)F (2.17)

which is similar to eq.2.10 but this time the absorbance a has to be calculated
for each sample thickness. Table 2.3 lists the parameters used. Since only the
initial temperature rise is to be considered, cooling of the lattice and lateral
diffusion effects have been glaringly neglected. Note also that eq. 2.13 is
very close to the M3TM described in eq. 2.6. However, the thickness of the
sample affects the simulation in several ways. For instance, P(x, t) explicitly
appears in it, and the spatial dependence of κ,G and Cl implicitly involve it.
The absorption of P(x, t) by the electron system is assumed to be instanta-
neous, since electron-hole pair creation occurs in a sub-10 fs timescale. As
dAl increases, the contribution of direct light absorbed by the nickel layer is
reduced by the absorption in the aluminum layer. Nevertheless, also more
heat is generated in that layer, which eventually diffuses into the ferromag-
net. This process is slower the thicker the aluminum layer is. To retrieve the
demagnetization time, eq. 2.12 has been computed from the resulting tem-
perature evolution evaluated at 5 nm below the front surface of the nickel
layer15. Then, from the rising edge of ∆M, td is determined as the 10 %–90 %
rise time. The results can be visualized in the inset of fig. 2.20. They are in
good agreement with the experimental values, except at larger thicknesses,

15Since the light at 400 nm has an optical penetration of ≈ 10 nm in Ni, the Kerr signal is
probing deeper than the front surface. Values at the middle point of the Ni layer are, to a
first approximation, an average value of the whole layer.
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where defects in the Al absorber may be giving the laser a direct pathway to
the Ni layer.

In addition to the simulation for diffusion, the dependence of the demagne-
tization on the thickness of the absorber layer can be inferred from a simple
analytical model. In this model, the electron gas temperature is estimated
at a time immediately after the experimentally determined demagnetization
time td. In this way it will be demonstrated that laser light absorption, tem-
perature equilibration within the electron gas and heat conduction from the
electron gas to the lattice can account for the that dependence. Let us start
with the heat per unit area deposited by the laser pulse:

qdep,A = Fpumpa (2.18)

where Fpump is the pump fluence and a(dAl) the absorbance of the film,
which has been computed from [158] by considering multiple reflections
between the film surfaces, using the refractive indexes for bulk Al and Ni
from [204] and an angle of incidence of 45◦. Immediately after the pulse has
been absorbed the heat deposited in the electron gas is

qdep =
∫ d

0
γ(x)(T2

e (x, t = 0)− T2
0 )dx (2.19)

with d = dAl + dNi and T0 = 300 K the room temperature. Let us now as-
sume that heat diffusion thermalizes the electron gas within the observed
demagnetization time td. During this process the coupling between the elec-
tron and the lattice systems acts as a dissipation mechanism, that is, the rate
at which the electronic heat is drained out of the system is

∂qel

∂t
= −

∫ d

0
G(x)(Te(x, t)− T0)dx (2.20)

with G(x) the coupling constant, whose x dependence actually denotes its
material dependence. Since the lattice heat capacity is much larger than
the electron heat capacity, it is assumed in the last equation that the lattice
temperature does not change during the demagnetization time, which is a
reasonable approximation [149]. The integral can be also approximated by
an average temperature T̄e(t) if we assume instantaneous thermalization:

∂qel

∂t
≈ −Ḡd(T̄e(x, t)− T0)dx (2.21)

with Ḡ = (GAldAl + GNidNi)/d. With a similar argument, it can be assumed
that the rate at which heat is dissipated from the system is such that the
temperature difference follows an exponential decay due to electron-phonon
scattering, i.e., Te − T0 = (T(0) − T0)e−t/τ, with τ being the characteristic
time of that decay. Then from eq. 2.19 it follows that

∂qel

∂t
≈ −T0

τ
γ̄d(T̄e(t)− T0) (2.22)
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where γ̄ = (γAldAl +γNidNi)/d and the approximation T2
e (t)−T2

0 ≈ 2T0(T(0)−
T0)e−t/τ to first order in the exponential decay has been utilized. Note that
this is only valid for small differences T̄e(t)− T0. Combining eqs. 2.21 and
2.22 yields

τ = T0
γAldAl + γNidNi

GAldAl + GNidNi
(2.23)

Using τ, the experimental demagnetization times td from the inset of fig.
2.20 and eq. 2.19 the electron temperature right after the demagnetization,
and the demagnetization amplitude, can be estimated as

Te ≈
(√

2qdep

γ̄d
+ T2

0 − T0

)
e−td/τ + T0 (2.24)

∆M ∝ (T2
e − T2

0 ) (2.25)

The results can be seen in fig. 2.20. The demagnetization amplitude is
qualitatively reproduced by the previous model, which incorporated total
thermalization and heat transport to the lattice as an infinite reservoir. The
discrepancies, specially for dAl > 40 nm, are likely caused by the approxima-
tions. For instance, for short td one has to consider the exact shape of the
temperature distribution in eq. 2.21. Also the approximation to first order
in eq. 2.22 does not hold for short times or higher temperature differences.

2.6.4 Conclusions

In this experiment indirect demagnetization of a ferromagnet by optical
pumping through a non-magnetic metal of varying thickness has been demon-
strated. The observed behavior shows two regimes. For aluminum absorber
thicknesses dAl ≤ 30 nm optical transmission through the Al film directly
excites the ferromagnet and dominates over the heat transport of the elec-
tron gas. This is indicated by the match of the decay length that both the
non-magnetic specular optical Kerr effect (SOKE) and the optical absorp-
tion exhibit. Thicknesses dAl ≥ 30 nm, in contrast, show that the Ni film
is demagnetized by the transport of hot electrons from the absorber layer.
The diffusion of these electrons causes a longer demagnetization time td
for thicker absorber layers. The dependence of td with the layer thickness
can be reproduced by solving the diffusion equation for the electron system
coupled with the lattice reservoir. The demagnetization amplitudes can be
estimated by a simplified analytical model that assumes rapid thermaliza-
tion within the electron gas as well as heat dissipation to the lattice. It is
concluded that transport of heat by diffusion is a good approximation to
describe indirect demagnetization through a non-magnetic absorber layer at
the thickness ranges investigated in this experiment.
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2.7 Summary and conclusions

In this chapter experiments based on the magneto-optical Kerr effect have
been carried out to add evidence on the ultrafast demagnetization dynamics
of single-domain ferromagnetic thin films, with emphasis in nickel. First, a
brief summary of the different approaches for the demagnetization mech-
anisms, both theoretical and experimental, has been laid out. The central
framework whence the most recent developments depart is the three tem-
perature model, which describes the evolution of the system in terms of the
interaction between three coupled sub-systems, the electrons, the spins and
the lattice, for which an individual dynamical temperature is assigned. The
advantages and the disadvantages of this model have been elaborated on,
and the validity of its assumptions challenged by the latest research. It has
been shown that the underlying mechanisms of angular momentum trans-
fer are still under strong debate, and it has been pointed out that elements
such as the sample geometry and material, the excitation characteristics and
external variables like temperature, can greatly influence the outcome of the
experiments, making the elaboration of a unified theory even more challeng-
ing.

In the first experiment, the demagnetization process has been studied after
varying the pump excitation length. It has been concluded that dynamics
at the picosecond timescale can be derived from dynamics at the femtosec-
ond timescale, while the thermalization time of the electrons to the lattice
separates these two regimes. It has also been highlighted that the the laser
pulse represents the limiting factor for pulse lengths on the order of the
thermalization time. In the second experiment, the dynamical effect of pre-
heating the sample at different time delays has been investigated through a
double pump pulse setup. It has been confirmed that the demagnetization
slows down due to the addition of energy from the heating excitation. The
linearity of the system response to the double pulse has been analyzed and
compared with a conspicuous modified version of the 3TM. While both the
model and the experiment predict a nonlinearity in the first few picosec-
onds, several discrepancies between the two have been found. The strongest
nonlinearities have been found at pump delays shorter than the thermaliza-
tion time of the electrons with the lattice, i.e. when the system is still in
a state of non-equilibrium. In order to take sensible conclusions further re-
search needs to be performed in this line. Finally, a third experiment has
examined the effect of transport in the demagnetization process by using an
absorber layer from which hot electrons could be generated and driven to
the ferromagnet. It has been observed that for small absorber thicknesses,
direct excitation of the ferromagnet by the transmitted optical pump domi-
nates over heat transport, whereas the latter plays a stronger role for thicker
layers. A simplified analytical model based on a rapid thermalization as-
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sumption, as well as heat dissipation to an infinite lattice reservoir supports
this explanation. Numerically solving the heat diffusion equation predicts
the observed increase in the demagnetization times with absorber thickness,
with the gratest discrepancies in the thickest films.

Although it can be stated that the magnetization dynamics at timescales on
the order of or larger than the thermalization time of all sub-systems is fairly
well understood and reproduced by the research so far, the interaction of this
sub-systems, and particularly the exact mechanism underlying the transfer
of angular momentum during the first few hundred femtoseconds, is still an
open debate. Besides the on site pathways for transfer of angular momentum
(spin-flip scattering, electron-magnon, photon induced, etc.) varied types of
ballistic, ballistic-diffusive and diffusive processes have been contemplated
in the literature. Further studies shall be directed toward testing the in-
fluence of each regime in all possible materials and geometries. Since the
different proposed mechanism seem to describe the experiments with differ-
ent degrees of accuracy, it is most likely that a combination thereof needs
to be taken into account and conveniently accommodated to each particular
sample and experimental environment.
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