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You see, wire telegraph is a kind of a very, very long cat. You pull his tail
in New York and his head is meowing in Los Angeles. Do you understand

this? And radio operates exactly the same way: you send signals here,
they receive them there. The only difference is that there is no cat.

- Attributed to Albert Einstein when asked to describe radio.





Abstract

The increasing demand for ubiquitous data service sets high expectations on future
cellular networks. They should not only provide data rates that are higher by orders of
magnitude than today’s systems, but also have to guarantee high coverage and relia-
bility. Thereby, sophisticated interference management is inevitable. The focus of this
work is to develop cooperative transmission schemes that can be applied to cellular
networks of the next generation and beyond. For this, conventional network architec-
tures and communication protocols have to be challenged and new concepts need to
be developed. Starting from cellular networks with base station (BS) cooperation, this
thesis investigates how classical network architectures can evolve to future networks in
which the mobile stations (MSs) are no longer served by BSs in their close vicinity, but
by a dynamic and flexible heterogeneity of different nodes.

Based on recent information theoretic results, we develop a practical and robust
linear BS cooperation scheme based on block zero-forcing in a limited area (BS cluster)
and an approximation of the residual interference with which a convex optimization
problem can be formulated and efficiently be solved. The transmission scheme is then
extended to heterogeneous networks that can also include remote radio heads and/or
decode-and-forward (DF) relays. While such relays can improve coverage range as
well as the data rates in interference limited areas, they need to be involved in the
cooperation process and have to exchange signals with their cooperation partners (e.g.
BSs), what makes the relays rather complex.

Amplify-and-forward (AF) relays of low complexity that cooperate in a distributed
fashion are therefore an attractive alternative. With properly selected amplification
gains, such AF relays can cancel interference and assist the communication between BSs
and MSs. In order to find appropriate amplification factors, we develop a distributed
gradient-based optimization algorithm that allows each node to calculate its factors
with local channel state information (CSI) only, even when applied to multi-hop setups.
We show that the overhead of the scheme does not scale with the number of involved
nodes and that it can be further improved by subcarrier cooperation, i.e. when signals
are combined over multiple subcarriers.

iii



Abstract

In order to increase the capacity of cellular systems by the required factors, we
combine large antenna arrays (massive MIMO) at few BS locations with massively
deployed small relay cells. In this “relay carpet” concept, we can benefit from the
advantages of both approaches and can simplify channel estimation at the BSs, which
would limit the performance gains in conventional networks. The relays, that are of
very low complexity and low cost, turn the network into a two-hop network where the
BSs as well as the MSs see the relays as the nodes they communicate with. This enables
sophisticated multi-user MIMO beamforming at the BSs and the performance of such
a network scales beneficially with the number of involved nodes. Especially very simple
AF relays without the requirement of any CSI can thus lead to large rates when the
network is dense. These relays are also beneficial for coverage and power savings.

In a further evolution, we abandon the cellular network layout completely and let
backhaul access points operate in places where they can most easily be installed. For
such a “post-cellular” network architecture, we apply dynamic cooperation clusters and
many distributed low-complexity relays. By optimizing the BS clusters as well as the
relay routing under practical conditions and power control, we show that coverage and
high performance can be achieved with aggressive spatial multiplexing and cooperative
leakage-based precoding.

With a transition from classical cell-based networks to relay enabled post-cellular
networks, we trade off node complexity with density. Aggressive spatial multiplexing
can thereby deliver high data rates to large areas in a very efficient way, even when the
backhaul capacity is limited or when in certain areas no backhaul access is available
at all. The beneficial performance scaling shows that such post-cellular networks can
offer a flexible and dynamic solution for mobile communication of future generations.
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Kurzfassung

Die immer grösser werdende Nachfrage an mobile Datendienste stellt hohe Anforderun-
gen an zukünftige Mobilfunknetze. Diese sollen nicht nur Datenraten liefern, die
um Grössenordnungen höher liegen als in gegenwärtigen Systemen, sondern auch
hohe Verfügbarkeit und Zuverlässigkeit garantieren. Dabei ist insbesondere ein ef-
fektiver Umgang mit Interferenz von hoher Bedeutung. In dieser Arbeit entwickeln wir
deshalb effiziente kooperative Übertragungstechniken, die im Mobilfunk der nächsten
Generation und darüber hinaus angewendet werden können. Dafür müssen konven-
tionelle Netzwerkarchitekturen und Kommunikationsprotokolle überdacht und neue
Konzepte erarbeitet werden. Ausgehend von Netzwerken mit kooperierenden Basis-
stationen untersucht diese Arbeit, wie klassische zelluläre Netzwerkarchitekturen zu
zukünftigen Netzwerken weiterentwickelt werden können, in denen die mobilen Nutzer
nicht mehr von nahe gelegenen Basisstationen bedient werden, sondern durch eine dy-
namische und flexible Vielzahl von verschiedenen Infrastrukturknoten.

Basierend auf aktuellen informationstheoretischen Forschungsresultaten entwickeln
wir praktische und robuste lineare Kooperationsverfahren. Dabei wird die Interferenz
in einem beschränkten Gebiet durch eine Gruppe von mehreren Basisstationen kom-
plett ausgelöscht. Durch eine Approximation der restlichen Interferenz von ausserhalb
des Kooperationsgebietes kann ein konvexes Optimierungsproblem formuliert werden,
das effizient gelöst werden kann. Das Übertragungsverfahren wird dann so erweitert,
dass es auch in heterogenen Netzwerken angewendet werden kann, in denen zusätzliche
Decode-and-Forward (DF) Relais, Femto-Zellen-Basisstationen oder andere Hilfskno-
ten die Basisstationen unterstützen. Damit die Hilfsknoten nicht nur die Netzabdeck-
ung vergrössern, sondern auch die Datenraten in interferenzlimitierten Umgebungen
verbessern können, müssen diese in den Kooperationsprozess der Basisstationen einge-
bunden werden und mit diesen Signale sowie Kanalinformation austauschen, was zu
einer relativ komplexen Implementierung führt.

Amplify-and-Forward (AF) Relais, die durch verteilte Verfahren miteinander
kooperieren, sind deshalb eine attraktive Alternative, da diese als einfache Umset-
zer mit geringer Komplexität realisiert werden können. Mit geeignet gewählten Ver-
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Kurzfassung

stärkungsfaktoren können solche AF Relais Interferenz abschwächen oder auslöschen
und somit die Kommunikation zwischen Basisstationen und Mobilgeräten unterstützen.
Um die Verstärkungsfaktoren zu optimieren, entwickeln wir einen verteilten gradien-
tenbasierten Algorithmus, der es jedem Knoten erlaubt, seine Faktoren mit lokalem
Wissen zu berechnen. In Übertragungen über zwei oder mehr Stufen skaliert der Over-
head dieses Verfahrens nicht mit der Anzahl Relais pro Stufe. In Breitbandsystemen
kann darüber hinaus eine weitere Verbesserung der erzielbaren Datenraten durch opti-
mierte Linearkombinationen über mehrere Unterträger erzielt werden.

Um die Kapazität der Systeme um die benötigten Grössenordnungen zu erhöhen,
kombinieren wir grosse Antennenarrays an Basisstationen mit kleinen Relaiszellen, die
flächendeckend verteilt sind. In diesem “Relaisteppich” kann man von den Vorteilen
ausgeklügelter Mehrfachnutzerübertragung an den Basisstationen und der verteilten
Signalverarbeitung der Relais profitieren. Die vielen Relais verwandeln das Netzwerk in
ein Zwei-Hop-System, was grosse Antennenarrays an den Basisstationen ohne den sonst
damit verbundenen hohen Overhead ermöglicht. Mit einfachen AF Relais, die keinerlei
Kanalwissen benötigen, kann eine äussert günstige Skalierung der Leistungsfähigkeit
des Netzwerkes erreicht werden, besonders wenn viele Knoten dicht beieinander liegen.
Neben deutlich erhöhten Datenraten können die Relais auch benötigte Sendeleistung
einsparen, was die Systeme auch noch energieeffizienter macht.

In einer weiteren Evolution verzichten wir schliesslich ganz auf die zelluläre Struktur
und lassen die mobilen Nutzer nur durch spärlich platzierte Basisstationen bedienen, die
auch weit weg von den Nutzern liegen können. In solchen “post-zellulären” Netzwerken
müssen die Basisstationen nicht mehr überall verteilt sein, sondern können da platziert
werden, wo es möglichst (kosten-) günstig möglich ist. Durch eine optimierte Zuteilung
der kooperierenden Basisstationsgruppen und Relais unter praktischen Bedingungen
und Leistungsregulierung können sehr hohe Netzabdeckungen und Datenraten erreicht
werden.

Mit dem Übergang von klassischen zellbasierten Netzwerken zur post-zellulären Net-
zwerkarchitektur können wir die Komplexität der Knoten mit deren Anzahl aufwiegen.
Aggressives Multiplexing in der räumlichen Dimension kann hohe Datenraten in grossen
Gebieten erzielen, auch wenn die kabelgebundene Infrastruktur limitiert oder in Teilen
des Netzwerkes gar nicht vorhanden ist. Die vorteilhafte Skalierung mit der Anzahl
der Knoten zeigt deshalb, dass post-zelluläre Netzwerke eine äusserst dynamische und
flexible Lösung für die Anforderungen zukünftiger Mobilfunknetze bieten.
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1
Introduction

1.1 Background & Motivation

It lies in our nature as human beings that we want to communicate with each other
and wish to do so in an ubiquitous way, fast, and with low cost. Starting with the
invention of fires, smoke signals or the like as early forms of communication systems,
a tremendous effort has been undertaken to develop and improve new technologies, to
make them more efficient, and to increase their coverage range. With the introduction
of the first practical telegraphs in the 1830s, electrical telecommunication systems
started to appear and evolved to a huge business sector that has led us to the digital
revolution and the Information Age [92].

An important example of this dynamic industry that influences our daily life and
constantly undergoes far-reaching changes are certainly the mobile or cellular networks.
Such networks are wireless communication systems that are distributed over large areas
that are divided into cells. Each of these cells is served by a fixed infrastructure-based
transceiver node, called base station (BS), that serves the mobile users within the
confined region of a cell. When taken together, all these cells provide radio range over
wide geographic areas, such as whole countries, and enable a large number of portable
devices (mobile phones, tablets, laptops or others) to communicate with each other as
well as with fixed-line telephones or computers. To this end, the BSs are connected
to the core network of the telecommunication providers and the internet and act as
central coordination units of their respective cell. This network architecture has the
advantage that it achieves a higher capacity than a single large transmitter and that
it can serve larger areas by adding additional BSs. Moreover, mobile stations (MSs)
need less power for transmission if an infrastructure unit is in their close vicinity.
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1. Introduction

With modern smartphones, we nowadays have almost ubiquitous access to almost
every place on the planet and beyond. We are not only able to make phone calls
to almost any place on the earth, but we can also share and receive text, pictures,
music, videos, or other multimedia contents with almost no delay. The enabler of
this development was the invention of transistors and the possibility to integrate very
complex circuits into single chips (very large scale integration –VLSI) and the never
ending hunger for higher data rates and the corresponding need for a more efficient use
of the limitedly available radio spectrum. Accordingly, academic research has led to an
enormous amount of new insights, fundamental limits, and innovative ideas for further
enhancements, which in turn have enabled the development of new technologies and
inventions.
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Figure 1.1.: Forecast of global mobile data traffic per month (source: [24]).

With the ever growing data rates that can be delivered and the possibilities for new
applications that come along with that, also the demand for even faster connections
grows further (see Fig. 1.1). The reason for this is that higher data rates encourage
a more excessive usage of more high-bandwidth applications. Besides this, also the
number of devices that communicate over cellular networks is literally exploding. These
are not only the smartphones and tablets that become increasingly popular all over
the world (Fig. 1.2), but the trend of massive growth is also due to the upcoming
importance of machine-to-machine (M2M) communication [40, 85]. Thereby, smart
devices also use the mobile networks to exchange data with each other. Such M2M
connections can include e.g. sensor networks of all sorts, smart environments e.g.
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Figure 1.2.: Forecast of global number of IPv6-capable (latest internet protocol) devices
such as smartphones, tablets, etc. (source: [24]).

washing machines that communicate with the local power supplier to schedule their
operation according to the available power, or intelligent transportation systems, e-
health, identification and authentication, or a variety of other applications. As shown
in Fig. 1.3, it is expected that this form of communication will play a more and more
important role in the future. The trend of exponential growth in the number of devices
that concurrently communicate over the mobile networks as well as the data volume
they generate and the required data rates will therefore persist. With the evolution of
the mobile telecommunication standards from the first (analog) and second (digital)
generation (2G) to the third and fourth generation (3G and 4G), this development has
already been considered. Future networks of the fifth generation (5G) and beyond will
however have to deal with the ongoing humongous growth by new concepts and new
ideas and not just incremental improvements of existing technologies. Accordingly,
networks of future generations should be able to provide data rates that are higher by
orders of magnitude than today’s systems and also have to guarantee high reliability
and pervasive coverage.

The two major problems to achieve good performance in cellular networks are fading
and interference. The former, including pathloss and shadowing, limits the coverage of
a BS with certain maximal transmit power in point-to-point transmissions, which leads
to poor signal-to-noise ratios (SNRs) when mobile users are far away. This problem
can be overcome by letting BSs transmit with higher power or by installing additional
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Figure 1.3.: Forecast of number of global machine-to-machine connections and migration
from 2G to 3G and 4G (source: [24]).

infrastructure nodes to make the network denser. Interference, on the other hand,
is the main limiting factor of the performance in dense networks. These networks
are mostly interference-limited, as they usually serve many users which are in cover-
age range of each other at the same time. In such scenarios, increasing the transmit
power does not help to get a better signal-to-interference-and-noise ratio (SINR) as
higher signal levels also cause higher interference at other users. In order to cope
with that, sophisticated interference management is inevitable to achieve a satisfac-
tory performance. The classical approach thereby is to install BSs that serve mobile
(or also static) users within a confined region by allocating certain resources such as
frequency bands (frequency division multiple access – FDMA), time slots (time divi-
sion multiple access – TDMA), different codes (code division multiple access – CDMA)
etc. for the transmission/reception to/from them. In order to serve many users in
a larger area, a spatial reuse is introduced that ensures a certain separation between
transmissions that use the same physical channel, i.e. neighboring BSs use different
resource blocks with which they avoid to disturb each others’ signals. By exploiting
the pathloss of the wireless medium, distant BSs can reuse the same resource blocks
of another BS when they are sufficiently far apart and the signals decay to an extent
that they do not harm other transmissions anymore. Each BS has thus to be closer
to the users it serves than to other users it interferes with, which leads to the usual
cellular network topology that gave these networks its name. A sketch of such a tra-
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Figure 1.4.: Example of a cellular network in which different cells use different frequency
bands around the center frequencies f1, . . . , f6.

ditional cellular network is shown in Fig. 1.4 where the transmissions of different cells
are separated to different frequency bands around the center frequencies f1, . . . , f6. As
a result, each cell can only use a fraction of the available spectrum, in this case de-
scribed by the reuse factor 1/6, which might be further divided among multiple users
within the same cell.

As the resources of the wireless medium over which mobile communication networks
operate are limited, it is not sufficient to simply increase the bandwidth allocated for
cellular networks or to increase the number of BSs to build denser networks. It is
necessary to exploit the available resources and to make a drastically more efficient use
of them, not least to also achieve a more energy efficient environment. To this end, the
spatial dimension can be used to overcome the problems of interference, limited spec-
trum, and restricted transmit power. A major break through thereby was the invention
of multiple-input multiple-output (MIMO) techniques, which allow to transmit several
data streams over the same physical channel, concurrently in the same frequency band,
without interfering each other and thus to increase the data rates by a factor that is in
principle unbounded (see e.g. [63,102,143]). By expanding the networks in the spatial
dimension (space division multiple access – SDMA), by increasing the number of an-
tennas not only at the BS side but also at the user devices, the performance can thus
significantly be boosted.

A further extension of MIMO to form large or even very large MIMO systems is
nowadays seen as the key to success in the evolution of future networks [8, 120]. With
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this, the transmission to/from different users can be separated by accurate beamform-
ing instead of allocating orthogonal resource blocks (time and frequency slots) to each
of them. This allows to exploit the spatial degrees of freedom of the wireless channel
and to serve many users concurrently without allocating different frequency bands.
The reuse factor of the network can thus be improved such that every user can get a
larger fraction of the available spectrum or, ideally, the whole licensed spectrum can
be allocated to all of the active users simultaneously, leading to a reuse 1 network and
thus a significantly higher data rate for all involved devices.

One approach to realize such large antenna systems is to equip the BSs with many
antennas, tens or even hundreds of them, to form massive antenna arrays [94]. Such
“massive MIMO” systems can preserve the basic organization of cellular networks but
are extended in the spatial domain by many additional degrees of freedom. An alter-
native is to allow multiple nodes (BSs) to cooperate with each other such that a group
of BSs with moderately sized antenna arrays can jointly act as a large “virtual” array.
This has the additional advantage that mobile users that are located on a cell border
can still receive strong signals as they are impinging from different directions and are
ideally constrictively added at the receiving antenna(s). In this way, unwanted interfer-
ence (signals from other BSs) can be turned into desired signals (see e.g. [35,39,57,155]
and references therein for an overview of BS cooperation). To this end, however, multi-
ple BSs have not only to exchange the user data or even the whole transmit signals, but
also accurate channel state information (CSI) has to be acquired and shared and sophis-
ticated signal processing is needed. Even though such schemes can achieve large per-
formance gains in theory, the overhead that comes with the necessary signal processing
and the exchange of the required information for the cooperation may limit the effective
gains [89, 90]. On top of that, also the backhaul connection of the BSs, the links that
connect the BSs to the core network, need to support the necessary amount of data with
sufficiently small delay.

It is thus necessary to develop algorithms that can efficiently deal with such practical
conditions and can overcome the difficulties that come along with them. The overhead
should be small while the expected performance gains should be achieved to a large
extent. With the introduction of the Long-Term Evolution (LTE) Release 9 [1] and
LTE-Advanced Release 11 [3] standard and the planning for 5G networks (see [5, 45]
for an overview of current activities), several of the schemes developed in theory have
found its initiation in the specifications of practical systems. With the orthogonal
frequency division multiplexing (OFDM) based modulation in these systems and carrier
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aggregation, a much more flexible and dynamic resource allocation is possible and
higher bandwidths can be assigned to the users. By allocating different time-frequency
resource blocks to different users, no static reuse partitioning is needed anymore and
the level of interference can better be controlled, e.g. by a partial frequency reuse
(PFR) schemes as proposed in [73, 160]. In these approaches, the reuse patterns can
dynamically be adapted to the current user distribution and traffic demand. Moreover,
by scheduling different users to different resource blocks, also a diversity gain can
be achieved which further increases the performance. Additionally, MIMO is also
included in the current standards. While LTE supports four spatial streams with
4x4 MIMO systems, eight streams can be sent in parallel in LTE-Advanced systems.
In future releases of 4G systems, the multi-user concept is already taken one step
further to forming larger virtual arrays through cooperation between different BSs, also
known as coordinated multipoint (CoMP) transmission/reception in the jargon of LTE-
Advanced [2,11]. This cooperation can range from coordinated scheduling and resource
allocation to make the dynamic flexibility of interference aware reuse partitioning more
efficient up to joint transmission and reception with cooperative signal processing. A
further increasingly important role in these networks is beamforming, which allows
steering the signals precisely to the intended users while interference to other users is
reduced. In LTE-Advanced, also range extension with relays and the deployment of
small cells is included. With this, the network densification is carried one step forward
and mobile users can be served in a more flexible way.

In 5G networks, a further paradigm shift will take place towards the use of very
high frequencies (ultra dense and small cells, e.g. for indoor hot spots), massive band-
width (millimeter wave in 60 GHz transmissions), massive MIMO (with hundreds of
antennas), extreme BS and device densities, highly integrative interfaces (tying air in-
terface of 5G together with LTE and WiFi) [5]. CoMP, beamforming, relaying, and
user cooperation (MSs forward signals as relays or communicate directly with other
MSs) will also have higher importance. The details of the technologies that will be
applied are however still under discussion. Nevertheless, future networks will become
highly heterogeneous and dynamic with respect to the different types of nodes that
have to coexist and it remains unclear how cooperative communication schemes will
be realized in practical networks and many challenges are still unsolved.

The goal of this work is thus to develop schemes and concepts to increase the effi-
ciency and performance of practical cellular networks. Thereby, we investigate practical
scenarios and develop schemes and concepts that can be applied to realistic systems,
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possibly not directly to existing standards as LTE-Advanced, but potentially for fu-
ture releases or generations. As the BS-to-mobile link (downlink) customarily require
higher data rates than the mobile-to-BS link (uplink), the focus is primarily set on the
downlink, but concepts for the uplink are also discussed. Even though the schemes
and algorithms developed in this work are mainly designed for cellular networks, the
concepts could as well be applied to different types of networks such as wireless local
area networks (WLAN), sensor networks, or others. In the following, we summarize
the main contributions of this thesis and give an outline of the remainder of this work.

1.2 Main Contributions

The focus of this work is to develop practical cooperative transmission schemes that
can be applied to cellular networks of the next generation and beyond. For this,
conventional network architectures and communication protocols have to be challenged
and new concepts need to be developed. Starting from cellular networks with BS
cooperation, this thesis investigates how classical network architectures can evolve to
future networks in which the MSs are no longer served by BSs in their close vicinity as in
classical networks, but by a dynamic and flexible heterogeneity of different nodes that
might have different complexities or functionalities in which each node can contribute
to achieve the efficiency, reliability, and quality of service (QoS) that is desired for
future mobile communication networks. Thereby, we are mostly interested in physical
layer (PHY) transmission schemes. Schemes for coordination on higher layers such as
scheduling, resource management, etc. are mostly not considered.

1.2.1 Multi-Cell Cooperation

In theory, the capacity of interference limited cellular networks can be achieved by
cooperative transmission schemes such as dirty paper coding (DPC) in the downlink
(DL) or joint decoding in the uplink (UL) [39]. In practice, however, such schemes are
too complex to be implemented and introduce overheads that diminish the theoretical
performance gains [38,93]. Hence, practical schemes are required that are of low com-
plexity, with small overhead, and robust to imperfections. In order to solve the difficult
problem of precoding in interference limited cellular networks, we develop a linear co-
operation scheme that is based on block zero-forcing (ZF) in a limited area (a cluster
of BSs) and an approximation of the residual interference. With this, we can formulate
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a convex optimization problem, which we can solve efficiently. The proposed scheme
increases the spectral efficiency to a significant extent, especially on the cell edges. The
transmission is also very robust with respect to imperfect CSI and can be extended to
heterogeneous networks that also contain femto-cell BSs, remote radio heads (RRHs),
or decode-and-forward (DF) relays. The schemes are extensively studied in practical
scenarios for which we developed a realistic simulation framework and we assess the
potential of the performance that BS cooperation can achieve in practice. The main
results are presented in Chapters 3 and 4 and have partly been published in

• M. Kuhn, R. Rolny, A. Wittneben, M. Kuhn, and T. Zasowski, “The Potential
of Restricted PHY Cooperation for the Downlink of LTE-Advanced,” IEEE Ve-
hicular Technology Conference (VTC) Fall, San Francisco, CA, USA, September
2011.

• R. Rolny, M. Kuhn, A. Wittneben, and T. Zasowski, “Relaying and Base Sta-
tion Cooperation: a Comparative Survey for Future Cellular Networks,” Asilo-
mar Conference on Signals, Systems, and Computers, Pacific Grove, CA, USA,
November 2012.

1.2.2 Distributed Cooperation with Relays

DF relays cannot only be applied for range extension, but also to increase data rates
in interference-limited areas. To this end, DF relays need to be involved in the coop-
eration process with other nodes (e.g. BSs) and have to exchange signals with their
cooperation partners. This makes the relays rather complex and expensive. Amplify-
and-forward (AF) relays may therefore be an attractive alternative. With properly
selected amplification gains, AF relays can cancel interference and assist the commu-
nication between BSs and MSs. In order to find appropriate amplification factors,
we develop a gradient-based optimization algorithm. In its distributed version, each
node calculates its factors with local CSI only and the overhead of the scheme does
not scale with the number of involved nodes. We show that only few iterations are
required to achieve close to optimal results, which makes the algorithm especially
attractive for channel tracking in slow fading environments. The scheme can also
be applied to multi-hop networks, which enable long-range communication. Further
improvements can be achieved with subcarrier cooperation, i.e. signal combinations
over multiple subcarriers. This is discussed in Chapter 5 and the main results have
been published in
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• R. Rolny, J. Wagner, C. Eşli, and A. Wittneben, “Distributed Gain Matrix Opti-
mization in Non-Regenerative MIMO Relay Networks,” Asilomar Conference on
Signals, Systems, and Computers, Pacific Grove, CA, USA, November 2009.

• R. Rolny, J. Wagner, and A. Wittneben, “Distributed Gain Allocation in Non-
Regenerative Multiuser Multihop MIMONetworks,” Asilomar Conference on Sig-
nals, Systems, and Computers, Pacific Grove, CA, USA, November 2010, (invited
paper).

• R. Rolny, M. Kuhn, A. U. T. Amah, and A. Wittneben, “Multi-Cell Cooperation
Using Subcarrier-Cooperative Two-Way Amplify-and-Forward Relaying,” Inter-
national Symposium on Wireless Communication Systems (ISWCS), Ilmenau,
Germany, August 2013, (invited paper).

The foundation of the gradient based gain allocation has already been developed in

• R. Rolny, “Distributed Multiuser Multihop Networks: Performance Limits and
Decentralized Algorithm Design,” Master Thesis, ETH Zürich, August 2009,

but the setup here is extended to a more general case that also includes distributed
source precoding. The approach with block ZF and the extension to subcarrier coop-
eration has not been considered in this previous work.

1.2.3 The Relay Carpet

In order to increase the capacity of cellular systems by orders of magnitude, approaches
are required that go further than BS cooperation and/or simple relaying for range
extension. Among others, we can

1. equip the BSs with very large antenna arrays (massive MIMO) or

2. install more BSs where they are needed most, until the cells are scaled down to
pico- or femto-cells.

In the concept of ubiquitous relaying introduced and discussed in Chapters 6 and 7,
we combine large BS antenna arrays and small relay cells. With this, we can benefit
from the advantages of both approaches and can simplify channel estimation at the
BSs, which limits the performance gains in conventional networks. As a result, few
sophisticated BSs with large arrays are supported by many relays spread over the
entire area of the network, similar to a carpet. To this end, the relays need to be of low
complexity and low cost. This “relay carpet” turns the entire network into a two-hop
network where the BSs as well as the MSs see the relays as the nodes they communicate
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with. Stationary relays enable sophisticated multi-user MIMO beamforming with large
arrays as the BS-relay channels can be assumed to be slowly changing or even quasi
static, which allows the necessary acquisition of accurate CSI.

In order to achieve high data rates, we compare different relay architectures, includ-
ing AF, DF, one-way and two-way relaying, and combine them with appropriate BS
beamforming schemes. In combination, the BSs transmit to the relays within their
cells, while the relays apply simple filters to reduce the residual interference and for-
ward the signals to the MSs. We observe that the performance scales beneficially with
the number of involved nodes and that especially very simple relays (AF relays without
the requirement of any CSI), achieve large rates when the network is dense. We further
conclude that these simple relays are also beneficial for coverage extension, QoS, and
power savings. Parts of these results have been published in

• R. Rolny, M. Kuhn, and A. Wittneben, “The Relay Carpet: Ubiquitous Two-Way
Relaying in Cooperative Cellular Networks,” IEEE International Symposium on
Personal, Indoor, and Mobile Radio Communications (PIMRC), London, UK,
September 2013 (best paper award).

• R. Rolny, T. Rüegg, M. Kuhn, and A. Wittneben, “The Cellular Relay Car-
pet: Distributed Cooperation with Ubiquitous Relaying,” Springer International
Journal of Wireless Information Networks, June 2014.

• R. Rolny, C. Dünner, and A. Wittneben, “Power Control for Cellular Networks
with Large Antenna Arrays and Ubiquitous Relaying,” IEEE Workshop on Signal
Processing Advances for Wireless Communications (SPAWC), Toronto, Canada,
June 2014.

1.2.4 Post-Cellular Networks

In a further evolution of mobile communication networks described in Chapter 8, we
abandon the cellular network layout completely and let backhaul access points oper-
ate in places where they can most easily be installed. Thereby, we focus on practical
scenarios and assume that the backhaul connections of the BSs as well as their compu-
tational capabilities are limited. Accordingly, we apply a flexible post-cellular network
architecture in which the MSs are served by dynamic BS cooperation clusters and many
distributed low-complexity relays. We show that coverage can be achieved with ag-
gressive spatial multiplexing and cooperative leakage-based precoding at the sparsely
located BSs. When few BSs are located in a confined region, they can still serve a large
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area with the help of relays. The BS cooperation clusters as well as the relay routing
is optimized under practical conditions such as backhaul rate limitations and power
control. The main results are published in

• R. Rolny, M. Kuhn, and A. Wittneben, “Constrained Base Station Clustering
for Cooperative Post-Cellular Relay Networks,” IEEE Wireless Communications
and Networking Conference (WCNC), New Orleans, USA, March 2015.

With the transition from classical cell-based networks to relay enabled post-cellular
networks, we trade off node complexity with density. Aggressive spatial multiplexing
can thereby deliver high data rates to large areas in a very efficient way, even when the
backhaul capacity is limited or when no infrastructure is provided at all in large areas.
The large number of static relays thereby enables sophisticated multiuser beamforming
with massive MIMO arrays at the BSs. The beneficial performance scaling shows that
such post-cellular networks can offer a flexible and dynamic solution for future mobile
communication networks.

1.3 Outline

This thesis is organized as follows. In Chapter 2, we give an overview over the state
of the art and discuss the most promising approaches to enhance the performance of
cellular networks to meet the demands for future generations. Information theoretic
concepts that form the foundation of PHY cooperation are also summarized. Most
schemes discussed here are not really practical, but should provide a theoretical back-
ground for the remainder of this work. Additionally, this chapter also describes the
underlying assumptions and models as well as main figures of merit that we apply in
this thesis.

Practical cooperation schemes that can be applied to cellular networks are discussed
in Chapter 3, where we develop a practical, locally restricted block ZF approach for
joint transmission of multiple BSs. We study the performance under realistic conditions
and study the influence of practical aspects such as network layout, cell and frequency
planning, and orientation of sectors.

In Chapter 4, we extend the BS cooperation schemes to heterogeneous networks
where additional supporting nodes (femto-cell BSs, RRHs, or DF relays) assist the
transmission. To this end, we formulate a unified framework in which relays (or other
types of supporting nodes) can either be used for range extension or are part of the
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block ZF together with the BSs. We study the performance of such heterogeneous
networks with different types of nodes and compare different schemes with respect to
achievable rates, coverage, and robustness.

As the DF relays are rather complex for implementation, we discuss in Chapter 5
AF relays as an alternative of low(er) complexity. This chapter develops how such AF
relays can be used for distributed cooperation. We design a gain allocation scheme
that can be distributed and does (almost) not scale with the number of involved nodes.
This scheme is particularly interesting for channel tracking in slow fading environments
and quite robust to channel changes. As an alternative, we also discuss how block ZF
can be applied to AF relays and additionally show that subcarrier cooperation can give
further performance gains.

In Chapter 6, we combine BS cooperation with a large number of relays. With this
combination, we introduce and discuss ubiquitous relaying as a concept for the evolu-
tion of cellular networks that enable large BS antenna arrays. We compare different
relay architectures and study their applicability to the relay carpet concept and under
imperfections. Thereby, it turns out that especially AF relays of very low complexity
can offer high performance gains when they are deployed in large numbers.

The concept of the relay carpet and its advantages is introduced and described in
Chapter 7. There, we also provide a discussion about the behavior of the relay carpet
in the case of growing number of nodes. We conclude that many relays can only
beneficially be used in parallel when appropriate power control is applied. To this end,
we extend the transmission schemes by power control to optimize the data rates, to
minimize the outage probability, or required transmit power.

A further step of the evolution of cellular networks is presented in Chapter 8, where
we abandon the cellular network layout completely but let BSs operate from sparse
locations. A wide area that should be served is covered by many low-complexity re-
lays. We combine BS cooperation with simple relay forwarding and develop and discuss
flexible and dynamic cooperation schemes with relay routing and power control. The
post-cellular network can thus be seen as an architecture that combines all the prop-
erties and advantages of the previously studied and developed components.

The achievements and contributions of this thesis are summarized and concluded
in Chapter 9. A discussion about challenges for practical implementation and further
work is also provided.

Parameters and specific settings for the simulations discussed in this work can be
found in Appendix A.
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2
Cooperative Cellular Networks

The performance of cellular networks is strongly affected by fading and interference.
While fading, including pathloss and shadowing, limits the coverage of single point-
to-point transmissions, interference is the main limiting factor in dense networks with
multiple users operating concurrently over the same physical channel. Therefore, large
efforts have been undertaken to overcome these impairments or to develop schemes
that can even exploit these effects. In order to increase the capacity of mobile com-
munication systems, a variety of approaches is possible. Thereby, also other factors
than high data rates need to be considered. So are the cost of implementation, QoS,
energy efficiency, robustness, or other factors also important in the development of
new technologies and systems. A vast amount of research results is thus available
in the literature, that all attempt to improve the performance and quality of mobile
communication. This can be achieved on different levels and by a multiplicity of means.

In the following, we will give an overview over the most important approaches from
current literature that seem promising for the enhancement of mobile communication
for future generations. Together with a system model and a definition of the assump-
tions that we also introduce, this chapter forms the basis for the schemes and concepts
that we develop and study in this work.

2.1 Enhance Future Cellular Networks

The conventional, non-cooperative, approach to face the problem of interference as
well as fading is spatial reuse partitioning. Thereby, many BSs are placed in the entire
area of service, more or less evenly distributed, which leads to the cellular structure
which gave these networks its name. Accordingly, the mobile users receive signals from
a BS close by, which leads to a good SNR in most places. In order to reduce the
interference, especially for MSs that are in coverage range of multiple BSs, adjacent
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cells are assigned to orthogonal resources such as frequency bands (FDMA), time slots
(TDMA), or different codes (CDMA) [143]. Typically, the reuse factor is chosen to
be much smaller than unity (common values are e.g. 1/3, 1/4, 1/7, 1/9 or 1/12), so
that the level of interference is low. Thus, the interference is controlled by fixing the
reuse pattern and the maximal power with which the BSs can transmit. Following
this approach, the interference seen by the different users is indeed reduced, but at the
cost of reduced resources that can be used for a single transmission. Therefore, the
spectral efficiency, expressed in bit/sec/Hz (bps/Hz) in conventional cellular networks
is strongly limited, either by interference or by the reuse factor.

In modern OFDM based systems [86], this static reuse assignment can be improved
by flexible reuse patterns that are dynamically changed according to the current user
distribution and traffic demand. In [73], a scheme is introduced that divides the cells
into different zones. The center zone close to the BS can then reuse the same full
frequency band as all other cells, while cell edge zones use only a fraction of the
frequency band that is orthogonal to the one of the neighboring cells. By optimizing
the transmit powers in the different frequency bands (and hence the radii of the different
zones) according to the user locations, a significant performance gain can be achieved
as compared to static approaches. By a coordinated (between all or a subset of BSs)
resource allocation, even higher gains can be achieved when each MS is assigned to an
individual set of subcarriers that does not have to be contiguous but can be interleaved
[160]. With carrier aggregation, even subcarriers from frequency bands far apart can
be allocated to the same user. When optimized among multiple cells, the performance
can benefit from significant diversity. Moreover, also interference seen by the different
users can be reduced when the individual frequency bands are allocated such that the
signals experience less fading when they are desired and are more attenuated where
they are undesired.

While such optimized resource allocation schemes can indeed improve the instan-
taneous performance and shadowing can be avoided by macro diversity, the problem
of interference limitedness remains. The available resources have to be shared among
the different users, which reduces the individual data rates when the number of users
increases. In order to improve the capacity of cellular systems by the required factors
(e.g. a factor 1000 to 5G networks), other more drastic measures have to be taken. To
this end, better channel codes and higher modulation alphabets can be developed that
achieve close to optimal data rates with less redundancy, the traffic management can
be improved by distributing the data load better between the different cells or BSs,
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the data traffic can be offloaded to secondary systems as WLAN, or big data driven
intelligence can be applied to optimize routing or resource allocation, which are all
under discussion in the planning of 5G networks as summarized in [5,45]. In this work,
however, we limit ourselves to concepts that affect and improve the PHY layer and do
not consider approaches on higher levels of the protocol stack. Thereby, the current
research activities and promising enablers for the required performance gains can be
summarized into the following categories.

2.1.1 Densification

A straightforward and efficient way to improve the overall capacity of cellular networks
is to install many additional BSs and to make the cells smaller. By such a densification,
individual BSs have to serve less users, which allows to allocate more bandwidth to
each of them. To this end, however, the transmit power of the BSs has to be adapted
such that the signal-to-interference ratio (SIR) is maintained. In principle, the cells
can thereby shrink almost indefinitely until as many (or even more) BSs are deployed
than MSs [5]. With this, each user could be served by its own BS. When the BSs
can coordinate themselves to schedule the users and optimize handovers, very high
macro diversity gains can be achieved. Small cells, such as pico- or femto-cells, can
also be combined with larger macro-cells or other nodes such as relays or RRHs [41]. In
such heterogeneous networks, all users can dynamically connect to the infrastructure
node that offers the best conditions, e.g. to a WLAN-like femto-cell hot spot if the
user is static and located inside a building or to a macro-cell BS if the user is outside
and moving with high velocity. Flexible handovers between the different tiers of cells
allows to allocate the best resources to each MS. In indoor environments, this can e.g.
be a frequency band around 60 GHz where high bandwidths are available or to low
frequencies that experience less attenuation and thus wider coverage range for outdoor
users.

While small cells can provide high gains when the network densification becomes
extreme [98], several challenges need to be overcome: In order to support mobility in
such heterogeneous networks, intelligent handover mechanisms are required and sophis-
ticated interference avoidance schemes are needed such that high data rates can also be
preserved for cell edge users. If different radio access technologies are used in parallel
(e.g. millimeter wave transmission in indoor environments and wide range transmis-
sion from outdoor BSs), the association between users and BSs needs to be determined
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appropriately and the user equipment must be able to flexibly switch between these
different technologies. This might require multiple transceiver chains or the usage of
software defined radio which allows the same transceiver chain to adapt to different
technologies [91]. Another problem are the costs of the deployment of many BSs, the
installation of the backhaul connection as well as the maintenance that is required.
These costs can be reduced when the additional nodes in the network are wireless re-
lays that do not need a wired backhaul connection but just forward the signals they
receive to their destination.

2.1.2 Increased Bandwidth

A second immediate measure to higher capacity in cellular networks is to allocate
more bandwidth. With this, the capacity can almost linearly be increased. As most of
the spectrum that is used for mobile communication services (microwave frequencies
between several hundred MHz to a few GHz) is already occupied by the different
services in use, additional bandwidth has to be found. To this end, two approaches
are possible. Frequency blocks that are licensed and reserved for a primary service
but are currently idle in certain areas for a certain time can be allocated as additional
bandwidth for a secondary unlicensed system. Thereby, it has to be ensured that
the primary service is not disturbed and the frequency block is made free as soon
as a user in the primary service becomes active. With cognitive radio, i.e. when
systems intelligently sense the wireless medium to find unused frequencies, this can be
realized [135]. With more sophisticated signal processing, this idea can even be carried
one step further. If the secondary system can transmit signals that do not disturb the
licensed users, e.g. by accurate beamforming that nulls the interference the secondary
system causes to the primary, both systems can operate simultaneously in the same
frequency band [137]. With carrier aggregation as included already in LTE-Advanced,
any currently available frequency block can be allocated to the mobile users, which
then can benefit from much higher bandwidths and thus higher data rates.

An alternative that has the potential to drastically increase the available bandwidth
is to expand the systems to millimeter wave transmissions in the range of 30−300 GHz.
Particularly large unlicensed frequency bands that are idle and can be used to enhance
data rates in mobile communication systems are around 60 GHz. The reason these
frequencies are idle is that the propagation conditions are rather hostile due to strong
pathloss, atmospheric and rain absorption, low diffraction around obstacles and very
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low penetration through objects or walls, phase noise, and high equipment costs [5].
An inherent advantage on the other hand is that the antennas can be of very small
dimension. Consequently, large antenna arrays can be realized with a small form
factor. This allows to transmit signals with very narrow and focused beams that can
compensate the high pathloss and reduce interference between different users [136].
In order to achieve good results, however, precise beamforming is required for which
accurate CSI and precoding coefficients are necessary. Moreover, the beamforming
schemes have to be quite robust as even small changes, even small movements of the
equipment due to wind, can cause misalignments and thus severe performance drops
[58]. An additional difficulty is that a very large amount of infrastructure nodes is
required for 60 GHz transmission as line-of-sight (LOS) propagation is required due to
the high losses signals at these frequencies experience when they penetrate through
walls or are reflected. Hence, ubiquitous deployment is necessary such that every room
or office in indoor environments is equipped with at least an own infrastructure node
or every street corner or house entry is covered in outdoor environments. Such a
densification however leads to exorbitant costs. This costs could e.g. be reduced when
the millimeter wave nodes are fed wirelessly and are implemented as relays. In this
case, no wired backhaul access is required and relays can potentially be implemented
with low complexity as we will see later.

2.1.3 Beamforming

Besides allocating more bandwidth and densifying the networks, higher data rates can
also be achieved when the available spectrum is exploited more efficiently. To this end,
sophisticated multi-user beamforming can be applied that attempts to serve multiple
users in the same physical channel without (significantly) disturbing each other. By
the use of multiple antennas, signals intended for different users can be precoded in a
way such that they are constructively combined where they are desired while they are
reduced or even cancelled where they are undesired. In this way, the physical cannel
can be used for multiple users at the same time without sharing resources; all users
can thus be served simultaneously in the entire frequency band that is available. This
increases spectral efficiency and thus data rates for all. As the problem of calculating
beamforming filters is quite difficult in general, a vast amount of theoretical and practi-
cal work has been conducted which ranges from capacity achieving non-linear schemes
as dirty paper coding (DPC) to linear techniques as zero-forcing (ZF), matched filter
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(MF), minimum mean squared error (MMSE), leakage reducing precoding or others
that are optimal or suboptimal in certain scenarios or aspects (see [38, 63, 102] for an
overview).

Traditional beamforming techniques applied to cellular networks steer the transmit-
ted energy in the horizontal plane and each BS calculates its own precoding filters.
More recent approaches [47] intend to change that and extend it to full three dimen-
sions (3D beamforming). With a more dynamic antenna pattern adaptation also in
the vertical domain, more MSs can be separated in space, especially as many users are
usually located inside buildings with multiple floors. If 3D antenna arrays are built,
more antennas can be placed in a confined space, which in turn enables to exploit more
degrees of freedom as with only 2D arrays with fewer antennas. Other approaches dis-
cussed in research are distributed beamforming schemes through cooperation among
multiple BSs or, carried to the extreme, a single super BS that can precode the signals
for a large area (up to an entire country) that are transmitted by RRHs distributed in
the area of service [107]. In the other extreme, many simple nodes can exchange signals
with each other such that these nodes can perform distributed beamforming. In [100],
such an approach has been proposed in a hierarchical way in which few nodes start to
exchange signals in a cluster and precode their signals to achieve cooperation between
different clusters. These clusters can then in turn again apply distributed beamform-
ing to transmit signals to larger clusters until all nodes are involved in the cooperation
process. With this, a linear scaling of the capacity can be achieved, even if the different
nodes are not connected together by a fixed infrastructure based backhaul.

2.1.4 Cooperation

When multiple nodes, e.g. BSs, are connected together via the backhaul, they can
cooperate with each other to improve the overall performance of the network. Differ-
ent levels of cooperation (also called CoMP) are discussed in literature as summarized
in [79, 80]. They can broadly be classified into BS or transmit point selection, co-
ordinated scheduling and coordinated beamforming, and joint transmission. In the
simplest form, BS selection, the signal to a specific MS is transmitted by a single BS
in a resource block that is chosen such that the performance to this MS is as high as
possible while the interference caused to other users is small. For this selection, only
receive signal strength feedback from the MSs is required. In coordinated schedul-
ing and beamforming, multiple BSs exchange CSI in order to find an optimal BS-MS
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assignment and optimized beamforming weights that improve the desired signals but
limit the interference to other users. The data intended for the users is however not
exchanged between BSs and each BS transmits its signal to its associated MSs alone.
If not only CSI but also user data can be exchanged, multiple BSs can act as a sin-
gle large virtual antenna array that jointly precodes all signals to all involved users.
Depending on the capacity of the backhaul connection between the BSs, this can then
be similar to multiuser beamforming in a broadcast channel with the only exception
that multiple individual power constraints have to be fulfilled, as the transmit power
of each BS is limited. If the backhaul capacity is limited or if the CSI is imperfect,
simplified forms of joint transmission have to be applied that can cope with quantized
data symbols or are robust with respect to the imperfections. In more sophisticated
scenarios, transmit filters at the BSs and receive combiners at the MSs can jointly be
optimized, which can lead to particularly good results [42].

2.1.5 Massive MIMO

MIMO and beamforming can enhance the spectral efficiency significantly. When com-
bined with CoMP, many users across multiple cells can be served simultaneously in
the full frequency band without disturbing each other. In current 4G networks, the
BSs are however equipped with no more than 8 antennas. When many more antennas
are installed, much higher spectral efficiency can be achieved. In the massive MIMO
approach, the proposal is to equip the BSs with a number of antennas that is much
larger than the number of active MSs per resource block, up to several hundreds of
them. With this, enormous enhancements of spectral efficiency are possible and a vast
spatial diversity is available to benefit from. Moreover, when the number of antennas
grows large, the channels between different users become more and more orthogonal to
each other, which can simplify the transmit and receiver structure drastically [94,120].

Besides its promising advantages, there are however also several challenges that need
to be overcome to make massive MIMO feasible for practice. One problem is channel
estimation. Due to the large number of antennas, also many channel coefficients need
to be estimated to achieve good performance. This introduces a large overhead that
might diminish or even destroy the performance gains. Moreover, when many training
sequences are used in parallel, as it is necessary with many antennas and users in
multiple cells, the quality of the CSI is limited by the so called pilot contamination [5].
With many users and antennas involved, the same pilots have to be reused. As a
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consequence, the quality of the available CSI is limited by the interference these pilots
cause to each other and the beamforming suffers from the resulting imperfections.
Other issues to solve are enabling the coexistence with underlying tiers of small cells,
issues with antenna coupling when many antennas are located close to each other, or
the implementation of power amplifiers that support large numbers of antennas [5].

2.1.6 Relaying

An alternative to serving the mobile users directly by BSs, with or without cooperation
or large antenna arrays, is to install intermediate nodes that do not transmit own
information but forward processed versions of signals they have received from a source
node. The signal thereby arrives at the destination via one or multiple relays. The
direct path between the terminals can thereby be assisted by these relays or the signal
can traverse the network in a two- or multi-hop fashion when links over more than two
consecutive nodes are blocked or ignored. With such relays, the coverage range of a
transmitting node can be extended and, depending on its implementation, the effective
channel between the terminals can be shaped in a beneficial way to improve reliability
and spectral efficiency by boosting the SNR or the SINR.

An overview of different relaying techniques and their applications can be found
e.g. in [87]. The relays can be classified as full-duplex or half-duplex. While full-
duplex relays can simultaneously transmit and receive, half-duplex relays cannot. For
instance, half-duplex nodes may operate in time-division duplex (TDD) mode, i.e. each
node transmits and receives in different time slots; in frequency-division duplex (FDD)
systems, nodes can transmit and receive at the same time but use different frequency
channels. The transmission of one symbol from source to destination thus requires the
use of two resource blocks which amounts in a 50% loss in spectral efficiency.

Furthermore, different signal processing strategies are possible. The most widely
used are the decode-and-forward (DF) strategy, which involves decoding of the source
transmission at the relays before the re-encoded signals (possibly with a different code-
book) are forwarded, and amplify-and-forward (AF) relaying, where the relays forward
a linear combination of signals at their receive antennas. The former has the advantage
that relay noise that affects the receive signal of the relay is removed by the decoding
process. However, DF relays can suffer from error propagation, i.e. if a relay decodes
the received signals wrongly, it will also forward a wrong codeword to the destination.
The achievable end-to-end data rate is thus limited by the weakest link. AF relays on
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the other hand also amplify and forward their own noise which affects the overall SNR.
However, the signals can in turn be processed by appropriate amplification factors and
phase shifts such that multiple signal links are combined coherently. With this, the
effective channel between sources and destinations can be brought into specific forms
that boost the strength of the desired signals or cancel or mitigate interference between
different users [10, 29]. Besides these two strategies, there are also other possibilities
for signal processing in relays. Quantize-and-forwards (QF) or compress-and-forward
relays for instance do not decode their receive signals but quantize them and forward
quantization indices or a compressed version of the receive signal to the destination.
Compute-and-forward (CF) relays are also possible, which forward generalized func-
tions of their receive signals. In cases where source-relay and direct source-destination
channels are of similar quality, the compressed relay signals can act as independent
signal observations that can be used to assist the decoding at the destination. The
forwarded signals can thereby comprise hard decision indices of quantization regions
or soft information [152].

When considering bidirectional communication between the terminals (UL and DL),
the relaying protocols can be further classified into one-way (conventional) and two-way
relaying [112]. When applied to cellular networks where the terminals are associated
with BSs and MSs, one-way relays separate the UL and DL and either forward the BS
signals to the MSs or vice versa. In two-way relaying, both directions of communication
are combined such that the relays receive the superposition of all BS and MS signals
and broadcast a processed version of these signals back to all terminals. This can
double the spectral efficiency as compared to one-way relaying. An inherent drawback
of two-way relaying is that the signal received by a terminal (BS or MS) also contains
the signal that this terminal node has previously transmitted and is backscattered by
the relays [158]. This so-called self-interference needs to be subtracted at the terminal
before the signal can be decoded.

In 4G standards such as LTE-Advanced, relaying is already foreseen to assist the
communication between BSs and MSs [3]. In contrast to current systems where relays
can be deployed as simple repeaters to extend the coverage to areas with poor reception,
future networks allow relays to cooperate with other nodes e.g. to enhance diversity.
To this end, relays can be coordinated with other nodes such that the signals are
sent over different paths (direct links or via relays). A diversity gain can then be
achieved when either one (the best) of the different paths is chosen (relay selection)
or by (coherently) combining multiple of them [87]. As the performance of DF relays
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is limited by the weakest link, this type of relaying is particularly suitable for link
selection. With AF relaying on the other hand, multiple links can be used at the
same time. To this end, such relays can be used as “active scatterers” that improve
the quality of the effective channel between the terminals and enforce well conditioned
MIMO channel matrices [111]. When more sophisticated signal processing is possible
and CSI is available at the relays, the signal transformation can be used to optimize
the end-to-end performance. To this end, the AF relay gains can e.g. be used to zero-
force interference terms or to maximize the spatial multiplexing gain by optimizing an
MMSE criterion [9]. The relays can thereby be dedicated infrastructure nodes installed
at fixed positions with the sole purpose to enhance the QoS in a certain region. In
future networks such as in 5G designs, also user cooperation plays a role of increasing
importance [5]. MSs that are idle at the moment can thereby jump in as relays in a
dynamic way to assist the communication of other users.

Another approach to incorporate relaying techniques into mobile communication net-
works is to use additional nodes that are directly connected to the wired backbone.
Especially as future 5G networks are expected to combine the proprietary cellular sys-
tems with WLAN-like femto-cell hot spots, small internet access points can be used to
assist or complement the BS-to-MS links. To this end, internet access points can apply
compress-and-forward strategies to provide users with additional signal observations
even when the additional access points only have a very limited backhaul connection.
With techniques as proposed in [75, 124], the receivers can benefit from compressed
information that is forwarded by multiple access points. With such a decentralized
information processing, different systems can elegantly be combined and assist each
other.

2.2 System Model & Assumptions

In this thesis, we will evaluate and compare different PHY layer techniques that seem
promising for the enhancement of cellular networks for future generations. To this end,
we attempt to combine the different approaches introduced above to be able to benefit
from the advantages that these techniques offer. In particular, we will combine ultra
dense networks that consist of different types of nodes with sophisticated cooperative
multi-user beamforming from large BS antenna arrays. As the resulting communication
networks are rather complex, it is required to simplify them to a manageable and
sufficiently simple model.
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The main focus of this work is set on the DL. As the UL is generally used to upload
data with the intention that this data is downloaded again, in many cases desirably
even by many users (e.g. posted movies, audio files, or other multimedia content), we
regard the DL as the more important direction of communication. Moreover, due to the
asymmetric network topology with BSs as more sophisticated nodes than the mobile
user equipment, we also regard the DL as the direction which poses more challenges,
especially for cell edge users which are usually affected by strong interference. When we
assume that the MSs cannot cooperate with each other, the enhancement of the data
rates for the different users has to be enabled by the signaling of the infrastructure
nodes (BSs and/or possible additional nodes such as relays). The UL on the other
hand can be seen as a multi-user detection problem [144] that is conceptually easier
to extend to the case of multiple BSs that cooperate with each other. To this end, we
mostly consider transmission schemes that are designed and applied for the DL. The
UL is only treated in certain example scenarios, particularly when we consider two-way
relaying. In this case, both directions of communication are inherently included in the
transmission protocol.

Modern communication systems communicate with multiple antennas over wide
bandwidths (up to 20 MHz in LTE and up to 100 MHz in LTE-Advanced and possibly
even more in 5G systems [1,3,60]). The wireless channels are thus generally frequency
selective. In order to avoid intersymbol interference (ISI) coming with such channels,
different techniques are possible. One of the most popular among them is OFDM that
has gained the highest acceptance as the modulation technique for modern high-speed
wireless networks and 4G mobile broadband standards [87]. When combined with
MIMO, high spectral efficiencies can be achieved, which leads to high capacities and
data rates for the users that are served with this technology. The key concept thereby
is that the symbols transmitted are modulated in the frequency domain, are mapped to
different subcarriers, and then transformed to the time domain by an inverse discrete
Fourier transformation. A cyclic prefix is inserted before each block, which assures
that the transmission leads to a circularly symmetric convolution of the transmitted
signal with the channel. If this cyclic prefix is sufficiently long, ISI can be avoided even
when the channels have a large delay spread. A major disadvantage of OFDM is that
it comes with a large peak-to-average power ratio, which implies an increased energy
consumption [93]. As this is particularly undesirable in the mobile user equipment,
LTE-Advanced and other standards decided to apply single carrier FDMA in the UL
which reduces high peak powers [1]. For the DL, however, OFDM is the technique of
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choice. As this work is focused on the DL, we thus assume that all systems are based
on this form of modulation.

When OFDM is extended to a multiuser media access technique (orthogonal fre-
quency division multiple access – OFDMA), such systems have the advantage, that
different users can be allocated to orthogonal resource (time-frequency) blocks accord-
ing to their needs. Each receiver can then consider its intended subcarriers, discard the
cyclic prefix, apply a discrete Fourier transformation, and access the (scaled and noisy)
transmitted symbols in the frequency domain [93]. Furthermore, the different subcar-
riers can be considered separately as they are orthogonal. The channels can then be
assumed to be frequency flat over each subcarrier, which simplifies the mathematical
notation and analysis.

In the remainder of this work, we thus usually consider a single subcarrier. An ex-
ception is Chapter 5, where we explicitly look at broadband channels and show that
a certain gain can be achieved when linear transformations of symbols across different
subcarriers are allowed. Otherwise, we study the performance that can be achieved
with specific precoding and transmission schemes on narrowband channels of a single
subcarrier. The extension to the wideband case can then be made by applying the
schemes on the different subcarriers in parallel and to perform power loading across
these subcarriers. This extension comes however with a significant increase in com-
plexity, especially when multi-antenna systems are considered. The precoding has to
be calculated on each subcarrier. With the consideration of a single subcarrier only, we
can limit the computational complexity for the simulations to a manageable level. The
diversity that comes with wideband channels and can be exploited with power loading
over the whole bandwidth is however lost in the narrowband consideration.

By considering the transmission on a single frequency flat OFDMA subcarrier, we can
typically focus on a subset of the cellular network in which B BSs communicate withM
MSs. We thereby assume that a scheduler has assigned the MSs to the resource blocks
that are the same for all involved nodes. In order to represent the signals, we apply
the equivalent baseband representation [106]. Due to the sampling theorem, a symbol
discrete system model provides a sufficient description of the systems [77]. Thereby,
the properties of the modulators and demodulators, specifically their imperfections, are
not considered. By assuming perfect matched filters in each signal branch and perfect
sampling, all relevant information is contained in one sample per symbol duration T

at the receivers (T -spaced sampling) [106].
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By modeling the communication systems in the symbol discrete model with frequency
flat narrowband channels, we particularly assume throughout this thesis:

• Perfect synchronization in time and frequency between all nodes that are involved
in a transmission.

• Different propagation delays that arise from different propagation paths are com-
pensated and do not have to be included in the signal descriptions.

• Perfect CSI is available at all receiving nodes (channel state information at the
receiver – CSIR) to decode their intended messages. The corresponding channel
coefficients can perfectly be estimated e.g. by pilot symbols that are included in
the signals.

The channel knowledge at the transmitters (channel state information at the trans-
mitter – CSIT) is usually more difficult to acquire. To this end, the CSIT varies for
the different transmission schemes that we consider in the sequel and discuss cases in
which perfect CSIT can be assumed, no CSIT at all is available, or the CSIT is noisy
or quantized.

Regarding the different nodes, we further assume that BSs have strong computa-
tional capabilities that are sufficient for the applied signal processing schemes. If not
stated otherwise (e.g. in Chapter 8 where we explicitly look a limited backhaul links),
the backhaul connections are idealized such that required information can readily be
exchanged without delays (infinite capacity). The MSs on the other hand, cannot
cooperate with each other but have sufficient capabilities to perfectly decode their in-
tended data symbols. Relays and other nodes that assist the communication between
BSs and MSs are assumed to be dedicated infrastructure nodes. Their computational
power and available CSI varies depending on the scenarios considered in the respective
chapters.

2.3 Fundamentals

Based on the assumptions above, we can now formulate symbol discrete input-output
(IO) relations of the communication systems and the wireless channels in between.
Communication through a wireless channel is generally difficult because signals are
affected by different impairments. These include noise, attenuation due to pathloss,
fading, distortion, and, if multiple users are considered, interference. The simplest way
to describe a wireless channel between a transmitter that is equipped with Nt antennas
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and a receiver with Nr antennas is by the single-tap linear IO relation at discrete time
m as

y[m] = H · x[m] + n[m], (2.1)

which corresponds to a frequency flat, slow fading channel H ∈ CNr×Nt , with transmit
signal x[m] ∈ CNt , receive signal y[m] ∈ CNr , and additive noise n[m] ∈ CNr . Therein,
the symbols in the symbol vectors x[m] and y[m] correspond to the sampled baseband
representations of real passband signals transmitted by each antenna of the transmit-
ter and received by each antenna of the receiver, respectively. Due to the sampling
theorem for passband signals, this symbol discrete baseband representation provides
a sufficient description of the system [77]. The noise n[m] is usually modeled to con-
tain independent and identically distributed (i.i.d.) components that are circularly
symmetric Gaussian (CSCG): (n[m])i ∼ CN (0, σ2

n), ∀i, also denoted as additive white
Gaussian noise (AWGN).

Throughout this Thesis, we are mainly interested in information theoretic aspects,
particularly in the channel capacity. In this case and with perfect CSIR but absence
of CSIT, the capacity can be given by [139]

C = log2 det

(
INr +

P

Nt · σ2
n

HHH

)
[bps/Hz] , (2.2)

for some sum transmit power P . With CSIT, the capacity can be increased to [139,143]

C = max
Q:Tr{QQH}≤P

log2 det

(
INr +

1

σ2
n

HQQHHH

)
[bps/Hz] , (2.3)

where the precoding or beamforming matrix Q ∈ CNt×Nt can be optimized under the
power constraint Tr

{
QQH

}
≤ P , e.g. by a singular value decomposition (SVD) of H

and power loading according to the waterfilling solution [143].

Another quantity that measures the quality of the channel is the outage probability

pout = Pr {C < Rout} , (2.4)

i.e., the probability that a certain target rate Rout cannot be supported by the actual
realization of the channel. The spatial degrees of freedom of such a MIMO channel can
be used to improve the data rate or the outage probability. Measures for this are the
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spatial multiplexing gain or the spatial degrees of freedom of the channel defined as

d = lim
P→∞

log2 det
(
INr + P

Nt·σ2
n
HHH

)
log2

(
P
σ2
n

) , (2.5)

which measures the number of spatial streams that can reliably be transmitted in
parallel and the diversity gain defined as

r = lim
P→∞

−
log
(

Pr
{

log2 det
(
INr + P

Nt·σ2
n
HHH

)
< Rout

})
log
(
P
σ2
n

) . (2.6)

Both quantities have a maximum value that depends on the number of involved anten-
nas:

• Maximum multiplexing gain: dmax = min {Nr, Nt}

• Maximum diversity gain: rmax = Nr ·Nt.

Due to the fundamental diversity-multiplexing tradeoff, both gains can in general not
be achieved simultaneously, as degrees of freedom that are used for diversity are not
available anymore for multiplexing and vice versa [159].

2.3.1 Broadcast & Multiple Access Channel

When considering cellular networks, the channel models need to be extended such that
the communication between multiple nodes can be taken into account. The simplest
models that still contain the essential properties, at least for the communication in a
single cell in which multiple users are served, are the broadcast channel (BC) for the
DL and the multiple access channel (MAC) for the UL, which share a duality [65,145].

In a simple discrete time BC model of a single BS that is equipped with NB antennas
that communicates with K MSs, each with NM antennas, the DL signal received by
user k can be modeled as

yk = Hk · x + nk, , k = 1, . . . , K, (2.7)

where we drop the discrete time index and x ∈ CNB is the transmit signal vector of
dimension NB, Hk ∈ CNM×NB the frequency flat channel from the BS to MS k, and
nk ∈ CNM the noise induced in the MS. As the transmitted signal x contains the data
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intended for multiple users, it can assume the superposition

x =
K∑
k=1

xk, (2.8)

with xk being the signal carrying the message for user k, possibly linearly or non-
linearly encoded with covariance matrix Kk = E

[
xk · xH

k

]
. The power allocated to MS

k follows thus as Pk = Tr {Kk}. The other messages contained in xj, for j 6= k, pose
undesired interference to user k.

In the UL, each MS transmits its signal xk and the BS receives the superposition

y =
K∑
k=1

H†k · xk + n, (2.9)

with H†k ∈ CNB×NM being the uplink channel from MS k to the BS, which may or may
not be reciprocal to Hk, and n the noise induced in the BS. This channel model is also
referred to as the MAC.

In contrast to point-to-point communication systems where a single source transmits
to a single destination, the capacity of a multiuser setup cannot be described by a single
number as in (2.3), but by a multidimensional rate region in which each point therein
is a rate-tuple with an achievable rate for each individual user. In multiuser setups as
described by the BC or MAC, each of theK users can thus communicate simultaneously
with a rate that lies within that rate region.

In the case of the BC, this rate region can be written as [93]

C = conv

{⋃
Q,π

{R1(Q, π), . . . , RK(Q, π)}

}
, (2.10)

where conv(·) is the convex hull operation and
⋃

states the union of multiple rate
regions. Thereby, all choices of possible precoding matrices Q and all encoding orders
π need to be considered for the evaluation. For a fixed choice of these parameters, the
individual rates are bounded by

Rk(Q, π) ≤ log2 det

INr +

σ2
nINr +

∑
π(j)>π(k)

HkQjQ
H
j HH

k

−1

HkQkQ
H
kHH

k

 ,

(2.11)
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where the interference terms that come, with a specific encoding ordering π, before the
signal of user k, i.e. all interference terms for π(j) < π(k), are pre-cancelled at the
transmitter.

Even though difficult to achieve in practice, this rate region can be characterized by
the duality that the BC shares with the corresponding (or dual) MAC in which the
sum of the transmit powers of all users is equal to the total transmit power of the BC.
The capacity region of the MAC is easy to achieve (at least in theory), by applying
successive interference cancellation (SIC), which decodes each stream sequentially af-
ter subtracting the reconstructed signal contributions of the previously decoded data
streams [143]. But also in this case, all possible user orderings have to be considered,
which makes a full characterization of the achievable rate region difficult when many
users are involved.

The corresponding dual scheme with which the capacity of the BC can be achieved
is dirty paper coding (DPC) [18, 26]. Thereby, the interference is pre-cancelled at the
BS and user scheduling and power loading is also implicitly included in the orderings
π and the precoders Q. While this form of precoding is the optimal strategy from an
information theoretic perspective, it is difficult to implement in practice [38,93].

Accordingly, focus has been set on suboptimal but less complex schemes such as
vector perturbation methods [55, 103], sphere decoding [46], or Tomlinson-Harashima
precoding [50, 142]. Thereby, the interference is precanceled at the transmitter and,
since a simple subtraction might lead to highly increased transmit powers, applied to
a modulo operation until the transmit signal strength is again in the range of the one
without interference subtraction and does satisfy the power constraints. While such
precoding schemes achieve close to optimal results, they require highly precise CSIT
which is difficult to obtain in practice. The least inaccuracies in the CSI lead to a
failure of the interference cancellation. Moreover, these schemes require complicated
encoding and decoding processes which are regarded to be too complex for practical
implementation in real-time systems (see e.g. [81,153,157]).

An alternative is linear precoding in which linear precoding matrices Q are applied
to transform the data symbols. By formulating appropriate objective functions, linear
precoding matrices can be optimized with relatively low complexity as compared to
the better non-linear schemes. The downside is however that residual interference
between data streams have to be accepted which are in the receivers usually treated
as noise. Many different schemes have been proposed and discussed that, despite
being suboptimal, achieve close to optimal results under certain conditions. Prominent
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Figure 2.1.: Basic information theoretic channels.

examples that are promising due to their relative ease for practical implementation are
zero-forcing (ZF) or block ZF in which the interference terms between data streams or
between different users are cancelled by a precoder that forces the signals to lie in the
null space of the respective channels [25, 132], minimum mean squared error (MMSE)
precoding that chooses the precoding matrices such that the MMSE of the received
data symbols is minimized [66, 134, 140], or leakage based precoding designs which
attempt to increase the desired signal strength and reduce the interference caused to
others users at the same time, i.e. to maximize the signal-to-leakage-and-noise ratio
(SLNR) [121, 123]. Further details are provided in the chapters where we apply these
schemes.

Even though such linear schemes come with a loss in the achievable rates compared
to DPC, the scaling law of the achievable rates for large SNRs behaves the same, i.e.
the maximal multiplexing gain can be characterized by

dmax = min {NB, K ·NM} (2.12)

and the maximal diversity gain that can be achieved is

rmax = NB ·K ·NM, (2.13)

when non-degenerate channels that offer full rank are assumed.

2.3.2 Interference Channel

The BC and MAC are models that describe the communication within a single cell
where a single BS serves multiple MSs. In order to describe situations in which multiple
sources and destinations wish to communicate concurrently with each other, these
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models are no longer sufficient but need to be combined to the interference channel
(IC), which in its simplest form consists of K source-destination pairs that wish to
communicate simultaneously with each other. In order to model such a scenario, the
receive signal of destination k, which can be attributed to a BS or an MS, can be
described by

yk = Hk,k · xk +
K∑
j=1
j 6=k

Hk,j · xj + nk, (2.14)

where the first term reflects the intended signal from its corresponding source node
k and the second and third term are the interference (from and intended to other
source-destination pairs) and noise. This channel model can be seen as a combination
of the BC and MAC where Hj,k ∈ CNr×Nt describes the channel between source j and
destination k, which are equipped with Nt and Nr antennas, respectively.

Even though extensively studied (see e.g. [17] and references therein), the exact
capacity of the general IC, and thus an optimal transmission strategy, remains unknown
until now. Several methods to cope with the interference in such a network have been
considered [17]:

Orthogonalize different users: This is the conventional (cellular) approach in which each
user pair is assigned to different resources, e.g. with FMDA, TDMA, or CDMA. With
this, each user sees its intended signal without interference but at the cost of sharing
resources. The data rates can thus only scale with 1

K
·min {Nr, Nt}·log2(P )+o(log2(P )).

Decode the interference: If the interference received by a destination is strong, the
nodes can try to decode the interfering signals along with the desired one in order to
improve the rate of the desired signal. Thereby, the strength of the interference still
limits the data rates of the other signals and such an approach comes with a extensive
receiver complexity.

Treat as noise: If the interference seen by the receiving nodes is weak, it can be treated
as noise. In case of linearly precoded, i.i.d. Gaussian signals xk = Qk · sk, with
sk ∼ CN (O, I), the achievable rate of user k follows as

Rk = log2 det

INr +

 K∑
j=1
j 6=k

Hk,jQjQ
H
j HH

k,j + σ2
n · INr


−1

·Hk,kQkQ
H
kHH

k,k

 . (2.15)
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Thereby, the precoding matrices Qk can be chosen in a selfish fashion, i.e. only with
single user precoding and ignoring the other users, or in a more altruistic fashion in
which the precoding is designed to keep the interference caused to other users low.

A particularly interesting result thereby is reported in [17]. Even though such an IC
is considered to be interference limited, a rate scaling of K

2
· min {Nr, Nt} · log2(P ) +

o(log2(P )) can be achieved, i.e. each user can get one half of the degrees of freedom,
irrespective of how many users share the wireless medium. A way to achieve this is
interference alignment. Thereby, the desired signals and the interference as seen by
each receiver are precoded such that they fall into orthogonal signal dimensions. As
a consequence, each transmitter-receiver pair can use half of the system resources for
interference free communication [17]. In order to achieve that, symbols have to be coded
over long blocks (e.g. time or frequency blocks) which grow faster than exponentially
with the number of users [32]. Alternatively, spatial multi-antenna transmit and receive
filters can be used to obtain aligned solutions. In this case, the number of antennas
required to achieve interference alignment grows only linearly with the number of users,
similar to approaches as ZF.

The concept of interference alignment can be seen as a coordination technique in
which multiple source-destination pairs coordinate their transmission such that the
desired signals are not affected by interference. Thereby, accurate CSI is required but
different nodes do not need to exchange user data. Even though sum rate increases
linearly with the number of involved users, more sophisticated cooperation schemes
where nodes can also exchange user data and apply joint precoding can achieve higher
performance. With full cooperation, a rate scaling of K · min {Nr, Nt} · log2(P ) +

o(log2(P )) can be achieved.

2.3.3 BS Cooperation with Joint Linear Precoding

While the basic channel models discussed above provide insightful results for multiuser
communication, practical cellular networks are too complex to be captured in these sim-
ple scenarios and consist of a combination of all previously discussed channel models.
A multi-cell setup consists of multiple BSs that each serve multiple MSs. Depending
on wether the DL or the UL is considered, such a network can be seen as multiple in-
terfering BCs or MACs that are distributed in space and are thus affected by pathloss,
fading, and interference. The first two challenges can be mitigated by installing more
BSs within a region with which the cells become smaller. The users can accordingly
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Figure 2.2.: Virtual antenna array consisting of multiple cooperating BSs: when multiple
BSs cooperate together over a backhaul of infinite capacity, the resulting net-
work can be seen as a BC.

benefit from higher signal powers due to the smaller pathloss as well as from macro
diversity if they are in reception range of multiple BSs. In order to mitigate the impair-
ments of interference, users that are in coverage range of each other can be assigned
to orthogonal resources. With a spatial reuse partitioning, the same resources can be
used for other users that are sufficiently far apart. This however limits the achievable
rates by the reuse factor which linearly lowers the data rates for each user when the
number of MSs increases. A more sophisticated interference management which allows
all users to profit from high bandwidths is to apply joint beamforming across multiple
BSs. With this, the interference between different users can be mitigated by precoding.

If multiple BSs can cooperate with each other via a backhaul of infinite capacity,
i.e. any information exchange can be achieved without any delay, a multi-cell network
acts similar to a BC with only a single BS (cf. Fig. 2.2). In this case, all information
that is available at one BS can immediately be transferred to all others and all BSs
can then jointly precode all signals for all MSs. The communication of the cooperating
BSs is then very similar to a conventional BC, with the difference that not a single
antenna array serves the MSs but a large virtual one that is distributed in space. If
multiple BSs are involved, however, a fundamental difference arises from the power
constraint that is usually imposed. While a certain maximal transmit power of a single
node must not be exceeded by regulatory restrictions that limit the emissions, multiple
nodes cannot share their available or allowed transmit power. As a consequence, each
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node must fulfill its own power constraint individually, which makes the optimization
of the transmission strategy mathematically more difficult. As in the original BC, DPC
is the capacity achieving transmission scheme. As discussed before, non-linear schemes
are of high complexity and have very stringent requirements on CSI accuracy which
are hard to meet in practical systems, especially when multiple BSs cooperate with
each other.

In order to develop practical transmission schemes, we thus restrict ourselves in this
work to linear precoding. With this, a tradeoff between near-capacity performance and
reasonable complexity can be achieved. With linear precoding, the transmit signals are
restricted to form linear combinations of the individual symbol vectors for the different
users, i.e. the signal transmitted by a BS b with NB antennas is of the form

xb =
K∑
k=1

Qk,b · sk, (2.16)

where sk ∈ CNs is the signal vector with Ns ≤ NB data streams intended for user k and
Qk,b ∈ CNB×Ns the corresponding precoding or beamforming matrix from BS b. When
the network consists of B BSs, the receive signal of user k can be given as

yk =
B∑
b=1

Hk,bQk,bsk +
B∑
b=1

K∑
j=1
j 6=k

Hk,bQj,bsj + nk, (2.17)

with Hk,b being the frequency flat block fading channel between BS b and MS k and
nk the noise induced in MS k. The resulting achievable rate of MS k follows as

Rk = log2 det

(
INr +

(
K

(i)
k + K

(n)
k

)−1

·K(s)
k

)
, (2.18)

with the covariance matrices of the desired signal, interference, and noise given by

K
(s)
k = Es

[
B∑
b=1

B∑
b′=1

Hk,bQk,bsks
H
kQH

k,b′H
H
k,b′

]

=
B∑
b=1

B∑
b′=1

Hk,bQk,bEs

[
sks

H
k

]
QH
k,b′H

H
k,b′

=
B∑
b=1

B∑
b′=1

Hk,bQk,bQ
H
k,b′H

H
k,b′ , (2.19)
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K
(i)
k = Es

 K∑
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j 6=k

B∑
b=1

K∑
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j′ 6=k

B∑
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Hk,bQj,bsjs
H
j′Q

H
j′,b′H

H
k,b′


=

K∑
j=1
j 6=k

B∑
b=1

B∑
b′=1

Hk,bQj,bQ
H
j,b′H

H
k,b′ , (2.20)

and

K
(n)
k = En

[
nkn

H
k

]
= σ2

n · INM
. (2.21)

By applying per BS power constraints of the form

Tr

{
Es

[
K∑
k=1

K∑
j=1

Qk,bsks
H
j QH

j,b

]}
= Tr

{
K∑
k=1

Qk,bQ
H
k,b

}
≤ PB, ∀b ∈ {1, . . . , B} , (2.22)

with PB the maximal allowed transmit power of each BS, the performance of the entire
network can thus in principle be optimized. For the example of the sum rate, this leads
to the following optimization problem:

max
{Qj,b}

j,b

K∑
k=1

Rk (2.23)

s.t. Tr

{
K∑
j=1

Qj,bQ
H
j,b

}
≤ PB, ∀b ∈ {1, . . . , B} .

Solving this problem is however very difficult, as it is highly non convex as all user rates
inter-depend on each other in the different covariance matrices of the desired signals and
interference. Many local optima can be found with narrow regions of attraction [127].
Moreover, many of these local optima, if one is found by an optimization tool, do not
lead to the desired performance as not all locally optimal points exploit all degrees of
freedom; the performance can thus be rather poor if not a “good” optimum is reached.
Hence, attempting to solve (2.23) directly is mostly infeasible in practice. Research
has therefore focused on sub-optimal but simpler approaches in which the performance
criterion (e.g. sum rate) is usually not directly optimized, but a simpler optimization
problem is formulated that can be solved more efficiently [38]. In this thesis, we thus
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focus on schemes that are of comparably low complexity. Thereby, we put a special
focus on block ZF and SLNR precoding that still yield spatial multiplexing, array, and
diversity gains, which can enhance the performance of cellular networks.

2.4 Channel Model

In order to evaluate the performance of different transmission schemes, the underlying
channel model is of particular importance. Especially in cellular networks, propaga-
tion phenomena as pathloss and shadowing severely affect the performance and can
even be exploited by the network topology, e.g. by applying specific reuse patterns
to minimize interference between locally separated users. A channel model that ac-
curately models these aspects is thus vital in order to study transmission techniques
and network architectures of cellular networks. Several different channel models have
thus been developed that all attempt to reflect the most important physical propaga-
tion properties in a realistic way. Prominent channel models that are widely used in
literature include the 3GPP’s spatial channel model (SCM) and its extended version
(SCME) [4], the channel model IEEE 802.16j developed for WiMAX [59], and the mod-
els developed by the WINNER phase II project (WINNER II) [76]. These models have
initially been developed for studies on 4G networks and are supported by extensive
measurement campaigns. According to [149] and others, particularly the WINNER II
model is thereby widely accepted to be well suited for the evaluation of cooperative
transmission with multiuser MIMO schemes for LTE-Advanced systems and thus for
cellular networks of the current and next generation. More recent projects such as the
METIS project [99] that explore and study technologies for 5G networks also adopted
the WINNER II channel model. For the evaluations in this thesis, we thus apply this
model.

The WINNER II channel model is a generic, geometry based stochastic channel
model that generates time varying and frequency selective channel impulse responses
in the equivalent baseband representation and supports bandwidths up to 100 MHz and
carrier frequencies between 2 and 6 GHz [76]. The model can describe an arbitrary
number of propagation environment realizations for multiple radio links with single or
multi-antenna nodes. The channel impulse response realizations are generated with
geometrical principles by taking into account contributions of different rays (plane
waves) with specific parameters like delay, attenuation, shadowing, angle of arrival,
angle of departure, and others. As the system models used in this thesis are limited
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2.4. Channel Model

to a single frequency flat subcarrier, we apply the WINNER II model with single tap
channels only. As a consequence, the channel model reduces to contain Rayleigh or
Rice fading with specific parameters such as pathloss and shadowing that depend on
the chosen propagation environment.

Among the different propagation scenarios that are provided in the WINNER II
channel model, the following are of particular importance for the networks that we
consider in this thesis:

• urban micro-cells,

• residential macro-cells, and

• rural macro-cells.

The radio signal is thereby affected by different pathloss and shadow fading (shadowing)
parameters as well as different scattering behaviors. The pathloss behavior for these
scenarios is shown in Fig. 2.3. It can be seen that the urban case with non-line-of-sight
(NLOS) condition and the rural environment with line-of-sight (LOS) condition form
the most extreme cases. In the following, we are thus mainly interested in these two
scenarios, with a special focus on the former, as dense urban environments pose the
most demanding challenges for high data rate service in cellular networks.
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Figure 2.3.: Comparison of the pathloss in different environments [76].
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Urban Micro-Cells

The environment of urban micro-cells corresponds to scenario C2 in the WINNER II
channel model [76]. In such a micro-cell, mobiles are typically located outdoors at 1.5
m above street level, while BSs are fixed mostly on rooftop level. The environment
has a high density of buildings. These can have irregular locations or can be placed in
blocks between a rectangular grid of streets.

In the NLOS propagation condition, the channels are modeled as Rayleigh fading,
i.e. the elements hij of a channel matrix H are i.i.d. CN (0, σ2

h), where the variance is
determined by the pathloss and shadowing. The pathloss is given by [76]

L=

(
44.9− 6.55 log10

(
hBS

m

))
log10

(
d

m

)
+34.46+5.83 log10

(
hBS

m

)
+23 log10

(
fc

5 GHz

)
[dB],

(2.24)
with d being the distance between transmitter and receiver, hBS the height of the BS
antennas (in our simulations considered as 25 m) and fc the carrier frequency which we
usually assume to be 2.6 GHz. The shadowing has a log-normal distribution with mean
µ = 0 dB and a standard deviation of σ = 8 dB. Antenna correlation is not applied.

In certain scenarios we also consider LOS links in the urban environment, particularly
for links between BSs and dedicated relay nodes as discussed in Chapter 4. In this
case, the fading is given by Rice fading with a log-normal Ricean K-factor with mean
µ = 7 dB and standard deviation σ = 3 dB. The pathloss is given by [76]

L =



26 log10

(
d

m

)
+ 39 + 20 log10

(
fc

5 GHz

)
, 10 m < d < dBP

40 log10

(
d

m

)
+ 13.47− 14 log10

(
h′BS

m

)
−

14 log10

(
h′MS

m

)
+ 6 log10

(
fc

5 GHz

)
, dBP < d < 5 km,

(2.25)

which depends on the break point distance dBP = 4 · h′BS · h′MS · fc/c, with the effective
antenna heights h′BS = hBS − 1 m and h′MS = hMS − 1 m and c the speed of light. The
shadowing is modeled as a log-normal random variable with zero mean and standard
deviation

σ =

4 dB, 10 m < d < dBP

6 dB, dBP < d < 5 km.
(2.26)
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Rural Macro-Cells

The propagation scenario of rural macro-cells corresponds to WINNER II scenario
D1 [76]. It represents radio propagation in large areas with low building density. The
environment is assumed to be mostly flat, consisting of sparsely located houses along
roads that lead through fields and some forests or small villages. As a consequence,
LOS conditions are expected to appear more frequently than in urban areas. To this
end, we model the rural channels by Rice fading. The log-normal Ricean K-factor has
a mean µ = 7 dB and a standard deviation σ = 6 dB. The pathloss is in this case [76]

L =

21.5 log10

(
d
m

)
+ 44.2 + 20 log10

(
fc

5 GHz

)
, 10 m < d < dBP

40 log10

(
d
m

)
+ 10.5− 18.5 log10

(
hBS·hMS

m2

)
+ 1.5 log10

(
fc

5 GHz

)
, dBP < d < 10 km,

(2.27)
with the break point distance dBP = 4 · hBS · hMS · fc/c. The log-normal shadowing has
the same standard deviation as in (2.26).

Further Comments

In all simulations, we assume that the shadowing parameters as well as the K-factors
are the same for all antennas of the same node but independently drawn for different
nodes. For the specifications of the transmit powers and noise variances, we assume
for all systems an underlying bandwidth of 100 MHz.

As the computer simulations are based on the described channel models, the obtained
results depend on the chosen parameters. With other channel models or different pa-
rameters, different results might arise. Particularly when systems are considered that
use radio frequencies which are not supported by the WINNER II model (e.g. 60 GHz
transmissions), the conclusions drawn from this work might not be valid anymore. Nev-
ertheless, the applied channel models can be considered to realistically reflect the most
important propagation phenomena for cellular networks that operate in frequencies
between 2 and 6 GHz.

2.5 Figures of Merit

Measuring the performance of cellular networks is a non-trivial task. The optimization
of such networks can be seen as a multidimensional problem that consists of many dif-
ferent objectives that might even contradict each other. So are not only the achievable
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rates for each user and the total throughput of BSs of importance, but also coverage
range, the network wide spectral efficiency, as well as the QoS that can be guaranteed.
Moreover, also costs that come with them need to be considered. These include the
required infrastructure, additional backhaul traffic, introduced delays, transmit power,
complexity of hardware and algorithms, as well as economic costs.

In this thesis, we consider PHY layer cooperation schemes and do not consider
functionalities of higher layers. To this end, the figures of merit that are used in
this work are based on achievable rates. Achievable rate, as an information theoretic
concept, provides an upper bound on the data rate in the limit of long code block
lengths. Overhead due to channel estimation, node assignment or traffic management
in higher layers, or cyclic prefixes when OFDM based systems are considered are not
taken into account. Nevertheless, achievable rates provide a measure for the potential
of PHY layer transmission. With the development of modern turbo codes and low-
density parity check codes, research has found ways to come close to these theoretical
rates [143]. Therefore, we use the achievable rates as the basic performance measure
that form the basis of the figures of merit with which we will evaluate and compare
the different schemes in this work.

In order to optimize the performance of the networks considered in the following
chapters, we apply different objective functions that reflect the different criteria a
cellular network should fulfill. Thereby we focus mainly on throughput, QoS, and power
consumption. In order to allow feasible formulations of mathematical optimization
problems, we focus on

• Sum rate maximization, which reflects the total throughput that can be achieved
in a network or in a part of it. This objective usually leads to solutions that
assign the most resources (such as power) to the strongest users while weaker
ones are penalized.

• Maximizing the minimum rate (max-min optimization), which maximizes the
data rate of the weakest user in a specific set. An optimization with respect to
this objective leads to fair rate distributions among the different users. The per-
formance of strong ones is however reduced such that the available resources can
be used to improve the weaker ones. This objective usually leads to significantly
smaller throughput than sum rate maximization.

• Outage minimization in which the probability that a user can achieve a certain
target rate is minimized. In contrast to max-min optimization where very poor
data rates for all users are possible when one of them is particularly weak, outage
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minimization does not penalize strong users. Resources of strong users are only
reduced to an extent that still fulfills the targets. This approach can be seen as
a certain tradeoff between sum rate maximization and max-min optimization.

• Transmit power minimization that leads to energy efficient solutions. Thereby, a
target data rate is usually applied to each user and the lowest possible transmit
power that is required to achieve this target rates is to be found. Optimization
problems with this objective cannot always be solved. Due to the interference,
certain target rates might be infeasible for any power allocation.

Depending on the specific networks and transmission protocols of the following chap-
ters, we will attempt to optimize the network performance with respect to the objectives
discussed above. In order to measure different aspects of the performance of cellular
networks that can be achieved with these objectives, we use different figures of merit.
Empirical cumulative distribution functions (CDFs) provide thereby insights into the
statistics of instantaneous achievable user rates. In slow fading environments, the CDFs
show which data rate the users can achieve with which probability. The CDFs however
give no information about the locations where certain rates are achievable. Especially
in cellular networks, the performance heavily depends on the position where the users
are located relative to the infrastructure nodes and other users. Close to BSs, higher
rates can be expected than in areas further away from them.

In order to reflect also the spatial distribution of the performance, we often show
area plots with average rates, outage probabilities pout, or outage rates Rout (a data
rate that is achieved with a certain probability, e.g. with 95%). Such two dimensional
representations give further insights into the achievable rates and where they can be
obtained. Different objective functions will thereby lead to drastically different rate
distributions. For sum rate maximization for example, it can be expected that high
data rates are concentrated closely around BSs or other infrastructure nodes, while
the max-min optimization leads to a more homogeneous distribution. When outage
probabilities or outage rates are plotted in this fashion, important conclusions regarding
coverage can be made as these measures reflect in which locations data rates can be
guaranteed with high probability. Note however that these measures (pout and Rout)
might improve with additional diversity that would be present with wideband channels.
As we limit the discussions and simulations to a single subcarrier, the diversity that
comes with frequency selective channels is not taken into account. Other measures
such as average rates which are averaged over many channel realizations are equivalent
to the wideband case with a high frequency diversity when no power loading across
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different subcarriers is applied. To this end, average rates are also presented in CDFs
as well as in area plots.

In order to reflect coverage and data rates that can be achieved in the entire network
with high probability and to allow a comparison between different schemes with single
numbers, we further define two key performance indicators: On one hand, we compare
the coverage of the network, which we define as the percentage of the area in which
the target rate of 1 bps/Hz can be achieved with a probability of 95 %:

Coverage =

∫∫
Sector

I {R5%(x, y) ≥ 1} dxdy∫∫
Sector

1 · dxdy
, (2.28)

where R5%(x, y) is the 5% outage rate in grid point (x, y) and I{·} the indicator function
which is one when the argument is true and zero otherwise. This reflects in which parts
of the network a user can expect to have acceptable performance, but not how large
the data rates are. Note that this measure heavily depends on the chosen target rate;
a very low target rate can be achieved in 100 % of the area with all schemes, while a
too large target might never be achieved in any of them. Nevertheless, 1 bps/Hz seems
to us to be a meaningful target for a wide coverage with 2 spatial data streams that
we usually assume for each MSs.

On the other hand, we use the average 5% outage rate, averaged over the area, i.e.

Average R5% =

∫∫
Sector

R5%(x, y)dxdy∫∫
Sector

1 · dxdy
. (2.29)

In this measure, the relation to the location or the area is lost, but it reflects better
how large the provided data rates are. A user can thus expect to be served by this rate
with a probability of 95% when he is located in an arbitrary and unknown position.

The chosen figures of merit and their representations cannot provide a thorough
characterization of the exact performance of cellular networks, particularly delays,
overhead (e.g. due to channel estimation), or computational complexity or costs are
not taken into account. Nevertheless, they offer a wide overview over the different
performance gains that can be achieved with the transmission schemes presented in
the following.
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From an information theoretic perspective, the capacity of the DL in cellular networks
can be achieved by cooperative transmission schemes such as DPC [39,87,143]. When
all BSs can exchange all their data, have full and perfect CSI of the entire network,
and share a joint sum transmit power constraint, the network resembles a broadcast
channel. When BSs have access to all this information and if they have sufficient
computational capabilities, global cooperation combined with sufficiently large antenna
arrays can provide all the gains that theoretic academic research suggests. However,
when practical networks are considered, each BS has its own local maximal transmit
power and the required CSI needs to be estimated and distributed to all involved
nodes. While the former leads to a reduction in capacity and makes the mathematical
optimization problem more difficult, the latter introduces additional overhead that
might diminish or even destroy the potential performance gains with which practical
cooperation has its limits [90,109].

In order to achieve optimal or close to optimal results, unlimited cooperation of all
BSs in the whole network is required. This means, that all cells/sectors of a cellular
network have to be connected together, such that a global multi-cell MIMO communi-
cation can be realized. Only then, all interference terms can be turned into useful signal
contributions and the full degrees of freedom of the network can be exploited. Even
though such a global cooperation would be optimal, it is difficult to realize in practice
if large networks are considered. Since all sectors of cooperating BSs are coupled with
each other, a large number of cooperating BSs results in very stringent requirements
on delay and very high computational complexity that would be hard to meet in prac-
tice. Hence, it is desirable if cooperation is limited to a subset of BSs. With this, the
computational complexity for joint precoding and the overhead for channel estimation
and dissemination can be kept limited.
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Most academic research in this field has however focused either on strongly simplified
networks such as Wyner type models (e.g. [39]) with which theoretic bounds can be
derived, or only on individual aspects of cellular networks. Such aspects include the
impact of sectorization on certain schemes [116], robustness of certain schemes against
inaccuracies (e.g. imperfect CSI) [12], or optimizing the sum rate with linear precoding
[156]. References [25] and [6] apply a block ZF approach and study its performance
in a more realistic cellular setup where also the interference from other cooperation
clusters is considered. Power allocation is either done uniformly or by maximizing the
sum rate in a suboptimal way. Maximizing the sum rate is however not an appropriate
criterion if good coverage and high QoS should be provided. If sum rate is maximized,
users who are located close to a BS usually achieve much higher rates than users that
are further away from them. In order to provide a high QoS to all users, max-min
optimization leads to more fairness among the different user locations. This criterion
is thus better suited to address and improve the performance of individual users. This
comes with the consequence that high peak rates are reduced for the sake of the poor
users. The authors in [69] and [68] compare approaches based on ZF combined with
such max-min rate optimization and ZF-DPC. The goal in both cases is to increase
the QoS of a cellular network by BS cooperation. Inter-cluster interference is in these
works however not taken into account.

As available scientific work differs in its models and assumptions, it is difficult to
compare several techniques with each other. Moreover, the performance heavily de-
pends on various parameters, such as traffic load or effective SINR, which are hard to
predict and model [11]. To this end, it is important to have a unified framework, which
allows comparing different schemes in a fair and consistent fashion, and capture prac-
tical considerations in a realistic way. These include, among others, network topology,
backhaul connection, channel models that attempt to accurately model fundamental
properties of cellular networks such as distance dependent pathloss and shadowing, and
imperfections. An attempt to provide a simulation framework that is close to reality
can be found in [128], which describes an complete LTE link level simulator that in-
cludes very realistic models of the PHY and higher layers. In [129], different precoding
designs are evaluated and compared in this environment, which shows the potential
gain of cooperative transmission schemes such as ZF or SLNR over non-cooperative
approaches. The simulations were conducted only for a 2 × 2 system (either a 2 × 2

point-to-point MIMO link, or two interfering 2×1 links), as the simulation environment
is very complex and studying larger networks is hardly possible.
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In this chapter, we develop a framework that allows to study the performance of
larger networks that contain multiple cells. To this end, we focus on the PHY layer
and apply a signal model for linear narrow band transmission. The framework com-
prises a general signal model for an arbitrary number of nodes and antennas, chan-
nel models that reflect realistic pathloss and shadowing, noise, and signal parameters
recommended by the 3GPP as well as realistic network geometries. Higher layer con-
siderations and the evaluation of broadband systems is omitted, such that an efficient
evaluation of different schemes in different setups and network configurations is possi-
ble. This allows to study the potential of locally restricted, cluster based, cooperation
schemes in realistic scenarios with practical considerations. Thereby we focus on sub-
optimal transmission schemes that are of high practical relevance. We are interested in
the potential of CoMP in realistic cellular networks and what influence the organization
and architecture of the network has on the performance.

In order to reduce the outage probability and maximize the coverage range, we pro-
pose a cooperation scheme that maximizes the minimal rate achievable in a cooperation
set, based on block ZF. Since this cooperation scheme requires an adaptation of the
transmission to each change in the channel realization, it is not applicable to users that
move with high velocity. To this end, we also apply a second approach that exploits
macro-diversity. This approach does not require CSIT at the BSs and can thus also be
used for users that are affected by fast fading channels. With this two approaches, we
reflect two cases of the different levels of cooperation that are foreseen for 4G networks
which range from joint scheduling with BS selection up to joint multi-point transmis-
sion as discussed in Chapter 2.

3.1 Network Model

The considered network consists of multiple BSs that serve multiple mobile users. The
entire area is divided into different cells that are assumed to be of the form of regular
hexagons. Each cell is further divided into multiple sectors. If not stated otherwise,
the number of sectors per cell is three, each with an angle of aperture of 120◦. The BSs
are located in the center of the cells and consist of a separate antenna array for each
sector that belongs to the cell. For notational convenience, we refer to the antenna
arrays corresponding to different sectors of the same cell as separate BSs, even though
they are located on the same spot. The mobile users located in a specific sector are
thus served by the BS that corresponds to this sector. Further, we consider only one
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BS 1

BS 2

BS 3

MS 1

MS 2

MS 3

Figure 3.1.: Example of a cellular network with three cells that are divided into three sectors.
Each sector comprises one BS and one MS. The cooperation setM comprises
BSs 1, 2, and 3. The other BSs interfere with the communication within this
cooperation area.

resource block (time and frequency slot) and assume that each sector of the network
serves exactly one MS at a given time instant. Multiple MSs assigned to the same
sector could share the resources by e.g. a TDMA or FDMA scheme. A sketch of the
considered network can be seen in Fig. 3.1.

In order to limit the complexity and overhead for BS cooperation, we group the BSs
into different clusters or cooperation setsM1, . . . ,MS that each jointly serves a certain
area, where S is the number of cooperation sets. The cooperation sets are assumed to
be fixed during a transmission period and a specific resource (time/frequency) block.
Different clusters can consist of a different number of nodes; some may contain only a
single BS while others can contain a plurality of BSs and MSs. In the following, we
refer to a specific cooperation set Mc that contains |Mc| = M BSs (or equivalently
sectors) that are able to cooperate with each other. Note that the special cases M = 1

and M = Mtot, where Mtot is the total number of BSs in the entire network, mean
no cooperation at all or global cooperation across all BSs, respectively. The set Mc

is then the set of all other BSs that belong to other cooperation sets and are not
able to cooperate with the BSs in Mc but cause interference to the communication
within the area of focus. The sets of MSs in the corresponding cooperation areas are
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denoted by Kc. The cooperation area of focus consists of |Kc| = K MSs. Due to the
aforementioned assumption of a single active MS per resource block in each sector,
K = M . The BSs and MSs, respectively, are equipped with NB and NM antennas.
The antennas of the BSs are assumed to be directional with antenna patters according
to the 3GPP specification in [1], while those of the MSs are omnidirectional.

Regarding the signaling and signal processing, we make the following assumptions:

• Perfect CSIR with which the data rates that are calculated for the different
schemes are achievable.

• If the joint transmission scheme with block ZF is applied, the BSs within a cluster
have perfect CSIT of all users in this cluster.

• With joint transmission, the BSs within the same cluster can fully share CSI and
user data. The BSs in different clusters do not share anything.

• BSs within the same cluster are perfectly synchronized in time and phase, and
different propagation delays from the BSs are compensated.

• For the macro diversity schemes, not CSIT at all is assumed, but perfect rate
knowledge of all MSs in the cluster is available to assign the MSs to the BSs.

With this assumptions, we can formulate the IO relation for the narrowband case as
follows.

3.1.1 Narrowband Input-Output Relation

In the downlink, the b-th BS belonging to Mc, for b ∈ {1, . . . , M}, transmits a sum
of different signals, one intended for each of the K MSs in the cooperation area:

xb =
K∑
j=1

xj,b, (3.1)

where xj,b ∈ CNB is the signal from BS b intended for MS j. We assume linear precoding
and factorize these signals to

xj,b = Qj,b · sj, (3.2)

with s ∈ Cds being the symbol vector intended for MS j of ds data streams, and Qj,b the
corresponding precoding matrix. The elements of sj are assumed to be i.i.d. CN (0, 1).
The variance is normalized to unity such that the power allocation for each symbol
takes place in the precoding Qj,b, additional to the beamforming.
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3. Locally Restricted BS Cooperation

The receive signal at MS k, for k ∈ {1, . . . , K}, follows as

yk =
∑
b∈Mc

Hk,bQk,bsk︸ ︷︷ ︸
desired signal

+
∑
b∈Mc

K∑
j=1
j 6=k

Hk,bQj,bsj

︸ ︷︷ ︸
intra-cluster interference

+
∑
i/∈Mc

Hk,ixi︸ ︷︷ ︸
out-of-cluster interference

+ wk︸︷︷︸
noise

. (3.3)

Therein, the first term captures all desired signals (transmitted by the cooperating BSs
in Mc). The second term contains the signals transmitted by nodes within Mc but
intended for other MSs in Kc and the third sum describes the interference caused by the
nodes outside the cooperation area of focus. The noise with elements i.i.d. CN (0, σ2

w)

induced in MS k is denoted by wk. The matrix Hk,b ∈ CNM×NB describes the channel
from BS b to MS k, where we assume that the frequency flat channel remains constant
for one transmission period, i.e. we consider a slow fading channel of one subcarrier
of an OFDM-based system. The interference in (3.3) contains two contributions that
are distinguished as interference from all BSs belonging to Mc, referred to as intra-
cluster interference (ICI) and interference caused by the transmission in other sectors,
referred to as out-of-cluster interference (OCI). The purpose of cooperation is to control
or even exploit the ICI. The OCI, on the other hand, remains as the BSs inMc cannot
cooperate with the BSs inMc and the OCI can therefore not be cancelled.

The main performance measure that will be used in this work is the achievable rate
which is for user k given by

Rk = log2 det

(
INM

+
(
K

(i)
k + K

(n)
k

)−1

·K(s)
k

)
[bps/Hz], (3.4)

where K
(s)
k , K

(i)
k , and K

(n)
k are the covariance matrices of the desired signal, interference,

and effective noise (including OCI) of MS k. These covariance matrices are given by

K
(s)
k = E

[∑
b∈Mc

∑
b′∈Mc

Hk,bQk,bsks
H
kQH

k,b′H
H
k,b′

]
=
∑
b∈Mc

∑
b′∈Mc

Hk,bQk,bQ
H
k,b′H

H
k,b′ (3.5)

and similarly

K
(i)
k =

∑
b∈Mc

∑
b′∈Mc

K∑
j=1
j 6=k

Hk,bQj,bQ
H
j,b′H

H
k,b′ (3.6)
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K
(n)
k =

∑
i/∈Mc

Hk,i · E
[
xix

H
i

]
·HH

k,i + σ2
w · INM

. (3.7)

The achievable rate Rk corresponds to the spectral efficiency measured in bps/Hz.

In cooperative networks, the BSs that belong to the same cooperation set Mc can
exchange their transmit symbols sk, as well as the channel coefficients. Based on this
knowledge, the BSs can optimize their transmit beamforming matrices Qj,k to maximize
a certain performance criterion. To this end, different criteria can be considered such
as the minimal rate among the users within a cooperation area, the sum rate, but
also the required transmit power can be minimized subject to a certain target rate.
Corresponding optimization schemes are derived in the following.

3.2 Block Zero-Forcing

While many beamforming strategies exist as already mentioned in Chapter 2, we focus
here on a scheme that is based in block ZF. This approach allows to formulate convex
optimization problems that can efficiently be solved by standard optimization tools.
The conceptual limitations imposed by block ZF are discussed in Section 3.6, based on
simulation results and available literature.

In the block ZF approach, the precoding matrices Qj,b are chosen such that inter-
ference is completely eliminated. In order to cancel all the interference in the entire
network, however, all BSs would have to cooperate with each other. To this end, we
group the BSs into clusters and distinguish between ICI and OCI. For a practical ZF
based transmission scheme, we focus on the ICI only to being cancelled.

To this end, we rewrite the receive signal of MS k in (3.3) by combining the OCI
with the actual noise of MS k to the equivalent noise nk =

∑
i/∈Mc

Hk,ixi + wk and
summarizing the channels from the BSs in Mc to MS k in the concatenated channel
matrix Hk = [Hk,1, . . . , Hk,M ]. The more compact IO relation reads then

yk = Hk · xk +
K∑
j=1
j 6=k

Hk · xj + nk, (3.8)

where xk =
[
xT
k,1, . . . , xT

k,M

]T is the vector that contains all transmit vectors from all
BSs inMc intended for MS k.
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3. Locally Restricted BS Cooperation

With this notation, we can formulate the block ZF conditions as∑
j 6=k

Hk · xj = O, ∀k ∈ {1, . . . , K}

Hk · xk 6= O, ∀k ∈ {1, . . . , K}. (3.9)

Assuming channel coefficients that are drawn i.i.d. from a non-degenerate continuous
distribution, these conditions are fulfilled if all transmit signals that are unintended for
a MS k lie in the null space of the corresponding Hk [133]. If this is the case, the ICI
is completely eliminated and the desired signals are non-zero with probability 1, since
the channel matrices Hi and Hj are almost surely linearly independent if i 6= j.

In order to zero-force the unintended signals and optimize the power loading for each
stream, we decompose the precoding matrices to the product Qk,b = Zk,b ·Gk,b, i.e. the
transmit signal over all involved BSs is

xk = Zk ·Gk · sk, (3.10)

where Zk =
[{

ZT
k,b

}
b∈Mc

]T
is the concatenated ZF matrix of all involved BSs and

Gk = Gk,b, ∀b ∈ Mc the power loading matrix that forms linear combinations of all
transmit symbols intended for MS k.

As described in [132,133,154], the ZF matrices can be found by the SVD of

H̃j =
[
H

T

1 , . . . , H
T

j−1, H
T

j+1, . . . , H
T

K

]T
. (3.11)

The SVD results in
H̃j = Uj ·Dj ·

[
V

(1)
j V

(0)
j

]H
, (3.12)

where V
(0)
j contains the singular vectors that correspond to the singular values that

are zero and thus form an orthonormal basis of the null space of H̃j, i.e.

Zj = V
(0)
j = null

{
H̃j

}
. (3.13)

The IO relation (3.8) can then be written as

yk = Hk · Zk ·Gk · sk + nk, (3.14)

where the ICI is completely eliminated. Note that by the rank-nullity-theorem [43], the
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3.3. Precoder Optimization with Block Zero-Forcing

matrix H̃k must have a rank smaller than the number of columns, i.e. rank
{

H̃k

}
< NB.

Otherwise, only the trivial solution (all transmit symbols are zero) fulfills conditions
(3.9). This implies that the total number of BS antennas in a cooperation area must
be larger than the total number of antennas at the MSs that are served, i.e. M ·NB ≥
K ·NM. More MSs could be served by sharing resources as time or frequency.

Due to the block ZF, the multiuser problem decomposes intoK independent point-to-
point MIMO links. Without loss of generality, each MIMO link can be diagonalized by
SVD precoding and receive combining (possibly including prior noise and interference
whitening at the MSs). Both in the case of individual transmit power constraints
imposed on the signals to each MS and in the case of a sum power constraint across
all cooperating BSs jointly, we can maximize the DL sum rate by waterfilling [143].
Other objective functions such as the maximization of the minimum rate to any of the
K MSs can be handled with similar ease [68].

If multiple BSs cooperate together, the situation appears more difficult. Each BS is
required to fulfill its own individual sum power constraint of the form

E

[
Tr

{∑
j∈Kc

∑
i∈Kc

Zj,bGj,bsjs
H
i GH

i,bZ
H
i,b

}]
= Tr

{∑
j∈Kc

∑
i∈Kc

Zj,bGj,bE
[
sjs

H
i

]
GH
i,bZ

H
i,b

}

= Tr

{∑
j∈Kc

Zj,bGj,bG
H
j,bZ

H
j,b

}
≤ PB, ∀b ∈Mc, ∀c, (3.15)

when the elements of the data symbol vectors are assumed to be i.i.d. ∼ CN (0, 1).
With these constraints, the precoding matrices are coupled again with each other, which
prevents finding simple-closed form or quasi closed-form solutions such as waterfilling.
An iterative procedure is therefore required to allocate the transmit power to the
different streams optimally [25]. Nevertheless, convex optimization problems can be
formulated for the power allocation which can be solved in a relatively efficient way.

3.3 Precoder Optimization with Block Zero-Forcing

In this section, we consider the optimization of the precoding matrices with respect to
different objective functions discussed in Chapter 2:

• maximizing the minimum rate (max-min),
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3. Locally Restricted BS Cooperation

• maximizing the sum rate, and

• power minimization.

Thereby, we set a special focus on max-min optimization to improve coverage and QoS,
while the other criteria are included to show what other benefits cooperation can have.
In all cases, we model the OCI as CN (O, σ2

nI) for the optimization process. In this
way, the optimization of the precoding in different cooperation clusters is decoupled
and we obtain convex optimization problems that can efficiently be solved by standard
optimization tools such as Yalmip [88] or SDPT3 [141]. For the evaluation of the
achievable rates, the true OCI is taken into account.

3.3.1 Max-Min Optimization with Block Zero-Forcing

For given ZF precoding matrices Zj,b and the per BS power constraint (3.15), the
optimization problem of maximizing the minimum rate can be stated as

G?
j,b = arg max

{Gj,b}
j,b

min {R1, . . . , RK}

s.t. Tr

{∑
j∈Kc

Zj,bGj,bG
H
j,bZ

H
j,b

}
≤ PB, ∀b, (3.16)

where the individual rates are given by

Rk = log2 det

(
INM

+
(
K

(n)
k

)−1

·K(s)
k

)
(3.17)

with

K
(s)
k =

∑
b∈Mc

∑
b′∈Mc

Hk,bZk,bGk,bG
H
k,b′Z

H
k,b′H

H
k,b′

K
(n)
k =

∑
i/∈Mc

Hk,i · E
[
xix

H
i

]
·HH

k,i + σ2
w · INM

. (3.18)

Note that K
(i)
k = O due to zero forcing. The solution of this optimization problem

assigns the available transmit power to linear combinations of the different transmit
symbols such that min {R1, . . . , RK} is maximized. As, however, the optimization
over different cooperation areas are coupled through the interference covariance ma-
trices K

(n)
k that depend on the beamforming matrices of other cooperation areas, the

optimization is non-convex und thus difficult to solve. Moreover, as each optimization
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3.3. Precoder Optimization with Block Zero-Forcing

in a certain cooperation area depends on the previously optimized precoding and power
loading in other BS clusters, each cluster would have to adapt its precoding once the
transmission in another area is updated. This leads to a large overhead in order to
find appropriate precoding matrices in all cooperation clusters and prevents an efficient
usage of the transmission scheme. To this end, we decouple the different optimizations
of adjacent cooperation clusters by approximating the OCI by AWGN. That is, for the
optimization problem, we assume the noise covariance matrix to be

K
(n)
k ≈ K̃

(n)
k = σ2

n · INM
, (3.19)

with σ2
n being the variance of the assumed noise. This leads to the approximated

achievable rate

R̃k = log2 det

(
INM

+
(
K̃

(n)
k

)−1

·K(s)
k

)
= log2 det

(
INM

+
1

σ2
n

·HZkGkG
H
kZ

H

kH
H

k

)
. (3.20)

The resulting (simplified) optimization problem is thus

G?
j,b = arg max

{Gj,b}
j,b

min

{
log2 det

(
INM

+
1

σ2
n

·HZkGkG
H
kZ

H

kH
H

k

)}
k∈Kc

s.t. Tr

{∑
j∈Mc

Zj,bGjG
H
b ZH

j,b

}
≤ PB, ∀b ∈Mc. (3.21)

The approximated (or relaxed) optimization problem (3.21) is a convex problem as it
does not contain any inverted covariance matrices that depend on the optimization
variables Gj anymore. The arguments are quadratic forms of the precoding matrices
that preserve the concavity/convexity of log det and the trace, respectively, with which
a convex optimization problem can be formulated [15]. Note that instead of the OCI
modeled as AWGN, also the current interference covariance matrix can be used as long
as it is positive definite, constant, and independent of the optimization variables Gj.
This covariance matrix would however change when a neighboring cooperation cluster
adapts its precoding.

Solving this optimization problem results in equal rates for all users in the cooper-
ation area. However, the OCI is ignored and the resulting rates

{
R̃?

1, . . . , R̃
?
K

}
are

not the true rates that can be achieved by the users. These rates can be derived by
applying (3.17) with (3.18), where also the true OCI is taken into account.
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3.3.2 Sum rate Optimization with Block Zero-Forcing

In the previous section, block ZF with max-min optimization was considered that
leads to a fair data rate distribution within a cooperation area. The same optimization
framework can however also be used to optimize other objective functions. Once the
block ZF matrices Zk are obtained, the power loading matrices Gk can also be used to
maximize the sum rate.

The optimization problem for the sum rate maximization can be stated as

G?
j,b = arg max

{Gjm,b}
j,b

∑
k∈Kc

R̃k

s.t. Tr

{∑
j∈Kc

Zj,bGj,bG
H
j,bZ

H
j,b

}
≤ PB, ∀b. (3.22)

With the block ZF and the approximated data rates R̃k in which the OCI is assumed to
be AWGN, this optimization problem is also a convex one and can efficiently be solved
by the same framework as the max-min problem. In contrast to max-min where power
for strong users is reduced and allocated to the weak ones, sum rate maximization favors
users with strong receive signals and further increases their performance. Weak users
however will suffer from bad or even no service. A generalization to the maximization
of weighted sum rate is straight forward.

3.3.3 Power Minimization with Block Zero-Forcing

A third approach that can be solved with the block ZF optimization framework is
to optimize the power allocation for energy efficiency, i.e. to reduce the transmit
power to achieve a certain target rate Rtar for all involved users. This leads to another
interesting aspect of cooperation as economically using transmit power has gained much
importance in order to limit the ever growing energy consumption of communication
networks. This aspect of “green” communication networks has also been studied e.g.
in [34, 49]. Here, we apply the block ZF based cooperation scheme and formulate the
optimization problem

G?
j,b = arg min

{Gj,b}
j,b

Tr

{∑
j∈Kc

Zj,bGj,bG
H
j,bZ

H
j,b

}
s.t. R̃k ≥ Rtar, ∀k. (3.23)
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Thereby, we apply again the approximated achievable rates R̃k without the correct
OCI. As before, this optimization problem is convex and it can be solved by the same
framework. Note however, that the solution of (3.23) does here not necessarily lead to
true rates Rk that fulfill the constraint Rk ≥ Rtar exactly due to the approximation.
Nevertheless, the achieved rates are in most cases close to the desired target rate. QoS
requirements could therefore be enforced with high probability by setting the target
rate to a slightly higher value for the optimization.

3.4 Macro Diversity for High Mobility Users

The cooperation schemes described so far require the knowledge of the channel coef-
ficients of all communication links within a cooperation area as well as the complete
messages that have to be transmitted. This information can be exchanged between the
involved BSs via the fixed backhaul. To this end, however, the backhaul needs to be
of high capacity and small delay. Moreover, in order to benefit from the cooperation
gains, slow or even quasi-static fading is required, since the channels need to be fixed
over the duration of the CSI estimation, dissemination, and the transmission of the
message. Otherwise, the CSI would be outdated and the precoding would not lead to
optimal or close to optimal results. In scenarios where mobile users are affected by fast
fading with a coherence time smaller than the duration of a transmission, e.g. if some
users or certain scattering objects move with a high velocity, cooperation schemes that
rely on accurate CSI are not appropriate. To this end, we also analyze the performance
that can be achieved by a scheme that exploits the available macro diversity without
requiring reliable channel knowledge.

The macro diversity scheme is based on fast handovers. Thereby, each MS dynami-
cally connects to the BS with the strongest signal in each time slot. For each channel
realization, the MSs are ideally connected to the BS that can offer the best rate under
the instantaneous conditions of the channel and the interference situation. Under the
assumption of exactly one MS in each sector, this leads to the problem of finding the
BS-MS assignment that provides the best data rates among all possible permutations
in the cooperation set. Following the max-min approach, this means that out of all
possible permutations of MS-BS assignments within Mc, the permutation that leads
to the largest minimal rate is chosen. In the following, this schemes is referred to as the
macro diversity scheme. Note that in this schemeM ! different permutations need to be
evaluated. This scheme is thus only applicable for small cooperation sets, e.g. M ≤ 6,
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as the number of permutations grows very large for increasing M . There is no further
cooperation in Mc to control ICI and the transmit symbol vectors of the chosen BS
are sj ∈ CNB where the precoding matrices are scaled unity matrices Qj,b =

√
PB

NB
· INB

,
i.e. no beamforming is applied and therefore no CSIT is required.

The macro diversity scheme does however not fully reflect the potential that BS
selection can achieve. The assumption that only one MS is located in each cell limits
the possibilities for the user assignments and the probability that the rate of a single
user can be improved by a reassignment is to be expected quite low. To this end, we
also consider an upper bound (UB) of this scheme in which a single MS, the test MS
whose performance is measured, is privileged and can choose the BS that provides the
best instantaneous rate without considering the performance of the other users. This
means that user k located in cell c chooses the best BS according to

Rk = max
j

log2 det

INM
+

(∑
i 6=j

PB

NB

Hk,iH
H
k,i + σ2

w · INM

)−1

· PB

NB

Hk,jH
H
k,j

 . (3.24)

Thereby, it is ignored that other MSs might also choose this same BS as the node
that provides the best performance. The performance is thus an UB on the achievable
rates. With this, we can account for users that move with high velocity and are passed
through different cells, while other users are more static and served in a cooperative way.
Besides this, the scheme could also be interesting for scenarios where certain premium
users are privileged among others and are able to choose a BS with higher priority.
This schemes is referred to as the macro diversity UB. For practical application, its
achievability is unrealistic. The macro diversity scheme in which all active users are
assigned to a BS is however achievable and serves therefore as a lower bound. The
performance of practical networks lies accordingly in between these two schemes.

3.5 Performance Evaluation

In the following, we assess the performance of the described cooperation schemes by
means of computer simulations. To this end, we consider realistic setups of practical
relevance. The basic network configuration consists of 12 regular hexagonal cells, each
with 3 sectors (thus 36 sectors in total): nine neighboring cells are located in a ring
around three cells in the center (the center cells are shown in Fig. 3.3). Each sector is
served by a BS that is equipped with NB = 4 directive antennas with antenna patterns
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recommended by 3GPP [4]:

A(θ) = G−min

{
12

(
θ

θ3 dB

)2

, Am

}
[dB], −180 ≤ θ ≤ 180, (3.25)

with

• θ being the angle between the direction of interest and the boresight of the an-
tenna (angle between the main lobe of the antenna array and the MS of interest)

• Am = 25 dB the maximal attenuation,

• θ3 dB = 65◦ the 3 dB (half-power) beamwidth, and

• G = 17, dBi the antenna gain with respect to an isotropic antenna element.

The antenna pattern is depicted in Fig. 3.2. The MSs are equipped with MM = 2

antennas that are omnidirectional with a gain of 1 (0 dBi). The antennas are assumed
to be half a wavelength apart from each other and we assume no correlation between
antenna elements.
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Figure 3.2.: Pattern of a directive antenna element at the BSs.

For the orientation of the BS sector antenna arrays, we distinguish two cases that
are depicted in Fig. 3.3:

• 0◦: a typical cell setup usually applied to 2G, 3G, and current networks (see (a)
and (c) in Fig. 3.3).

• 30◦: a setup in which three cooperating BSs point their antenna arrays towards
each other (see (b) and (d) in Fig 3.3).
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(a) (b)

(c) (d)

Sector orientation 0° 30°

No BS
cooperation

BS
cooperation

Figure 3.3.: Investigated cell orientations. For FDMA, the colors indicate sectors using the
same frequency band. The triangles mark the positions of BSs.

Regarding frequency allocation, different reuse schemes are possible with OFDMA
as it is used in the DL of LTE-Advanced systems (see [73] and references therein),
for instance PFR. The goal is to allocate as much bandwidth to a user as reasonable.
In most cases, users near the cell edge get only 1/3 of the overall bandwidth to con-
trol interference to other cells, whereas users near the BS can get up to the whole
available bandwidth, i.e. frequency reuse 1. In [73], the idea of a load dependent
frequency planning for OFDMA systems is introduced. The principle is coordination
of frequency allocation for BSs. Inspired by these considerations, we investigate two
different frequency allocations:

1. a static FDMA approach where each of the three sectors in a cell gets one third
of the overall bandwidth

2. an approach where the whole bandwidth is available for a given user, i.e. fre-
quency reuse 1.

Realistic schemes may operate between frequency reuse 1 and 3. Note that if the
FDMA approach is used, the BSs belonging to the same cooperation set should be
assigned to the same frequency band in order to allow for cooperative transmission
((c) and (d) in Fig. 3.3).

For the simulations, we assume that all BSs transmit with a maximal power Pmax =

49 dBm (80 W) over an assumed bandwidth of 100 MHz that lies around a carrier
frequency of 2.6 GHz, i.e. no power control is applied here. At the MSs, we assume a
noise variance of σ2

w = 5 · 10−12 W which arises from the thermal noise over 100 MHz
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and a noise figure of 5 dB. These quantities are recommended for simulations of LTE-
Advanced systems by the 3GPP [1].

For the computer simulations, we model frequency flat fading by Rayleigh-fading
with a distance dependent pathloss and shadowing that corresponds to the WINNER
II channel model [76] as described in Chapter 2. Among the different scenarios, we are
mostly interested in urban environments with micro-cells as dense environments pose
the most demanding challenges for high data rate services due to strong interference.
Less dense rural environments are however also considered.

In order to estimate the spectral efficiency, the achievable rate of a test MS is evalu-
ated in the cellular interference scenario for each point on a 25 m grid in a given sector
of the cooperation area. The ICI is modeled by positioning K−1 MSs at random loca-
tions in the other sectors of the cooperation area and the corresponding BSs perform
the same transmission scheme as the BS serving the test MS. The OCI, i.e. the signals
transmitted by BSs that are not in the cooperation area of focus, is modeled as spatially
white signals transmitted by the remaining BSs with maximum power Pmax = 49 dBm.
This arises from a worst case assumption as these BSs might serve MSs that are located
on their respective sector edges. The spatially white transit signals are legitimated as
these signals are independent of the channels to the sectors of interest. We thus assume
that the beamforming weights do not change the statistics of the signals arriving at
the test MS significantly. Moreover, when many BS antennas transmit to only few
antennas of the MSs in the center area, these signals are expected to become more
and more white when the number of BS antennas increases. Nevertheless, we apply
independent fading with pathloss and shadowing from the WINNER II model also to
these OCI signals. In order to get statistically significant results, we simulate 1000 ran-
dom channel realizations and random positions of the K − 1 other MSs for each grid
point of the test MS. For each of the different settings, we are interested in the average
achievable rate of the test MS as well as its outage probability pout = Pr [Rk < Rout]

for a target rate of Rout = 1 bps/Hz and the 5%-outage rate, i.e. the data rate in each
grid point that can be guaranteed with 95% probability.

3.5.1 Urban Micro-Cells

In the urban environment, the distance between adjacent BSs is 700 m. The channels
are modeled by the WINNER II based model as described in Chapter 2. We assume
NLOS propagation condition and the pathloss is given by (2.24). Log-normal shad-
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owing is also considered with a standard deviation of σ = 8 dB. In the reuse 1 case,
the transmission in all sectors is over the entire frequency band. In the FDMA case,
the frequency assignment is such that the three sectors of a cell transmit in different
frequency bands of one third of the overall bandwidth; a prelog factor of 1

3
thus applies

to all achievable rates in this case.

Non-Cooperative Reference

As a baseline with which we compare the different cooperative schemes, we define a
reference setup that corresponds to a conventional cellular network. This reference
scheme does not apply any cooperation or macro diversity handovers and transmits
spatially white signals without beamforming, i.e. the precoding matrices at all BSs are
Qb =

√
PB

NB
· INB

with PB = 80 W for all BSs. The orientation is 0◦ and FDMA with
orthogonal frequency bands in each sector as in Fig. 3.3a.
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Figure 3.4.: Reference scenario: 5% outage rate, no cooperation, no handovers, FDMA fre-
quency allocation, 0◦ orientation.

In Fig. 3.4, we show the 5% outage rates of this non-cooperative reference without
any cooperation and no CSIT. The cell and sector borders can clearly be seen by the
low rates in the areas that are mostly interference limited. Near the BSs, however,
quite high data rates can be achieved as the signal power is high. The sectorization
and the FDMA frequency allocation thus help in reducing the interference between the
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different sectors. We can further observe that all sectors in the figure look very similar.
From this, we can conclude that the network under consideration is large enough to
avoid edge effects. In the following, we thus focus on a single cell in the center of the
network as this is enough to study the performance of larger networks.

Influence of Beamforming

Applying spatially white signaling at the BSs is pessimistic when BSs and MSs with
multiple antennas are considered. With MIMO communication, the performance can be
improved by beamforming. To this end, we extend the reference scheme by a precoding
that maximizes the achievable rate within each sector individually without cooperation.
This can be achieved by running the block ZF based max-min (or equivalently sum
rate) maximization with a cooperation set that consists only of a single BS and a single
MS, while the OCI again is assumed to be spatially white. In this way, the rate to the
MS is maximized (under the assumption of spatially white OCI) and no cooperation
is required.
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(a) Reference, no cooperation, no CSIT,
FDMA, 0◦ orientation.
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(b) Beamforming, no cooperation,
FDMA, 0◦ orientation.

Figure 3.5.: Non-cooperative reference without CSIT and non-cooperative beamforming
with max-min optimization: 5%-outage rates, FDMA, 0◦ orientation.

Fig. 3.5 shows the improvement that beamforming has on the reference setup. The
FDMA frequency allocation and 0◦ orientation as well as all other parameters are
unchanged. We can see that the coverage range is improved, i.e. the area with higher
5% outage rates in enlarged. The figure however looks similar as the one of the reference
scenario and still has large areas with poor rates. The interference limitedness remains
and beamforming alone does not help to improve the performance significantly.
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3. Locally Restricted BS Cooperation

This is also visible in Fig. 3.6, where the outage probabilities for a target rate of
1 bps/Hz as well as the average user rate in each grid point are plotted. All plots
show the same behavior: The area with low outage probability (and thus coverage) is
enlarged, but the improvements are small. Also the average user rate is not improved
significantly with joint beamforming. In order to achieve significant improvements, the
interference needs to be controlled. To this end, we apply the block ZF approach with
cooperation of 3 BS sectors in the following.
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(a) Reference, no cooperation, no CSIT,
outage probability for Rout = 1bps/Hz.
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(b) Beamforming, no cooperation, outage
probability for Rout = 1bps/Hz.
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(c) Reference, no cooperation, no CSIT,
average user rate.
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(d) Beamforming, no cooperation,
average user rate.

Figure 3.6.: Non-cooperative reference without CSIT and non-cooperative beamforming:
outage probabilities and average user rates, FDMA, 0◦ orientation.

Sector Cooperation

The simplest configuration for joint transmission that arises from the network geometry
is when the three sectors of the same cell cooperate with each other and jointly serve
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3.5. Performance Evaluation

the three MSs therein. This sector cooperation is however sabotaged by the directive
antennas at the BSs which prevent a meaningful contribution of the signals across the
sector borders. Hence, the performance gain due to cooperative block ZF is marginal.
To this end, we apply omnidirectional antennas for this case (antenna gain of 0 dBi in
all directions).
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(a) Reference, no cooperation, no CSIT,
average user rate.
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(b) Sector cooperation, omni directional BS
antennas, average user rate.
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(c) Reference, no cooperation, no CSIT,
outage probability for Rout = 1bps/Hz.
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(d) Sector cooperation, outage probability
for Rout = 1bps/Hz.

Figure 3.7.: Sector cooperation compared to the non-cooperative reference without CSIT,
FDMA, 0◦ orientation.

In Fig. 3.7, we compare the reference without CSIT to this sector cooperation where
the three sector antenna arrays of the same cell form a virtual array and perform max-
min optimization. This case can be considered as a multiuser MIMO scenario where
the BS of each cell uses all its 12 antennas to serve the three sectors jointly. Sector
cooperation ((b) and (d) in the figure) leads to a performance gain regarding the data
rates, especially on the sector borders. Due to the max-min optimization, the high
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3. Locally Restricted BS Cooperation

rates close to the BSs are reduced but increased in the rest of the cell. This can be
seen more clearly on the outage probability plots ((c) and (d)) where a much larger
area has low outage probabilities. The performance gain, however, is not as good
as with cooperation among three BS sectors from adjacent cells, as we will see next.
Nevertheless, the co-located multiuser MIMO scenario does not need to exchange CSIT
or data information between different BS sites.

3 BS Cooperation

A second cooperation setup that immediately arises from the network geometry is when
a cooperation set is formed by three sectors from adjacent cells whose BSs are located
around the cooperation area. In the 30◦ orientation (Fig. 3.3d), this seems particu-
larly promising. In Fig. 3.8, the block ZF precoding with max-min optimization in
this configuration is compared with non-cooperative beamforming. In the cooperative
case, the spectral efficiency is much more homogeneously distributed and much lower
outage probabilities are achieved in the entire cell. Also the 5% outage rates are evenly
distributed and much higher in large areas as compared to the reference. Only the
rates higher than 2 bps/Hz very close to the BSs in the reference are reduced for the
sake of enlarged coverage in the max-min approach. A considerable improvement can
also be observed with regard to sector cooperation. The max-min optimization with
BSs that are distributed in space thus provides a homogeneous rate distribution and
good performance for all involved mobile users. Due to the ZF, the sector borders
vanish and as a result of the max-min optimization, the data rates of the cell edge
users are significantly increased. This comes however with the price of reduced rates in
the center of the cell, as less power is allocated to these users. The FDMA frequency
allocation further reduces the OCI in the cooperation area.

The influence of the network layout and frequency allocation strategy is studied in
Fig. 3.9. Therein, the 5% outage rates of all combinations that arise with the 0◦ and
30◦ sector orientation and the reuse 1 and FDMA frequency allocation are compared
with each other. While all cases achieve a better coverage (larger area with higher
rates) than the non-cooperative reference, the results are particularly good for the 30◦

orientation. The homogeneous rate distribution allows a balanced coverage over almost
the entire area of the network. This effect is even more pronounced when the FDMA
frequency allocation is applied. In this case, a 5% outage rate of about 2 bps/Hz can
be achieved in large parts of the network. Only in the cell corners where no BSs are
located, the rates are a bit lower. With the reuse 1 frequency allocation, the data
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(a) Reference, beamforming, 0◦, outage
probability for Rout = 1bps/Hz.
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(b) 3 BS cooperation, 30◦, outage probabil-
ity for Rout = 1bps/Hz.
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(c) Reference, 0◦, beamforming, 5% outage
rate.

x position (m)
400 600 800 1000 1200

y
 p

o
si

ti
o

n
 (

m
)

800

1000

1200

1400

R
5
%

 (
b
p

s/
H

z)

0.1

0.5

1  

2  

3  
4  

6  
8  

(d) 3 BS cooperation, 30◦, 5% outage rate.

Figure 3.8.: 3 BS cooperation compared to non-cooperative beamforming: FDMA frequency
allocation, 0◦ and 30◦ orientation.

rates drop close to the BSs. This has two reasons: On one hand, the optimization
does not consider the true OCI which is particularly strong in these areas (especially
the interference from the other sectors of the same BS site). On the other hand, the
signals from the different cooperating BSs differ significantly in their strength such
that the assisting BSs can only provide weak signal contributions to the improvement
of the rate of this MS while the close BSs, due to the max-min optimization, has to
sacrifice much of its transmit power to increase the rates of the other MSs that might
be far away. A possible solution to avoid this problem could be to equip the BSs with
excess antennas. With that, also MSs in neighbor cells that are close to the cell border
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3. Locally Restricted BS Cooperation
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(a) Reuse 1, 0◦ orientation.
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(b) Reuse 1, 30◦ orientation.
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(c) FDMA, 0◦ orientation.
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(d) FDMA, 30◦ orientation.

Figure 3.9.: Cooperation of 3 sectors: 5% outage rate, different network configurations.

can be zero-forced. Additionally, power control might also improve the performance.
Nevertheless, the cooperation scheme in networks with the 30◦ orientation combined
with FDMA shows large improvements regarding coverage compared to conventional
cellular networks.

6 BS super-cells

Considering the 30◦ orientation with three cooperating BSs that are located in adjacent
cells, the area between the BSs that belong to the same cooperation set forms a virtual
cell that is served by three BSs located in corners. As seen in the simulation results
before, this concept can offer large benefits as compared to the conventional network
layout. With the exception that the sectors are rotated by 30◦, the same structure as
traditional cellular networks can be maintained and the same number of BSs is required
to serve the entire area. However, the concept of serving a cell from its corners instead
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3.5. Performance Evaluation

from the center can be carried one step further to “super-cells” that are served by six
BSs, i.e., in each corner of such a super-cell there is a BS antenna array that cooperates
with the others corresponding to this super-cell.

Conventional cell 3 BS cooperation 6 BS super-cell

Figure 3.10.: From conventional cells to super-cells.

If the BSs are arranged as depicted in Fig. 3.10, the entire area of the network is
again divided into hexagonal cells (the super-cells), as in the conventional case. The
super-cells are however larger as in the conventional network configuration and six
BSs form a virtual array. In this setup, an even more homogeneous distribution of
data rates can be expected than with 3 BS cooperation. As a side benefit from this
configuration, a larger area can be served by fewer BSs as in the conventional setup,
as a whole BS can be saved in the middle of the super-cell.

The performance of the cooperation scheme in such 6 BS super-cells is shown in
Fig. 3.11, where the average rates as well as the 5% outage rates for the ZF based
cooperation scheme are compared with the non-cooperative reference in the same setup.
If no cooperation is applied, the performance is worse than in the traditional reference,
because interference is increased due to the specific orientation of the BS arrays. With
cooperation, however, a very homogeneous rate distribution can again be achieved with
significantly higher rates than with 3 BS cooperation. On the cell corners, however,
the max-min optimization leads again to poor performance, as power for these users is
taken away to support weaker MSs that are further away from the BSs while the cell
edge users are affected by more interference from neighbor BSs. In order to provide
also good performance to users on the edge of the super-cell, the cooperation could be
combined with non-cooperative signaling (e.g. with the macro diversity scheme) when
users are close to a BS and to apply block ZF only in the area between the BSs where
joint transmission is beneficial.

69



3. Locally Restricted BS Cooperation
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(a) Reference, no cooperation, no CSIT.
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(b) Reference, no cooperation, no CSIT.
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(c) 6 BS cooperation.
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(d) 6 BS cooperation.

Figure 3.11.: 6 BS super-cells: average user rates (left) and 5% outage rates (right), reuse
1 frequency allocation.

Macro Diversity for High Mobility Users

For high mobility users, or if the acquisition of accurate CSIT is not feasible, we apply
the macro diversity scheme with fast handovers within the cooperation area. In Fig.
3.12, we compare the performance of the non-cooperative reference without CSIT to
the macro diversity scheme with |Mc| = 3 cooperating (or rather coordinated) BSs. In
the latter case, the three MSs in the cooperation area are assigned in the max-min sense
to the three BSs. With this, almost no improvement can be seen. The reason is that
the sectorization and the FDMA frequency allocation separate the different sectors.
When now an MS with poor rate is assigned to another BS that offers a better rate,
the MS that initially has been served by this BS has to connect to another BS which
in most cases offers a data rate that is smaller than the initial rate of the first MS. In
almost all cases, the conventional assignment, which connects each MS to the BS of
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(a) Reference, no cooperation, no CSIT,
FDMA, 0◦.
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(b) Macro diversity, FDMA, 0◦.

Figure 3.12.: Macro diversity for high mobility users: 5% outage rate, FDMA, 0◦.

the sector it is located in, offers the best performance. The macro diversity scheme in
this small cooperation set does therefore not lead to benefits.

To this end, we enlarge the cooperation area to |Mc| = 36 sectors and study the
macro diversity UB to see the potential of coordinated scheduling. In Fig. 3.13, we
show the performance of this bound for the different network setups. Note that in
this UB, the test MS whose data rates are plotted in the figures is privileged among
the others, as it can choose the BS that offers the best rate without caring about the
other MSs that might be worse with this assignment. The resulting 5% outage rates
show a performance that is very close to the one of 3 BS cooperation. The data rates
are also very homogeneously distributed with some higher peak rates close to the BSs.
Here, reuse 1 outperforms FDMA, while the differences between the different sector
orientations are small. In contrast to the optimized block ZF approach, no CSIT is
required for this scheme, as no beamforming is performed and only rate feedback has
to be evaluated. Benefiting from macro diversity is thus much simpler than to apply
joint transmission with block ZF.

Comparison of Schemes

The empirical CDFs in Fig. 3.14 give more insight into the results for both considered
cooperation methods (macro diversity and BS cooperation with max-min block ZF) in
the standard setup of urban micro-cells. Therein, the instantaneous rates that the test
MS can achieve for each realization are considered. While the 30◦ sector orientation
shows advantages for the joint beamforming cooperation regardless of reuse 1 or FDMA
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(a) Macro diversity UB, FDMA, 0◦.
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(b) Macro diversity UB, Reuse 1, 0◦.
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(c) Macro diversity UB, FDMA, 30◦.
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(d) Macro diversity UB, Reuse 1, 30◦.

Figure 3.13.: Macro diversity UB: 5% outage rate, different network configurations.

frequency allocation, the 0◦ orientation performs better for the macro diversity UB and
for the case of no cooperation. In case of FDMA without cooperation, the setup (a)
in Fig. 3.3 achieves always higher spectral efficiencies than (c) and (d) - while joint
beamforming in (a) is not feasible due to the different frequencies that are assigned to
the sectors in the cooperation area. The reuse 1 frequency allocation results in higher
mean and maximum spectral efficiencies for joint beamforming and the macro diversity
approach; FDMA shows only advantages in two cases:

• for no cooperation in the reference scenario (a) of Fig. 3.3;

• for joint beamforming as far as spectral efficiencies below 3 bps/Hz are concerned.

However, as the International Telecommunication Union (ITU) requires higher rates
for low mobility [61], FDMA may still be an interesting choice for LTE-Advanced
due to the higher rates for low mobility MSs at the cell edges (Fig. 3.9). With the
FDMA 30◦ orientation, cooperation with joint beamforming with 3 BSs shows the best
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Figure 3.14.: Empirical CDFs of different schemes for FDMA and reuse 1, 0◦ and 30◦ ori-
entation.

performance regarding these cell edge users as it is reflected by the 5% outage rate.
This performance is closely followed by the macro diversity UB in the reuse 1 case,
which does not require any CSIT.

In Fig. 3.15, we compare the different schemes in their respective best configuration
directly with each other. Here also the six BS super-cells as well as the non-cooperative
beamforming are included. Non-cooperative beamforming and joint block ZF in the
reuse 1 setup show certain improvements over the reference scenario in all regimes (in
the low as well as in the high rates). These schemes are however clearly outperformed
by the block ZF approach in the FDMA setting and the macro diversity UB. While the
joint beamforming achieves higher rates above the 5% outage border, the much sim-
pler macro diversity does hardly legitimate the additional complexity that comes with
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Figure 3.15.: Empirical CDFs of instantaneous user rates for urban micro-cells with 3 BS
cooperation, 6 BS super-cells, and macro diversity UB.

the max-min block ZF. The macro diversity UB achieves a similar performance and in
some places even higher rates, even though much less effort is involved to coordinate
the scheduling. This changes however if the larger six BS super-cells are considered,
where the performance (see the rates on the 5% outage border) of the simpler macro
diversity UB scheme can be more than doubled by the joint beamforming. The cell
setup in the super-cells seems thereby particularly beneficial. The overhead and addi-
tional complexity of coherent BS cooperation is thus only worth the effort when the
cooperation clusters are large enough. For practical networks, the higher complexity
has thus to be traded with the higher data rates that are achievable. Note however,
that the macro diversity scheme requires coordination between 36 sectors, while for the
joint beamforming only three or six sectors have to exchange signals.

3.5.2 Sum Rate Optimization

In contrast to max-min optimization which leads to a fair distribution of the data rates
among the users, sum rate maximization favors users with strong receive signals and
further increases their performance. Weak users on the other hand suffer from bad
or even no service. This is reflected in the simulation results in Fig. 3.16 where the
average user rates (sum rate in the cooperation area of interest divided by K = 3)
for the urban micro-cell scenario are shown. While some users achieve only very small
rates after the optimization, the improvement of the average rate is more pronounced

74



3.5. Performance Evaluation

Average user rate (bps/Hz)
0 2 4 6 8 10 12

C
D

F

0

0.2

0.4

0.6

0.8

1

No cooperation, reuse 1, 0°
Cooperation, FDMA, 0°
Cooperation, FDMA, 30°
Cooperation, reuse 1, 0°
Cooperation, reuse 1, 30°
Cooperation 6 BS super cell
Macro Diversity UB, reuse, 30°

Figure 3.16.: Empirical CDFs of average user rate after sum rate maximization.

than with the max-min approach. Moreover, the reuse 1 frequency allocation leads here
to much higher rates, as no prelog penalty of 1/3 due to the divided spectrum applies
and the sum rate maximization can boost the rates for those users who experience
only small interference. The joint beamforming outperforms here clearly the macro
diversity UB (only the rates of the privileged test MS are shown). Consequently,
sum rate maximization provides the best average user rates, but a certain outage
probability, i.e. the probability that certain users that are too weak to achieve an
useful performance, has to be accepted. As far as throughput is considered, the effort
of joint beamforming is justified by the significantly higher rates with the optimized
scheme.

The spatial distribution of the user rates is shown in Fig. 3.17 and compared to
the non-cooperative reference and the max-min optimized cooperation scheme. By the
more pronounced beams close to the BSs, it can be seen that the sum rate maximization
leads to much higher rates for some users. For the MSs located in the corners of the
virtual cell where no BS is present, very low rates or no service at all is provided. The
data rates are not as homogeneously distributed as with the max-min approach. The
data rates of the users that already achieve good performance in the non-cooperative
reference are further increased, whereas no gain can be provided to the users with weak
signals. Even though the sum rate (or the average user rate) is improved significantly,
the sum rate maximization is therefore not suitable to improve coverage.
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(a) Reference, FDMA, 0◦.
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(b) Max-min optimization, FDMA, 30◦.
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(c) Sum rate optimization, FDMA, 30◦.
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(d) Sum rate optimization, reuse 1, 30◦.

Figure 3.17.: Average user rates after sum rate maximization.

3.5.3 Power Minimization

The optimization framework applied for the block ZF based max-min and sum rate
optimization can also be used to minimize the transmit power required to achieve
certain target rates within the cooperation area. In this section, we provide some results
that indicate that cooperative cellular networks can also be made energy efficient.
For the simulations here, we however only consider the power minimization within
the cooperation set of interest Mc, while all other BSs transmit with full power of
PB = 49 dBm, i.e. the OCI remains unchanged. This has the consequence that the
target rate, here chosen to be Rtar = 1 bps/Hz, can alway be achieved inMc (but not
necessarily in the other sectors not belonging toMc). If power control would be applied
to all cooperation sets, they would again interdepend on each other, as each transmit
power in a certain set influences the interference in the other cooperation areas. The
different cooperation clusters would then have to scale their transmit powers jointly
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Figure 3.18.: CDF of maximal transmit power for a target rate of 1 bps/Hz, urban micro-
cells, reuse 1.

or iteratively after each other, with which even lower power could be achieved than
here. In certain interference limited scenarios, it could however happen that the target
rate cannot be achieved at all MSs. Nevertheless, the results shown here indicate that
power minimization can provide large savings regarding energy in such networks.

In Fig. 3.18, the maximum transmit power that is used by a BS in the cooperation
set is plotted for the case of reuse 1 in urban micro-cells. These results have also
been published in [74]. Determining the peak power (the highest BS transmit power
in the cooperation cluster) required to achieve a target of Rtar = 1 bps/Hz in 80% of
all simulations runs, this results in about 40 dBm for the 6 BS super-cells and about
45 dBm for three cooperating BSs. If the three cooperating BSs would be equipped
with 6 antennas instead of the typical 4, the peak power would reduce to 43 dBm.
In the case of sector cooperation or no cooperation at all, a peak power of 52 dBm

or even 57 dBm would be required. BS cooperation shows therefore also here large
improvements. Additionally, the results show that due to the cooperation also the OCI
that the considered cooperation set generates to other sets is reduced. This, in turn,
can further improve the overall performance due to lower interference, as the other
cooperation sets can potentially also scale their transmit power down, which might
again enable a further down scaling of the power in the first set.
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3.5.4 Rural Macro-Cells

The propagation conditions of an urban NLOS and rural LOS environment are the
most extreme conditions with respect to the pathloss as discussed in Chapter 2. After
studying the former case quite extensively, we will now apply the same schemes also
to the rural case. To this end, we apply the scenario D2 of the WINNER II channel
model [76], which represents radio propagation in large areas with low building density.
As a consequence, LOS conditions are expected to appear more frequently than in urban
areas. The pathloss with LOS is given by (2.27) and the shadow fading is modeled as
a log-normal random variable with the standard deviation

σ =

4 dB, 10 m < d < dBP

6 dB, dBP < d < 10 km.
(3.26)

The distance between adjacent BSs is in this environment assumed to be 1.5 km, the
other assumptions and parameters are in line with the urban case described before.

Considering the CDFs of the rural setup in Fig. 3.19, it can be seen that coopera-
tion among three BSs offers also here some benefits as compared to the conventional
reference. The performance gains of the max-min scheme are however not as large as
in urban micro-cells. This can be explained by the higher pathloss the signals suffer
due to the larger distances between adjacent BSs. While this reduces the interference
it also reduces the desired signal strength. In the case of cooperation, this leads to
lower achievable rates as cooperation shows the best performance in situations where
the signal strengths from all cooperating BSs have the same order of magnitude. In the
rural case, some of these signals are much more attenuated and room for optimization
is reduced, as the BSs have to sacrifice much of their power to completely cancel the
signals to users that are far away and would not have much interference anyway. Also
the super-cells with six cooperating BSs offer only small improvements. The macro
diversity scheme on the other hand shows a larger potential in rural macro-cells. This
is due to the lower interference that affects the users. The diversity gain offers espe-
cially in this case high peak rates as well as good outage performance. If the network
is not dense, i.e. the performance is not dominated by interference but by weak signal
strengths due to large distances between BSs and MSs, the macro diversity scheme is
preferable as it is much simpler than the optimization procedure and achieves the best
performance among the considered schemes.
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Figure 3.19.: Empirical CDFs of instantaneous user rate for rural macro-cells.

3.5.5 Comparison & Conclusions

In the previous sections, we have studied and compared different BS cooperation
schemes in various network settings. The performance gains depend thereby on the
cell layout and the frequency allocation strategy. In this section, we summarize the
most important results and compare the best network configurations for the different
schemes. It is however difficult to indicate which scheme is better or worse than an-
other, as one scheme might be better in certain scenarios or regimes, while another has
a better performance with respect to other considerations. As discussed in Chapter 2
where the different figures of merit and objectives are introduced, the most challenging
aspect of cellular networks is to provide cell edge users with a good QoS. Thereby, it
is important to provide reasonably high rates in the entire area of the network, such
that the user experience is good.

In order to reflect these considerations, we compare the key performance indicators
defined in Chapter 2. The coverage and the average 5% outage rates are summarized in
Table 3.1 for all schemes in their respective best network configuration, for the urban
as well as the rural environment. It can be seen that coverage as well as the average
R5% steadily improve when more complex transmission schemes are applied, at least
for the urban case. The macro diversity scheme where all MSs in the cooperation area
are considered does not lead to any improvement as compared to the reference. When
beamforming is applied in the non-cooperative way, the coverage and the average R5%

are increased by approximately 50%. The 3 BS cooperation and the macro diversity
UB lead to a significant further increase, where 3 BS max-min block ZF leads to a
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Scheme Configuration Coverage Av. R5% (bps/Hz)
Urban micro-cells

Reference FDMA, 0◦ 15 % 0.53
Beamforming FDMA, 0◦ 24 % 0.77
Macro diversity FDMA, 0◦ 15 % 0.53
Macro diversity UB reuse, 0◦ 61 % 1.19
3 BS cooperation FDMA, 30◦ 86 % 1.26
6 BS super-cell reuse, super-cell 77 % 1.88
Sum rate maximization FDMA, 0◦ 5 % 0.18

Rural macro-cells
Reference FDMA, 0◦ 6 % 0.25
Macro diversity UB reuse, 0◦ 97 % 1.34
3 BS cooperation FDMA, 30◦ 63 % 1.01
6 BS super-cell reuse, super-cell 66 % 1.34

Table 3.1.: Key performance indicators for the different schemes.

coverage of 86 %. This is a larger fraction of the area than with the macro diversity
UB with 61 %, but the average R5% is with about 1.2 bps/Hz very similar.

The performance of the macro diversity UB thus shows that joint scheduling can
have a similar potential as 3 BS cooperation, which achieves its gains with a signifi-
cantly higher complexity. For the six BS super-cells, the situation looks different. The
coverage is not as good as with 3 BS cooperation (77 %), which arises from the poor
regions on the edge of the super-cell, where the cooperation cannot unfold its potential
due to the weak signal contributions of the BSs that are further away. The average
R5% is however significantly higher as with the other schemes. The high data rates in
the center of the super-cells thus contribute to a high value in this indicator and more
than compensate the lower rates on the cell edge. Users served by such super-cells have
a somewhat smaller coverage but can expect a significantly higher QoS where service is
available. Users close to the BSs should therefore be served in a non-cooperative way
by only one BS. With sum rate maximization, coverage is very poor, even worse than
the reference. As this form of optimization privileges the best users, it is not suitable
for the enhancement of coverage and 5% outage rates, as it is reflected in the table.

In the case of the rural macro-cells, the macro diversity UB leads to a very large
coverage of almost the entire area (97 %), while only 2/3 of the area can be covered
by max-min optimization. Even with the six BS super-cells, not more than 66 % can
be covered, but the average R5% is the same as with the macro diversity UB. With
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the larger cells and the lower pathloss in these rural macro-cells, joint transmission is
thus not very effective and the simpler coordinated scheduling seems better suited as
indicated by the results of the macro diversity UB.

From the simulative study conducted in this chapter, we can conclude that block ZF
allows the formulation of convex optimization problems and that it can efficiently cancel
interference within a cooperation area when the cooperating BSs are dense. The max-
min optimization leads to homogeneous rate distribution in the entire area and all users
can be served in a fair way. The joint transmission can thus achieve large performance
gains as compared to conventional networks, especially on the cell/sector edges. To
profit from these gains, however, accurate CSIT within the cooperation area, backhaul
connections of sufficient capacity between the cooperating BSs, adapted antenna/sector
orientation, and sufficiently high SNRs (not too large distances between cooperating
BSs) are required. Moreover, high data rates can only be achieved with this CoMP
scheme when the cooperation areas are sufficiently dense. Cooperation areas with
three BSs or less are not enough to exploit the potential of CoMP, as interference from
neighboring clusters is still strong. Six BSs that cooperate with each other in super-
cells offer much higher data rates. This observation is also in line with the literature.
E.g. in [25], where also block ZF is considered, it is stated that an optimal cluster
size consists of around 7 BS. The results can however not directly be compared, as
only sum rate is considered and the network configuration differs in the pathloss and
channel model and no sectorization is assumed therein. By increasing the cooperation
cluster, however, also the complexity of the block ZF approach is increased as more
CSIT has to be acquired and larger optimization problems have to the solved. If the
complexity of signal processing and data as well as CSI exchange in BSs is not an issue,
cooperation with joint beamforming should be applied to cooperation areas that are
as large as possible. Combined with a dense deployment of BSs, high performance and
good coverage can then be achieved.

If CSIT cannot be acquired or if the backhaul or the computational capability at BSs
is not sufficient to perform joint block ZF in large enough clusters, macro diversity is
a simpler alternative that can achieve similarly good performance but does not require
CSIT and exchange of user data. The macro diversity UB is however not achievable
in practice, the development of sophisticated scheduling algorithms is thus required to
benefit from this potential gain. A drawback from the macro diversity scheme is that
no explicit formulation or optimization of objectives such as sum rate maximization or
power minimization is possible when no further optimization of the signals is conducted.
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With the block ZF approach, the optimization problem can be reformulated and solved
also for these cases. In practice, the different schemes can also be combined to benefit
from all their advantages. A sophisticated scheduler can e.g. select three cell edge
users with poor rates that are then served by the max-min scheme, while users that
are close to a BS or are moving fast are served by a single BS that instantaneously
offers the best performance. For users in between, also the sum rate maximization can
be applied to offer higher peak rates.

3.6 Critical Discussion

In this chapter, we have applied different schemes to assess the performance of PHY
layer cooperation in cellular networks. The specific schemes (block ZF with linear pre-
coder optimization and the macro diversity scheme) are however only example schemes
for which no optimality can be claimed. With these schemes, we were mainly inter-
ested in the potential that comes with them in realistic scenarios and what influence
cooperation has on the cell planning and the architecture of future networks. The
performance of the applied schemes demonstrates the gains that cooperation can have
over conventional networks. The insights from this chapter form thereby the basis
for the studies performed in the following chapters of this work. The obtained results,
however, have to be appreciated under the limitations and assumptions imposed by the
specific choice of transmission schemes and network setups. To this end, we summarize
and discuss the limitations of the considered scenarios and transmission strategies.

3.6.1 Limitations of Block ZF

Block ZF is a suboptimal linear transmission scheme that completely cancels the in-
terference between multiple users. This is per se suboptimal, as completely nulling
the interference leads to less room for optimization of the desired signals, as the signal
space is restricted due to the fulfillment of the stringent ZF conditions. Allowing some
interference in the range of the noise power at the MSs would offer a higher potential
to maximize the data rates achievable for the users. This would lead to improvements
particularly in the rural case. Several results from recent research however indicate
that block ZF can achieve data rates that are close to the optimum given by DPC
when the SNR of the system is high and/or when the BSs have a larger number of
antennas than the MSs [68, 69]. For the setups considered here, we can assume that
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this is fulfilled to a certain extent, as the BSs are equipped with NB = 4 antennas as
compared to the NM = 2 antennas of the MSs. Regarding the high SNR regime, at
least the denser urban micro-cells seem to fulfill that as well, as there the signals from
the BSs within cooperation sets are usually strong. In the rural macro-cells, this is not
the case anymore. Accordingly, we have seen that the block ZF approach does not lead
to significant improvements in the rural scenario.

A further restriction on the block ZF approach as we applied it, is that closed BS
clusters are required that have to be fixed during a transmission period. Moreover,
clusters cannot overlap and each has to serve a disjoint set of MSs. Cooperation with
dynamic clusters can therefore provide better performance, as e.g. proposed in [37]. For
this, other transmission schemes than block ZF that are more flexible are potentially
better suited. E.g with SLNR precoding, each MS could choose its own BS cluster
it is served from and each BS can be part of multiple different BS groups. Such a
dynamic clustering approach with individual and optimally chosen BS sets for each
user is considered in Chapter 8.

Another source of suboptimality of the precoding design that we have applied arises
from the approximation of the OCI for the optimization process. While this assumption
allows to formulate convex optimization problems that can efficiently be solved, the true
interference seen by the MSs leads to achievable rates that are worse than expected by
the optimization. This leads to performance degradations especially on the cell edges
where this OCI is strong. Nevertheless, modeling the OCI as spatially white transmit
signals is reasonable. When many out of cluster BS antennas transmit signals whose
precoding is calculated independently from the channels to the MSs in the cooperation
area, these signals do not appear much different from spatially white signals. For the
evaluations in the simulations, however, the fading on these channels has to be taken
into account with pathloss and shadowing.

In order the get an estimate of the performance loss of the approximated OCI for
the optimization under the block ZF conditions, we compare this approach to a direct
optimization in which the ICI is not nulled and the true OCI can be taken into account.
As the resulting optimization is not convex and more difficult to solve, we only apply
it to a small simplified network.
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3.6.2 Direct Optimization

An alternative to the block ZF approach is to maximize the minimal rate directly with-
out the additional ZF conditions to be fulfilled and without approximating the OCI.
Even though an optimization problem without the restriction of nulling interference
is non-convex, we can apply a convex optimization algorithm with different initializa-
tions to see to which solutions it converges. To this end, we introduce such a direct
optimization scheme that can lead to higher rates. Due to the higher computational
complexity, it is however not well suited for application in realistic scenarios.

The transmit signal of BS b ∈Mc is given by

xb =
K∑
j=1

Qj,b · sj, (3.27)

where the precoding matrices Qj,b are here not restricted to be designed such that the
ICI is forced to zero. Instead, we attempt to solve the following optimization problem
directly:

Q?
j,b = arg max

{Qj,b}
j,b

min {R1, . . . , RK}

s.t. Tr

{∑
j∈Kc

Qj,bQ
H
j,b

}
≤ PB, ∀b ∈Mc. (3.28)

To this end, we apply a gradient based optimization algorithm that converges to a local
optimum. Note that here we do not have to make the additional assumption that the
OCI is spatially white or fixed, but can include the true interference covariance matrix
in the rate Rk.

Equivalent Optimization Problem

In order to get rid of the power constraint, the precoding matrices can be scaled
according to the variable substitution

Qk,b =

√
PB√√√√Tr

{ ∑
j∈Kc

Q̃j,bQ̃H
j,b

} · Q̃k,b, ∀k ∈ Kc,∀b ∈Mc, (3.29)
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where Q̃j,b are the initial choices of the precoding matrices that possibly violate the
constraint. By this normalization, it is ensured that the power constraint is always
fulfilled. With this, the optimization problem can be reformulated into the equivalent
problem [147]

max
{Q̃j,b}

j,b

τ

s.t. Ri − τ ≥ 0, ∀i ∈ Kc. (3.30)

For an ε > 0 we define the ε-active set as

Aε = {i ∈ Kc : Ri − τ < ε} . (3.31)

With this definition, we can design a gradient based optimization algorithm that solves
(3.30) and thus also (3.28). This algorithm updates the coefficients in the precoding
matrices corresponding to the rates in the ε-active set Aε iteratively with a step into the
direction of the gradient of the respective achievable rates. To this end, the gradient
of the rates Ri is derived in the following.

Gradient

Due to the variable substitution (3.29), the gradient of the achievable rate of user k
with respect to the initial precoding coefficients can be obtained by applying the chain
rule of differentiation

∇Q̃∗Rk =
(

(∇Q∗Rk)
T · JQ∗Q̃∗ + (∇Q∗Rk)

H · JQQ̃∗

)T
, (3.32)

where (·)∗ means complex conjugate. The outer gradient is given by the vector of all
partial derivatives of Rk with respect to all precoding coefficients [16]

∇Q∗Rk = 2 ·

[
∂Rk

∂Q∗1,1[1, 1]
, . . . ,

∂Rk

∂Q∗j,b[p, q]
, . . . ,

∂Rk

∂Q∗K,M [NB, NB]

]T
. (3.33)

with Q∗j,b[p, q] being the entry in the p-th row and q-th column of the matrix Q∗j,b.
These partial derivatives can be calculated according to [105] by
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∂Rk

∂Q∗j,b[p, q]
=

1

ln(2)
Tr

{((
K

(s)
k + K

(i)
k + K

(n)
k

)−1

·

(
∂K

(s)
k

∂Q∗j,b[p, q]
+

∂K
(i)
k

∂Q∗j,b[p, q]

))}

− 1

ln(2)
Tr

{((
K

(i)
k + K

(n)
k

)−1

·

(
∂K

(i)
k

∂Q∗j,b[p, q]

))}

with the inner derivatives

∂K
(s)
k

∂Q∗j,b[p, q]
=

∂

∂Q∗j,b[p, q]

∑
m∈Mc

∑
n∈Mc

Hk,mQk,mQH
k,nH

H
k,n

=
∑
m∈Mc

∑
n∈Mc

Hk,mQk,m

∂QH
k,n

∂Q∗j,b[p, q]
HH
k,n (3.34)

=
∑
m∈Mc

Hk,mQk,mEH
p,qH

H
k,m (3.35)

and

∂K
(s)
k

∂Q∗j,b[p, q]
=

∂

∂Q∗j,b[p, q]

∑
m∈Mc

∑
n∈Mc

∑
i∈Kc
i6=k

Hk,mQi,mQH
i,nQ

H
k,n

=
∑
m∈Mc

∑
n∈Mc

∑
i∈Kc
i6=k

Hk,mQi,m

∂QH
i,n

∂Q∗j,b[p, q]
HH
k,n

=
∑
m∈Mc

Hk,mQj,mEH
p,qH

H
k,m, (3.36)

since
∂QH

i,n

∂Q∗j,b[p, q]
=

EH
p,q, if i = j and n = b

O, otherwise,
(3.37)

where Ep,q is the matrix with all entries 0 except the one in row p and column q which
is 1. Note that ∂K

(n)
k /∂Q∗j,b[p, q] = O, as the effective noise is not a function of the

precoding coefficients.

Next, we need to compute the Jacobian matrices JQQ̃∗ and JQ∗Q̃∗ . These contain
the partial derivatives of

Qk,b =

√
PB

P̃b
· Q̃k,b and Q∗k,b =

√
PB

P̃b
· Q̃∗k,b, ∀k, b, (3.38)

where P̃b is the power that would result at BS b if the unscaled initial precoding matrices
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Q̃j,b were applied

P̃b = Tr

{∑
i∈Kc

Q̃i,bQ̃
H
i,b

}
. (3.39)

The entries of the Jacobians are given by

∂Q
(∗)
j,b [p, q]

∂Q̃∗m,n[r, c]
=

0, if n 6= b

ξ
(j,p,q)
m,r,c − 1

2

√
PBQ̃

(∗)
p,q [j,b]P̃

− 1
2

b ∂P

P̃b
, if n = b,

(3.40)

and

∂P =
∂

∂Q̃∗m,n[r, c]
Tr

{∑
i∈Kc

Q̃i,bQ̃
H
i,b

}
= Tr

{
Q̃m,n · EH

r,c

}
. (3.41)

The notation (·)(∗) means here that the argument is or is not complex conjugate,
depending on whether the term corresponds to JQQ̃∗ or JQ∗Q̃∗ .

Optimization

In each step of the optimization algorithm, the precoding coefficients of the correspond-
ing rates Ri with i ∈ Aε are updated with a step in the direction of the gradient that
corresponds to these rates, until all rates are in the ε-active set and a further increase
in the rates is not possible anymore. In order to find an appropriate step size µ for each
iteration step, a line search is used which starts with an initial step size µ0 = 1 and
decreases this value until the evaluation of the achievable rate with the corresponding
update leads to a minimal rate that is smaller than with the previous choice. With
this line search it is ensured that the minimal rate is increased in each iteration step
until it converges eventually to a local minimum. In order to increase the chance that
the algorithm converges to the global optimum or at least to a good local one, the
algorithm can be restarted with different initializations.

Comparison to Block ZF

As the achievable rates considered in the direct optimization also contain the true in-
terference terms, the optimization problem is not convex. This makes the optimization
rather complex and requires many iterations in general. Moreover, a convergence to
the global optimum cannot be guaranteed; the gradient search converges only to a local
optimum.
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Figure 3.20.: Minimum achievable rates for a typical channel realization, optimized with
the direct gradient based optimization compared with the convex optimization
with the block ZF approach.

In Fig. 3.20, we compare the direct optimization with the block ZF approach where
the power loading matrices Gj,b are optimized by the Yalmip optimization toolbox [88].
For the simulation, we consider a typical channel realization in a small network with
only M = K = 2 BSs and MSs that lie in the same single cooperation area. The
BSs are equipped with NB = 4 and the MSs with NM = 2 antennas and the per BS
transmit power constraint and the noise variance at the MSs are set to PB = 1 and
σ2
w = 0.1, respectively. The elements of all channel matrices between BSs and MSs

are i.i.d. CN (0, 1), i.e. pathloss and other large scale fading effects are normalized to
1. We can observe that the direct gradient based optimization converges to at least
two different local optima in this example, where the better one is higher than the
convex optimization with the block ZF approach. The difference is however small. In
higher SNR regimes or when more nodes or antennas are considered, the performance
difference between the two schemes decreases even further. The block ZF approach
thus achieves good results when the SNR is reasonably good and when the number
of BS antennas is large enough. A similar observation is also reported in [82] or [39],
where it is concluded that block ZF can achieve close to optimal rates when the number
of BS antennas is large relative to the number of MS antennas and even asymptotically
optimal in the high SNR regime.
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3.6.3 Limitations of Simulations & Further Work

The applied block ZF approach leads to a performance that is close to optimal under
certain conditions and the performance achieved in the simulation results is promis-
ing. For the simulation setups considered in this chapter, however, we made several
assumptions that have to be taken into account by the interpretation of the results.

On one hand, all BSs (and thus the OCI) are assumed to be under full transmit
power of PB = 80 W. This can lead to pessimistic interference scenarios, as real
networks include power control which is not considered here. If BSs throttle down their
transmit power to serve users that are e.g. in their close vicinity, the neighbor cells
are less affected by interference. However, in the choice of the transmission schemes
and optimization criteria, we were interested in achieving a high coverage and thus a
good QoS that can be guaranteed with high probability in the entire network. In this
sense, considering full interference corresponds to a worst case scenario. The observed
5% outage rates and outage probabilities are thus also guaranteed when a certain user
is affected by the strong interference of neighboring BSs that transmit with full power.
When power control is applied on top of the considered transmissions schemes, the
performance for all users can potentially be improved significantly. So can e.g. the
block ZF approach be adapted to transmit with a power that is sufficient to serve its
users with a target rate. Alternatively, power control could be included in a way that
multiple BSs transmit signals to a specific MS with a transmit power that is optimized
such that this user gets the highest possible rate while other users are not affected
by too strong interference. This can also be realized in a coordinated way between
different BSs. Also for the BS selection, adapting transmit power can lead to benefits.
In the macro diversity UB discussed here, each MS receives its signal only from a
single BS that transmits with full power. This can be extended and improved in a way
that multiple BSs transmit the same symbols (either precoded if CSIT is available or
spatially white without CSIT) with a power allocation that is optimized for the current
channel and interference condition. Such an optimization is introduced and discussed
in Chapter 8.

A second assumption that differs from real networks and might lead to pessimistic
interference scenarios in certain situations is that the networks considered here are
built with regular cells that all have the same form and size. In reality, it is hardly
possible to place all BSs with an equal distance to each other and to form perfectly
hexagonal cells. If the distance between two adjacent BSs assumed in our simulation
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setups would be the minimum distance in a network where the BSs are located more
randomly, situations can appear in which OCI generating BSs are further away than in
the regular setup. This would then lead to situations in which this interference is lower
than here. Regarding this interference, the setup with regularly placed interferers can
again be considered as a worst-case assumption. On the other hand, if the cooperating
BSs are located in a more random fashion, also the desired signal contributions might
be weaker due to larger distances, which might reduce the performance again.

Additionally, we have only considered cooperation setups with 3 BSs as well as with
6 BSs. These configurations arise immediately from the geometry of the basic network.
Other configurations in which more than 6 BSs cooperate with each other, e.g. 7, could
lead to higher performance gains than the networks studied here. In order to extend the
studies described here, one can consider also different, possibly more exotic, network
configurations, which might lead to higher data rates or lead to additional insights. In
Chapter 8, we also drop the assumption of regularly placed BSs and consider networks
where all nodes are located in a random fashion. This provides further possibilities to
optimize the MS-BS assignments as the different distances and corresponding signal
strengths can be exploited.

Furthermore, also the max-min criterion can be reconsidered. In order to maximize
coverage or 5% outage rates, other objective functions might lead to different results.
An inherent drawback of the max-min optimization is that there are situations, in
which one MS has so poor receive signals that optimizing its rate might lead to unac-
ceptably low data rates at all other MSs as well. In order to avoid this, one could e.g.
formulate target rates and if a user cannot achieve this despite the optimization, this
user can be dropped completely such that the others achieve higher rates. One can
even assign different target rates for different users that might wish to use different data
services with differing performance requirements. Such considerations however lead to
scheduling algorithms which are not in focus of this work. The potential of coordinated
scheduling is however reflected in the macro diversity UB. In order to achieve a high
performance in the entire network, joint scheduling should be combined with CoMP
such that MSs are chosen that are suitable for the respective scheme.

Other limitations of the applied simulations lie in the signal and knowledge assump-
tions that we have made. For instance, we assumed perfect CSIT that can be shared
with other BSs of a cluster in an unlimited way when the joint beamforming is applied.
This is somewhat optimistic, as the channels are estimated with a finite precision and
the channels have a certain coherence time after which the CSI might be outdated.
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Also other imperfections such as synchronization errors or others are not taken into
account here. Regarding imperfect CSIT, however, we will discuss its implications on
the block ZF and the selection scheme in the following chapter.

For the time being, we stay with the block ZF approach and the assumptions made in
this chapter and extend the framework of cooperative cells to the case where additional
nodes such as relays, femto-cell BSs, or other low power nodes assist the communication
between BSs and MSs. With a unified framework that allows to include different types
of nodes, we study the influence of different nodes in such heterogeneous networks.
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In the last chapter, different concepts of cooperative multiuser communication in which
multiple BSs are involved have been considered. These schemes try to enhance the
coverage and/or achievable rates of cellular networks by serving MSs by multiple BSs
instead of only one as in conventional non-cooperative networks. The general network
topology, however, remains the same as in conventional architectures, only the sector-
ization and antenna orientations have been adapted to the cooperative transmission.
Besides joint transmission, exploiting macro diversity with BS selection has also been
identified as an efficient means to increase the performance. However, when locally
restricted cooperation is applied, interference limited areas cannot be avoided in the
entire network. Some areas with poor coverage and low data rates remain.

Besides CoMP, also the use of relays, femto-cell BSs (also known as home NodeBs
– HNBs), RRHs, or other types of infrastructure nodes can help in improving the
performance, especially in hot spots or locations where only poor rates can be provided.
In order to fill these spots of poor coverage, the network can be extended by such nodes.
As a consequence, the network is densified and diversified with different types of nodes
that have to coexist. Thereby, their usage has to be designed such that they do not
disturb the signals of other nodes or conventional BSs. For this, these additional
nodes should transmit with low power. Moreover, as many small nodes are required
to achieve a high degree of densification, they should of low cost. Their application
can thus also range from relatively simple transmit node selection for which no explicit
CSIT is required up to more sophisticated cooperative transmission between multiple
nodes with joint beamforming.

The conceptual potential of heterogeneous networks has also been identified in the
literature as promising solutions to enhance future networks. In the 4G standard
[3], the use of relays is already foreseen. Thereby, the relays are considered as a
tool to improve coverage of high data rates, temporary network deployment, cell-edge
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throughput, and/or to provide coverage into new areas. Thereby, these relays are
considered as repeaters that are connected to the radio access network via a donor cell
with a connection that can be in-band or out-band. From the point of view of the
MSs, the relay cells can further appear as separate cells or they can be part of the
same cell as the one of the donor BS. The opportunities and challenges that arise with
such heterogeneous networks are discussed in [41,98]. Therein, the trend to densify the
networks is motivated, as this provides a large potential to increase the capacity of the
network and to serve more users concurrently. The additional interference that these
nodes introduce has however to be controlled and limited such that no performance loss
in other areas has to be accepted. A combination of using small cells and benefiting
from cooperation can be seen in the concept of distributed antenna systems (DASs) [23].
In this approach, a cluster of cooperating BSs is assisted by additional antenna arrays
distributed in space that contribute to the joint transmission. For this, however, in-
band relays that are fed by the BSs on the same resources as the users are not suitable.
A fast out-band connection is desirable when coherent signals with joint beamforming
together with the BSs is applied. The assisting nodes can then be considered as RRHs
or HNBs that are connected to the backhaul by a link of sufficient capacity.

These research efforts indicate that future networks will be heterogeneous and dense
and that a multitude of nodes are coordinated with each other. As a large variety
of possible transmission schemes exists, which all differ in their complexity, we limit
ourselves to two signaling approaches that reflect the range of them: a simple selection
scheme that does not require accurate CSIT but assigns each MS to a BS or a small cell
depending on the current conditions and a CoMP scheme in which additional antennas
support the joint transmission of BSs.

The performance of such schemes has been reported in the literature to be promis-
ing: In [146], a network that is assisted by DF relays is studied. Therein, significant
performance gains are observed with a selection scheme that assigns the MSs to the
nodes that offer the best instantaneous SINR. The additional interference that these
relays impose is thereby not as severe as to impair the performance in other places of
the network noticeably. A good tradeoff between node density and high performance
could be achieved with four relays per cell in the setting the authors applied. For the
evaluation, however, only a simplified network setup has been considered and all nodes
were equipped with a single antenna.

A more general network setup with multiple cells and multiple antennas at the BSs
and relays is studied in [101]. Therein, the concept of shared relays is introduced,
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in which relays are placed on corners of cells to support the MSs in the adjoining
sectors, i.e. one MIMO relay on the corner of three sectors assists the communication
to the MSs in these sectors. Different relaying strategies are compared with each other
in this setup. A considerable benefit from these relays was however only reported
when sophisticated signal processing is applied at the BSs as well as at the relays;
otherwise, the potential performance gain due to the relays cannot be exploited due
to the additional interference, which is especially high in the cell corners where the
assistance of relays is needed most.

Higher gains can be achieved when joint transmission between a BS and multiple
supporting antenna arrays is applied. Achievable rates in such a DAS are studied in [23].
Therein, a multi-antenna BS is assisted by multiple single antenna relays whose first
hop is not considered (perfect BS-to-relay link with sufficient capacity) such that a
single MS, also with a single antenna, is jointly served by all these nodes. In this
case, a high performance can be achieved. However, only a single user is included in
the evaluation and interference arising from signals to other users is not taken into
account.

In order to see what benefits additional low power nodes can bring in our setup,
we extend the framework from Chapter 3 to capture also heterogeneous networks with
small cells. To this end, we introduce a simple decode-and-forward (DF) relaying
scheme that can readily be applied for range extension and apply it then to dense net-
works where it can also achieve improvements in interference limited areas. As future
networks are expected to be very heterogeneous, i.e. they can contain sophisticated
BSs, HNBs, RRHs, or relays, a comprehensive discussion of future cellular networks has
also to take different types of infrastructure nodes in the same network into account.
To this end, we formulate a framework in which we can capture the different schemes
in a unified way, ranging from a non-cooperative reference, relaying with transmit node
selection, BS cooperation, up to a combination of relaying and cooperation. The dif-
ferent node types are thereby modeled in a way that they are distinguished only by
parameters such as transmit power, backhaul connection, and antenna configuration.
Combined with the channel and interference model from the last chapter, this allows
to compare different communication strategies of high practical relevance and to study
their performance and potential in practical scenarios. Thereby, we can see how the
performance of a network depends on the network topology and cooperation complex-
ity. By means of computer simulations, we evaluate various relevant scenarios with
respect to performance, robustness, and complexity. Important aspects that we ad-
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dress include the influence of the node type and their transmit power. Also the impact
of the number of cooperation nodes as well as the required amount and quality of CSI
that limits the cooperation level from relaying to full CoMP is discussed. Furthermore,
we also comment on the feedback and backhaul load required for the different schemes.

4.1 Network Model & Transmission Schemes

In order to capture networks with different types of nodes within a unified framework,
we simplify the description of the nodes in a way that they are only distinguished by
parameters such as transmit power, backhaul connectivity, and antenna configuration
(including sectorization). This allows for considering and comparing different scenarios
that include relaying and CoMP as well as combinations thereof. In our framework, we
consider two types of infrastructure nodes, namely BSs and supporting nodes (SNs).
While we consider the former as sophisticated high power nodes that are connected to
the backhaul by high capacity links such as fiber optics, the SNs assist the commu-
nication between BSs and MSs with lower power and are connected to the backhaul
via a donor BS, possibly with a connection of limited capacity. The SNs can represent
relays, HNBs, or RRHs. Due to the abstraction of the infrastructure nodes, we can
easily change SNs into BSs, or vice versa, by adjusting the corresponding parameters in
our model. In the following, we focus on the DL and transmission on a single subcarrier
as before.

Similar as in Chapter 3, the set of all BSs and SNs is divided into cooperation
clusters that can comprise multiple BSs and/or SNs. The infrastructure nodes of
one cooperation cluster can then jointly serve one or multiple MSs. The cooperation
clusters are described by the index setsM1, . . . ,MC , where C is the number of clusters
within a network and the elements of these sets correspond to the indices of BSs and
SNs that are associated to these clusters. The cooperation clusters are assumed to be
fixed during a transmission period and a specific resource (time/frequency) block. Note
that different clusters can contain different numbers of infrastructure nodes; some can
consist of only a single BS, while others can contain a plurality of BSs and SNs. Each
element of a cooperation clusterMc, c ∈ {1, . . . , C}, transmits signals to a set of MSs
described by the index set Kc. Also these sets can contain multiple or only one active
node, depending on the specific scenario.
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Each infrastructure node within a cooperation cluster, say node b ∈ Mc, transmits
a sum of linearly precoded signals

xb =
∑
k∈Kc

Qk,b · sk, (4.1)

where each summand corresponds to the signal intended for one of the associated MSs.
The matrix Qk,b denotes the precoding matrix of the signal from infrastructure node b
to MS k, and sk is the corresponding data symbol vector. Note that Qk,b ∈ CN

(T)
b ×N(s)

k

and sk ∈ CN
(s)
k , with N (T)

b and N (s)
k the number of transmit antennas of node b (BS or

SN) and data streams for MS k, respectively.

The receive signal yk ∈ CN
(R)
k , with N

(R)
k the number of receive antennas of MS

k ∈ Kc served by the cooperation clusterMc, can then be written as

yk =
∑
b∈Mc

Hk,bQk,bsk +
∑
b∈Mc

∑
j 6=k

Hk,bQj,bsj +
∑
i/∈Mc

Hk,ixi + nk. (4.2)

Therein, the first term captures all desired signals (transmitted by the nodes inMc).
The second term contains the signals transmitted by nodes within Mc but intended
for other MSs of Kc (the intra-cluster interference – ICI). The third and fourth term
describe the interference caused by nodes outside clusterMc (out-of-cluster interference
– OCI) and noise. The matrix Hk,b ∈ CN

(R)
k ×N(T)

b describes the channel from the b-th
transmitting node to MS k, where we assume that the channel is frequency flat and
constant for one transmission period, i.e., we look at a single sub-carrier of an OFDM
based system with a block fading channel.

The precoding matrices Qk,b can be chosen in many ways which differ in complexity,
required knowledge (such as CSI), performance, and robustness. In order to reflect the
different functionalities that different types of nodes can perform, we consider three
different levels of transmission schemes with varying complexity:

• A simple non-cooperative reference scheme without any SNs where each BS trans-
mits spatially white signals to a single MS. This reference corresponds to the
conventional network already introduced in the last chapter.

• A transmit node selection scheme in which each MS can choose if it is served
directly by a BS or by a SN. In this scheme, we distinguish two types of SNs,
namely in-band DF relays and out-band femto-cell HNBs. The selection scheme
resembles the macro diversity scheme from the previous chapter extended to
include additional small cells but limited to a single cell/sector.

97



4. Small Cells and DF Relaying

• A multiuser MIMO CoMP scheme where a set of multiple transmitting nodes
(BSs and/or SNs) serve multiple MSs with block ZF with max-min precoding.

In the following, we describe these schemes in more detail and derive their achievable
rates.

4.1.1 Non-Cooperative Reference

The non-cooperative reference scheme is of the lowest complexity. No SNs are present
(or they are all shut off) and each BS independently serves a single user (per resource
block) by a spatially white signal of transmit power PB uniformly allocated across
all antennas. The cooperation clusters thus only contain a single BS. Therefore, the

precoding matrix of BS b is Q
(b)
k =

√
PB/N

(T)
b · I

N
(T)
b

. Note that this transmission
strategy is optimal in the absence of CSIT which is not required in this case. This
scheme is of very low complexity as no CSI feedback and no complicated precoder
calculation is required. The resulting achievable rate for MS k can be calculated as in
(3.4) by

Rk = log2 det

(
I +

(
K

(i)
k + K

(n)
k

)−1

·K(s)
k

)
, (4.3)

where K
(s)
k , K

(i)
k , and K

(n)
k are the covariance matrices of the desired signal, interference,

and noise.

4.1.2 Transmit Node Selection

The deployment of SNs is an approach to enhance the coverage of BSs in a simple
way. When the network is densified by such additional nodes, the MSs can benefit
from a macro diversity gain and the signals are stronger due to the lower pathloss
the signals experience as the distance between a MS and its serving nodes becomes
smaller. A simple way to benefit from such additional nodes is to apply a selection
scheme. Each MS can choose its transmitting node from a set that contains BSs and
SNs. For this selection scheme, we limit ourselves to two types of SNs: in-band DF
relays and out-band femto-cell HNBs.

DF Relays

Relay stations (RSs) are nodes that do not transmit own information to/from the
users but support the communication between BSs and MSs by forwarding signals
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that have been transmitted on the primary link. The use of relays promises better
coverage and increased data rates than in conventional BS-MS communication due to
the intermediate node that can boost the attenuated signal by additional power. In this
chapter, we limit ourselves to DF relays that operate in half-duplex mode and use the
same physical channel for both hops (in-band). If a single RS forwards its signal only
to one MS and the direct channel between BS and MS is ignored or blocked, the data
rate on the two-hop channel is limited by the worst link of the two hops. The second
hop can thus not transmit more data than provided in the first hop. Accordingly, DF
relays show a higher performance than with AF relaying because the relay noise is
removed. AF relays on the other hand would lead to a worse performance in this setup
as the relay noise is accumulated and the end-to-end SNR thus decreased [87]. When
multiple relays serve the same MS, AF relays can however lead to a better performance.
This case will be considered in the following chapters. In this chapter, we limit the
discussion to DF relaying.

For the signaling protocol, we assume again that in each sector a single MS is active
in one given resource block. For each transmission period, this MS can now choose
over which link it receives the data it is interested in. This offers a diversity gain and,
depending on where the relays are located, a range extension of the coverage of the
corresponding BS. In order to describe the selection scheme applied here, we focus on
a single BS that is assisted by NR RSs, which together build a cooperation setMc, as
depicted in Fig. 4.1.

RS 1

RS NR
BS

MS k

R1, 1
(k)

R1, 2
(k)

R0
(k)

RNR, 2 
(k)

... 

RNR, 1
(k)

Figure 4.1.: DF relaying with transmit node selection.

When the BS transmits a spatially white signal with power PB, i.e. the transmit

signal of the BS intended for MS k is xB =

√
PB/N

(T)
b · sk, while the other nodes in

99



4. Small Cells and DF Relaying

Mc remain silent, the achievable rate on the direct link R(k)
0 can be calculated by

R
(k)
0 = log2 det

(
I
N

(R)
b

+
(
σ2
n · IN(R)

b
+ K

(i)
k

)−1

· PB

N
(T)
b

HkH
H
k

)
, (4.4)

where K
(i)
k is the OCI generated by the nodes in the other cooperation clusters. Note

that the relays within Mc do not cause interference if the direct link is chosen; the
relays are turned off in this case.

In a similar way, the rate R(k)
j,1 of the link between BS and RS j can be calculated.

Thereby, it is assumed that the BS again transmits with full power PB while the other
RSs i 6= j are silent. The transmission from the source to the relay takes place in an
orthogonal resource (either different time slot or frequency band, depending on whether
a TDD or FDD protocol is used). The achievable rate on the second hop is denoted by
R

(k)
j,2 and we assume that RS k transmits with power PR while the other nodes inMc

remain silent in this resource block. Assuming equal time slots or frequency bands on
each hop, the resulting total achievable rate on the link from the BS to MS k via RS
j is given by

R
(k)
j =

1

2
min

{
R

(k)
j,1 , R

(k)
j,2

}
, (4.5)

where the prelog factor 1
2
stems from the fact that two resource blocks are required for

the transmission of a single symbol vector. However, equal time slot or frequency band
allocation for both hops is not optimal. Better performance can be achieved if the
resource allocation can be chosen in a more flexible way. To this end, we can optimize
the time in which the two hops operate. In this way, less time can be assigned for the
better and more time for the worse hop in order to balance the two rates. With t1 and
t2 denoting the normalized durations of the first and second hop transmission, this can
be formulated as the following optimization problem

R
(k)
j = max

t1,t2
min

{
t1 ·R(k)

j,1 , t2 ·R
(k)
j,2

}
, s.t. t1 + t2 = 1. (4.6)

By solving the linear equation system

t1 ·R(k)
j,1 = t2 ·R(k)

j,2 (4.7)

t1 + t2 = 1, (4.8)
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this leads to the solution

R
(k)
j =

R
(k)
j,1 ·R

(k)
j,2

R
(k)
j,1 +R

(k)
j,2

. (4.9)

Equivalently, two fractions b1 and b2 of the bandwidth allocated to the transmission
for both hops can be used by FDD relays instead of the two time slots.

For each transmission block, an active MS associated to cluster Kc now chooses the
link to the best infrastructure node from its serving set Mc. When the best link is
chosen, the corresponding infrastructure node (BS or RS) transmits again spatially
white (with transmit power PB if the BS is chosen or with power PR in the case a RS
is chosen), while the other nodes withinMc are silent. The resulting achievable rate
is then

Rk = max
{
R

(k)
0 , R

(k)
1 , . . . , R

(k)
NR

}
. (4.10)

The selection of the best link is based on a measurement of the link quality. There-
fore, a rate feedback from the MS is required. However, as the precoding is spatially
white, no CSIT is required also in this case and the increase of complexity as compared
to the reference is only small. Additionally, relaying seems therefore to be well suited
also in case of (fast) moving mobile users.

Femto-Cells

A similar communication scheme with transmit node selection can also be applied if
other nodes than in-band relays are used. When these nodes are connected to the BS
by a wired connection or a wireless out-band link that is of sufficient capacity, the first
hop rate does not have to be considered for the calculation of the end-to-end rate. To
this end, we use HNBs to reflect this case. The HNBs are small cell (femto-cell) BSs of
reduced complexity and with lower power than the more sophisticated full BSs. Even
though such a HNB might have a backhaul connection of limited capacity (e.g. via a
Digital Subscriber Line – DSL), we assume that this link is of sufficient capacity and
small delay such that only the links to the MSs have to be taken into account for the
rate calculation. In this way, we can compare in-band relays, that have to share the
same physical channel for the communication with the BS as well as the MS, with a
selection scheme with perfect data delivery to the small cell.

In the case of femto-cells, the scheme described above can be adopted and the achiev-
able rate for user k is given as in (4.10), with the exception that the involved rates
R

(k)
1 , . . . , R

(k)
NR

are the achievable rates on the links between the HNBs and the MSs
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directly. In contrast to the relaying scheme, there is no time or frequency band allo-
cation between BS-to-RS and RS-to-MS link required. The HNB receives its required
information via the out-band link that is here assumed to be of a capacity that is suf-
ficiently large to support the rate achievable to the MS. Therefore, the entire time slot
or frequency band can be used for the transmission to the MS and the prelog factor
can be omitted. Otherwise, the HNBs and RSs are very similar from an abstract point
of view.

4.1.3 Distributed Antenna Systems with Block ZF

A more sophisticated transmission scheme can be realized if the SNs jointly transmit
together with one or multiple BSs. To this end, we apply a multiuser CoMP scheme that
is based on block ZF and optimized power allocation across all transmitted data streams
as in the previous chapter. For this case, we assume that the SNs are connected to
their associated BSs via a backhaul link of sufficient capacity. The SNs can correspond
to HNBs or RRHs and the cooperation cluster with BSs and SNs becomes a DAS.

All mobiles within a cooperation area, that can comprise multiple sectors, are served
jointly by the corresponding transmit nodes (BSs and SNs) where the ICI is nulled and
the power is allocated to each stream such that the minimum rate is maximized. To
this end, the precoding matrices are decomposed to Qk,b = Zk,b ·Gk,b, where Zk,b is the
block ZF matrix and the power allocation for the different streams is handled in Gk,b.
The ZF matrices are obtained by components of the null space of all undesired links

within the cooperation set, i.e. of null

{[
H̄T

1,c, . . . , H̄
T
k−1,c, H̄

T
k+1,c, . . . , H̄

T
|Kc|,c

]T}
, where

H̄i,c is the collocated channel matrix from all transmitting nodes within a cooperation
clusterMc to MS i ∈ Kc.

Once the ZF matrices are calculated, the power loading matrices Gk,b need to be
found. As we assume that the transmitting nodes have only CSI from links within
the cooperation area, the OCI is ignored for the calculation of Gk,b. This allows to
formulate the optimization problem

max
{Gk,j} j∈Mc

k∈Kc

min
{
R̃k

}
k∈Kc

(4.11)

s.t. Tr

{∑
k∈Kc

Qk,bQ
H
k,b

}
≤ Px, ∀b ∈Mc, (4.12)
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where R̃k is the achievable rate that would result without OCI (the ICI is already
nulled) and Px = PB or PS is the per node power constraint depending on whether the
corresponding node is a BS or SN. Note that as there is no interference present, this
optimization problem is convex and can thus efficiently be solved by standard opti-
mization tools. However, in the evaluation of the rates, the OCI is taken into account.
This form of cooperation requires accurate CSI for all links within the corresponding
cooperation area. It is therefore of relatively high complexity.

4.1.4 Unified Framework

Depending on how the cooperation clusters are chosen and which infrastructure node
is set to a BS or SN, different network configurations can be realized. A collection
of example networks can be seen in Fig. 4.2. The network topologies that have al-
ready been discussed in Chapter 3 can be built as shown in Figs. 4.2a - 4.2c. The
conventional network that acts as a reference is shown in Fig. 4.2a where the trian-
gles with arrows correspond to BSs. There, each sector is served by a single BS1 that
operates independently of other BSs and with a transmit power of PB. Consequently,
the cooperation clusters contain only a single BS and no SNs (the nodes shown as gray
circles are turned off). By turning off the triangles and considering the three circles in
the corners of a cell as BSs that cooperate with each other, the 3-BS CoMP scenario
with 30◦ orientation can be formed (Fig. 4.2b). Three sectorized BS arrays form a
cooperation cluster that serves three adjacent sectors. Fig. 4.2c shows the somewhat
more exotic 6 BS super-cell network configuration: six BSs placed on a ring around a
center cell form a cooperation cluster. In this case, six BS antenna arrays can serve
nine sectors, while the BS that would be located in the center cell of a conventional
network is not in operation. Such a configuration can be used to save BSs and/or to
compensate BS failures.

A network in which a BS is supported by relays or HNBs for range extension is
depicted in Fig. 4.2d where the SNs are marked in light colors. These nodes can have
omnidirectional or directed antennas. Fig. 4.2e shows a relaying scenario where each
sector is assisted by additional relay nodes. In this case, a cooperation cluster consists
of a BS (triangles in dark colors) and two sectorized relays (circles in light colors)
located on the cell corners. The relays assist the communication within a sector with

1As in the previous chapter, we consider multiple BS arrays located on the same site as different BSs
when they serve different independent sectors.

103



4. Small Cells and DF Relaying

(a) Conventional network. (b) 3-BS cooperation. (c) 6 BS super-cell.

(d) Relaying for range ex-
tension.

(e) Sector relaying. (f) Distributed antenna
system.

Figure 4.2.: Example network configurations.

a transmit power of PS. Instead of relays, also HNBs can be used in this setup. A
combination of BS cooperation and SNs can be seen in Fig. 4.2f, where each cell is
served by three BSs and three additional low power nodes that can be HNBs or RRHs
(in light colors) on the six cell corners. Such a DAS scenario resembles the six BS
super-cell in a smaller format.

4.2 Simulation Results

In the following, the described transmission schemes are compared with each other in
various network settings. We are particularly interested in the performance gain offered
by the additional SNs, the impact the network topology has on the performance of
the different schemes, but also in the robustness of the schemes with respect to CSI
imperfections and the overhead they introduce in a practical system. To this end, we
first consider a single remote BS whose coverage range is extended by an SN. In a
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4.2. Simulation Results

later step, we then consider the different schemes in denser networks consisting of a
multiplicity of nodes.

4.2.1 Relaying for Range Extension

In this section, we discuss the use of the selection scheme with SNs to enlarge the cov-
erage of a single BS in a remote rural environment. In situations without (significant)
interference, the transmit power is the main limiting factor of the communication be-
tween a BS and an MS. In such situations, simple relaying of the signals can be used to
enhance the performance considerably. The environment is modeled by the WINNER
II based channel model for the rural scenario D2 [76] as described in Section 2.4. The
BS and the SN are equipped with NB = NS = 4 antennas, directed with the antenna
pattern given in (3.25) and we assume a LOS component in the channels. As before, a
single MS with NM = 2 omnidirectional antennas is selected to be served by a BS sector
in one resource block. The reference scenario without additional nodes is compared to
networks where a single SN assists the communication of the BS. Different distances
between BS and SN are chosen: 1, 2, 3, and 4 km. In the simulations, the BS transmits
with full power of PB = 80 W and the SNs can transmit with PS = 6, 20, or 80 W. The
noise induced in the MS and RS has a variance (power) of σ2

n = 5 · 10−12 W.

Fig. 4.3 shows the 5% outage rates and the outage probabilities for a target rate of
1 bps/Hz. The setting corresponds to Fig. 4.2d with FDMA frequency allocation, i.e.
only one BS sector is considered. It can be seen that in the reference case without an
SN, the outage probability drops below 5% at a distance of about 3 km from the BS
and the 5% outage rate is below 2 bps/Hz after a distance of about 2 km from the BS.
If an in-band relay is deployed that transmits with PS = 6 W, the coverage is increased
significantly. When a relay is placed at a distance of 2 or 3 km, the area with good
performance (5% outage rate above 4 bps/Hz and outage probability smaller than 5%)
can be doubled. If the relay is too close to the BS (1 km), the coverage increase is
small and if the relay is too far away (4 km), the data rates start to drop between the
BS and the relay. In this setting, placing a relay at 3 km from the BS seems therefore
to be a good choice regarding coverage.

The performance of the selection scheme with in-band relays and femto-cells with
out-band connection to the BS are compared in Fig. 4.4, where the 5% outage rates
as well as the average user rates are plotted. The SN (relay or HNB) is located at
a distance of 3 km from the BS. Regarding the coverage (area with high 5% outage
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(a) No relay.
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(b) No relay.
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(c) Relay at 1000m.
x position (m)

0 1000 2000 3000 4000 5000

y
 p

o
si

ti
o

n
 (

m
)

-500

0

500

P
o
u
t (

<
=

0
.1

)

0

0.05

0.1

(d) Relay at 1000m.
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(e) Relay at 2000m.
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(f) Relay at 2000m.
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(g) Relay at 3000m.
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(h) Relay at 3000m.
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(i) Relay at 4000m.
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(j) Relay at 4000m.

Figure 4.3.: A relay assists a single BS in a rural environment without interference. Different
relay locations are compared. The BS transmits with PB = 80W, the relay with
PS = 6W. 5% outage rates (on the left) and outage probabilities for a target
rate of 1 bps/Hz (on the right) are shown.

rates), the two types of nodes do not show a considerable difference, even though the
femto-cell is not affected by a prelog factor while the relay has to share resources for
the two wireless links. The first hop is in our setup usually much stronger than the
second one. Due to the 4× 4 MIMO gain, the data rate can potentially be doubled as
compared to the link to the MS with only two antennas. Therefore, a much smaller
time or frequency slot can be allocated to this links than to the second one. The end-
to-end performance is thus mostly limited by the RS-to-MS link, which is the same as
with a femto-cell. A difference in the two schemes arises only close to the SN, where
also a strong second hop link is present. There, the rate of the RS-to-MS link is in the
same range as on the BS-to-RS link and the resources have to be shared when a relay
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(a) No relay, PB = 80W.
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(b) No relay, PB = 80W.
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(c) Relaying, PB = 80W, PS = 6W.
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(d) Relaying, PB = 80W, PS = 6W.

x position (m)

0 1000 2000 3000 4000 5000

y
 p

o
si

ti
o

n
 (

m
)

-500

0

500

R
5
%

 (
b

p
s/

H
z)

1 

2 

4 

8 
15

(e) Femto-cell, PB = 80W, PS = 6W.
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(f) Femto-cell, PB = 80W, PS = 6W.

Figure 4.4.: Rural macro-cell with assisting small cell. 5% outage rates (left) and average
user rates (right) for different types of supporting nodes.

is used. This is reflected in larger average user rates close the the HNB on the right
hand side of the figure. Apart from this small area, however, the influence of the first
hop is small and relays and femto-cells perform very similar.

So far, the BS transmit power was set to PB = 80 W, while the SN transmits with
PS = 6 W. In Fig. 4.5, we look at the influence the transmit power has on the selection
scheme. Thereby, we focus on the femto-cell case, as the results are very similar when
in-band relays are applied. For the simulation, the femto-cell is treated as a full BS
and both nodes transmit with the same power PB = PS = 6, 20, 80 W. We show the
5% outage rates as a function of the distance between the MS and the BS. The values
are averaged over the y coordinate and the plot thus resembles a cross section of the
area plots shown before. It can be seen that the 5% outage rates gradually increase
when more power is applied, as there is no interference in this network. If only the
BS transmits with full power of 80 W and the femto-cell only with PS = 6 W, the
performance is almost as good as when both nodes have 80 W. Also the use of an
in-band relay with only 6 W leads to almost the same performance. Installing a node
that transmits only with low power has already a large impact and coverage can be
extended. Due to the transmit node selection, a MS located around 4 km from the BS
can achieve almost the same 5% outage rate when the BS transmits with 80 W and
the SN with 6 W as when both nodes transmit with PB = PS = 20 W. Relaying is thus
an efficient means for performance enhancement in remote areas with limited coverage
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Figure 4.5.: DF relaying/femto-cells: average 5% outage rates for different transmit powers.

where installing new full BSs is difficult due to financial or other reasons. With relay
and/or femto-cells, expensive BSs can be saved and the coverage of an existing BS can
be enlarged considerably.

4.2.2 Heterogeneous Networks

In contrast to the scenario without interference discussed for the remote rural case,
simple relaying in dense urban environments might not necessarily increase the perfor-
mance since the relays cause additional interference to other users. Poor reception is
thereby not caused by the weak receive power of the signals, but mostly due to strong
interference. In this section, we study the potential of applying SNs in such interference
limited situations. For the simulations, we again apply the WINNER II based channel
model and consider the urban environment, i.e. the urban micro-cells as they are intro-
duced in the chapter before. If not stated otherwise, the basic network model consists
of 19 regularly arranged hexagonal cells, all divided into three sectors. The diameter
of each cell is 700 m and three BSs (one for each sector) are placed in the center of the
corresponding cell, each equipped with NB = 4 antennas. Assuming a total bandwidth
of 100 MHz, the total transmit power of each BS array is PB = 80 W if not stated
otherwise. The basic model is extended by additional SNs placed on each cell corner,
i.e. two SNs for each sector, as shown in Fig. 4.2e. The transmit power of these nodes
is denoted by PS and is usually set to 6 W. The BSs and SNs are both equipped with
NB = NS = 4 sectorized antennas directed to the corresponding sector. The antenna
patterns are the same as introduced in (3.25). The MSs are equipped with NM = 2
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4.2. Simulation Results

omnidirectional antennas. The noise power in the MSs and RSs is σ2
n = 5 ·10−12 W. We

assume the relays to be dedicated infrastructure nodes which are intentionally placed
at locations with good connection to their associated donor BS. As a consequence, we
assume the channels between BSs and their associated relays to be with LOS with a
pathloss given by (2.25). All other channels (particularly those to MSs and between
nodes belonging to different cells) are NLOS with pathloss as in (2.24).

Modeling the interference scenario is more difficult with active SNs than in the sce-
narios considered in the last chapter. If in-band relays are deployed, which operate in
half-duplex mode, they receive during a certain time interval and transmit in another,
in which they also cause interference to other listening nodes. As the time slot assign-
ment is optimized for each relay link, this results in differently long time intervals of
transmission for different nodes. In order to avoid the optimization of the time slots
for all links in the entire network and to predict the potential performance that can be
guaranteed also for cell edge users with high probability, we again make a worst case
assumption and assume that all nodes in cells other than the cell of interest transmit
with full power of PB and PS, respectively. With this, also the interference from nodes
which are closest to the test MS, whose data rates are evaluated, are considered. Again,
no power control is applied and the performance is pessimistic as the cell of interest
might be less affected by interference when other nodes throttle down their transmit
power. In the cell of interest, only the nodes that are chosen by the selection scheme
are active and transmitting while the others are idle for the current channel realization.

Relay Selection

First, we again focus on the selection scheme without beamforming. All nodes transmit
spatially white and do not require any CSIT. In Fig. 4.6, we compare the selection
scheme for in-band relays and out-band femto-cells to the conventional reference with-
out additional SNs. The network corresponds to the setup depicted in Fig. 4.2e and
the FDMA frequency allocation across the different cells is applied, i.e. each neigh-
boring sector uses a different third of the available spectrum than the other two. Both
the outage probabilities for a target rate of 1 bps/Hz as well as the 5% outage rates
are plotted. We can see that the SNs clearly enhance the performance in the cell edges
and the coverage of each sector is enlarged (the small squares on the cell corners where
relays are located are not simulated). Close to the cell corners where an SN is located,
the SINR and thus the rates are improved significantly. The data rates in the center
of the cell close to the BSs, however, are not reduced noticeably as compared to the
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4. Small Cells and DF Relaying

case without relays. The small transmit power of the SNs does thus not add much
interference, even though the worst case scenario is considered in which all nodes (BSs
and SNs) of neighboring sectors transmit with full power. The coverage, however, is
not as homogeneous as with the BS cooperation discussed in the last chapter; areas
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(a) No relay.
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(c) 2 Relays per sector.
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(d) 2 Relays per sector.
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(e) 2 femto-cells in each sector.
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(f) 2 femto-cells in each sector.

Figure 4.6.: Relay/femto-cell selection in urban micro-cells with FDMA and 0◦ orientation.
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with low rates and high outage probability remain. The performance in the triangles
on the cell edges between two SNs is not improved. In order to further enlarge the
coverage also to these areas, additional SNs could be placed in these locations. As
already observed in the rural case discussed before, in-band relaying and femto-cells
with out-band HNBs show only a small difference. If the time slot assignment in the
case of relaying is optimized, most of the transmission time is again allocated to the
second hop, while the one for the first hop is small. The four spatial streams on the
link between BS and SN and the higher signal powers due to the LOS pathloss on these
links lead to a higher data rate on the first hop.

In the next figure (Fig. 4.7), we compare the FDMA frequency allocation (in the left
column) with reuse 1 (right column) for the same setup. Here, the average user rates
for each position are shown. This measure emphasizes the higher data rates that can
be achieved close to the transmitting nodes in the reuse 1 case. Especially in the main
beam of the BS, much higher data rates are achieved than with FDMA as no prelog
factor of 1/3 is applied. Also the data rates around the SNs are higher. The areas with
poor performance are however larger than with FDMA, as it can be seen by the larger
triangles on the cell edge between the SNs. In these places, the higher interference
from the neighboring cells kicks in and decreases the SINR. Also here, the performance
could be improved by installing additional SNs in these spots. In the reuse 1 case,
in-band relays are not as good as the selection scheme with femto-cells. Close to the
relay, higher second hop rates can be achieved, while the first hop rates are reduced
due to the increased interference in this case. The rates on the two hops are thus a
bit more balanced and a smaller fraction of the time can be allocated for the BS-to-RS
link. Due to the time sharing, the femto-cells thus show some higher rates close to the
SNs, but the difference is small.

In Fig. 4.8, the empirical CDFs of the SN selection scheme for both the FDMA
and reuse 1 frequency allocation are shown. The curves confirm the better coverage of
FDMA. Except in the high rate regime, the dark solid lines of the FDMA case show
higher rates. On the 5% outage line, the data rates are almost doubled as compared
to the reuse cases. Reuse 1 only leads to a bit higher peak rates. The difference
between in-band relays and out-band femto-cells is almost not visible. When the SN
power is increased to PS = 80 W, the data rates are further improved, with a larger
difference with FDMA than with reuse 1. In the latter case, the network is more in
the interference limited regime and a higher transmit power has thus not much impact
as also the interference is increased by the same amount.
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(a) No relay, FDMA.
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(b) No relay, reuse 1.
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(c) 2 Relays per sector, FDMA.
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(d) 2 Relays per sector, reuse 1.
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(e) 2 femto-cells in each sector, FDMA.
x position (m)

200 400 600 800 1000

y
 p

o
si

ti
o
n
 (

m
)

400

500

600

700

800

900

1000

R
at

e 
(b

p
s/

H
z)

1 

2 

4 

6 

8 

12

(f) 2 femto-cells in each sector, reuse 1.

Figure 4.7.: Average user rates for relay/femto-cell selection in urban micro-cells. FDMA
frequency allocation (left) is compared to reuse 1 (right).

Rural Macro-Cell

The SN selection scheme for the case of rural macro-cells is shown in Fig. 4.9. For
these simulations, the same network architecture as before is applied, but the distance
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Figure 4.8.: Empirical CDFs of instantaneous user rates in an urban micro-cell.

between adjacent BSs is enlarged to 1500 m and the channels are drawn from the model
in the rural scenario. Over all, the performance gain with SNs is larger than in the
urban case. As the BSs are more distant from each other, the network is less affected
by interference (especially with FDMA) and the additional power of the SNs helps in
enlarging the coverage. For this reason, also the difference between in-band relays and
out-band femto-cells is larger. Because the interference is smaller and the desired signal
components stronger due to the somewhat smaller pathloss, the second hop rates are
higher than in the urban case relative to the ones of the first hop. The optimized time
sharing leads thus to a larger fraction for the first hop. With out-band SNs where
the first hop does not have to be taken into account, the end-to-end rates are higher
than with in-band relays. The difference increases further in the high rate regime
(above 1 bps/Hz in the CDF) when the FDMA frequency allocation is applied. In
the reuse 1 case, this effect is less pronounced, as more interference is present and the
network behaves similar to the FDMA case in urban networks. Nevertheless, installing
additional SNs can also help here in order to enlarge coverage and provide better service
to cell edge users.

Joint Beamforming with Supporting Nodes

If SNs are more sophisticated nodes or RRHs, they can also contribute in joint beam-
forming with the BSs. If all involved nodes are connected together with a backhaul link
of sufficient capacity, this scenario corresponds to a DAS. In this section, we evaluate
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Figure 4.9.: Empirical CDFs of instantaneous user rates in a rural macro-cell.

the performance of DASs with block ZF and max-min optimization. To this end, we
apply again the network architecture depicted in Fig. 4.2e, with three sectors where
the BSs are located in the middle of the cell. The three BS sectors cooperate with each
other and the transmission is assisted by six additional SNs in the cell corners, which
are also sectorized and the three antenna arrays of each of them points towards the
center of their respective cell. The transmit power of the BSs is fixed to PB = 80 W,
while the transmit power of the SNs is varying between PS = 1 dBm and 49 dBm (1 mW

to 80W). With this, we can study the influence of the SNs and their transmit power on
the CoMP scheme. If the SNs are turned off (PS = 0 W), the scenario corresponds to
sector cooperation as introduced in the last chapter, if the power is set to the maximal
value of PS = 80 W, the three MSs in the cell are served by one virtual antenna array
that consists of 9 full-fledged individual antenna arrays that form one cooperation area.
In all cases, we make again the worst case assumption for the interference and assume
that all nodes in the neighboring cells transmit with the same power of PB and PS,
respectively.

The empirical CDFs of this setup are shown in Fig. 4.10, for the reuse 1 frequency
allocation. The CoMP case is also compared to the non-cooperative reference (the
three BS arrays operate independently of each other and the SNs are turned off) and
to the selection combining scheme with femto-cells (relays would lead to a similar
performance), both with FDMA. It can be seen that the coherent cooperation with
block ZF and optimized power allocation can profit more from increasing PS than
selection combining. Even with a very small transmit power of PS = 1 dBm = 1 mW,
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Figure 4.10.: CDFs of instantaneous user rate for 3 BS cooperation with 6 assisting SNs
with varying transmit powers. The BSs transmit with PB = 80W.

the CoMP scheme achieves the same performance as the selection scheme when the
SNs transmit with PS = 80 W. When the SN power is increased, the performance
steadily improves until the 5% outage rate is approximately tripled as compared to
the selection scheme. With increasing SN power, however, also the interference in the
network increases.

The selection combining scheme, on the other hand, already achieves notable im-
provements with much lower complexity, while the full CoMP scheme transmits with
9 antenna arrays to 3 MSs and a correspondingly large precoding matrix has to be
calculated. The high performance with the DAS requires thus high computational
complexity and backhaul access of high capacity to all involved antenna arrays in the
cooperation set. Moreover, the selection scheme has further advantages regarding ro-
bustness, as we will see in Section 4.2.4.

While the CoMP scheme with SNs as studied before comprises nine antenna arrays
for the transmission to only three MSs, a high performance can be achieved. Many
excess antennas are however used for this setup. In the following, we look at the same
cooperation strategy with block ZF and max-min optimization but with an adapted
network geometry. We apply the CoMP scenario with three cooperating BSs with the
30◦ orientation and place only three additional SNs into the corners which have no
BS. This CoMP setup with three BSs and three SNs corresponds to Fig. 4.2f and
resembles the six BS super-cell in a smaller dimension. With this setup, we hope to
maintain much of the performance gain of the DAS but with smaller complexity as
less antenna arrays are involved. By placing one antenna array in each of the corners
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4. Small Cells and DF Relaying

of the cooperation area, we expect a similar behavior as the six BS super-cells with
homogeneously distributed data rates in the entire area.

The area plot of the 5% outage rates for this setup, when the SNs transmit with
PS = 6 W and the BSs with PB = 80 W, is shown in Fig. 4.11d. For this simulation,
we applied the FDMA frequency allocation, i.e. the three cooperating sectors use a
different frequency than the direct neighbors. As with the other max-min schemes
discussed in the previous chapter, a very homogeneous rate distribution with high
5% outage rates can be observed. Even more homogeneous and better than with
three BS cooperation or the six BS super-cells. With the FDMA frequency allocation,
the interference is small and the additional three SNs can also provide a significant
contribution to the performance. By transmitting jointly from all sectors, with four
times the number of antennas than the MSs, data rates of more than 2 bps/Hz can be
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(b) 3 BS cooperation, FDMA.
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Figure 4.11.: 5% outage rates for joint beamforming scenarios with and without SNs. The
femto-cell selection scheme is also shown.
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Figure 4.12.: CDFs of instantaneous user rate for BS and SN cooperation with varying
transmit powers. The BS arrays transmit with PB = 80W.

achieved with high probability almost everywhere in the network. For comparison, the
femto-cell selection scheme with two SNs per sector as well as the cooperation scheme
with three BSs and six BS super-cells are also shown in Fig. 4.11. In comparison to
the three BS case, the average 5% outage rates can significantly be boosted by the
SNs. Also compared to the six BS super-cells, the coverage is better, especially at the
cell edges. This is due to the smaller cell size which leads to more balanced signal
strengths in the cell and the higher number of excess antennas which leave more room
for optimization. The data rates of the SN assisted cooperation scheme are however
smaller than the peak rates in the selection scheme. This is due to the max-min
optimization.

The empirical CDFs of the three BS plus three SN setup is shown in Fig. 4.12, where
we compare this setup to the CoMP setup with three BSs and six SNs, as well as with
the reference and the SN selection scheme. The cooperation with three BSs and three
SNs is shown for both the FDMA as well as the reuse 1 case. In the regime above
the 5% outage line, the smaller CoMP setup with only three SNs clearly outperforms
the SN selection and the reference, for both frequency allocations. In the reuse 1 case,
it shows a similar behavior as the CoMP scheme with six SNs but shifted by about 1
bps/Hz to the left. With less antennas, the cooperation scheme is thus less effective, but
the SNs still improve the coverage as well as the individual user rates as compared to
CoMP without the additional SNs. In the FDMA case, the cooperation scheme shows
a significant improvement in the low rate regime. In the high rate regime, however, the
rates are smaller than with the selection scheme due to the max-min optimization as
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4. Small Cells and DF Relaying

already observed in previous simulations; the data rates are much more homogeneously
distributed. Hence, the peak rates are smaller in this case than with the same scheme
in the reuse 1 frequency allocation. With the latter, no FDMA prelog loss of 1/3 affects
the rates and close to the BSs or SNs higher rates can be achieved.

4.2.3 Comparison of Different Schemes

In this section, we compare the most promising SN assisted communication scenarios
with BS cooperation discussed in the previous chapter. Thereby, we focus on the dense
urban scenario with micro-cells. Fig. 4.13 compares the various schemes in their best
cell layout and sector orientation. The non-cooperative reference forms the baseline
of a conventional network in the configuration of Fig. 4.2a with FDMA frequency
allocation. This reference is clearly outperformed by all other schemes. The selection
scheme with femto-cells in the network layout of Fig. 4.2e (and similarly with in-band
relays) leads to improvements in the entire network (in all rate regimes shown in the
CDF) with low complexity as no CSIT is required in this case and each MS selects
the best transmitting node (either the BS or one of the two SNs in the corresponding
sector) for which only rate feedback is required. This selection scheme can be improved
if the MS of interest has a wider choice of transmitting nodes, as shown by the macro
diversity UB (here with reuse 1 and the network layout of Fig. 4.2a), which leads to
significantly higher rates on the 5% outage line. This UB could be further increased,
when additional SNs were placed in the network, preferably towards the cell edges
where no BS is located.

When three BSs cooperate to perform joint beamforming with max-min optimiza-
tion, the performance above the 5% outage line can be further improved (green solid
line); the three BS CoMP scheme with FDMA and in the 30◦ orientation (Fig. 4.2b)
shows a more homogeneous rate distribution. When this joint beamforming scheme is
extended to also include additional SNs, the high number of antennas in the virtual
antenna arrays leads to a higher performance. In the reuse 1 frequency allocation, the
data rates with six SNs (the setup of Fig. 4.2e) are the highest above 10% with the best
performance among all considered scenarios. In the low rate regime, the performance
is a bit lower than three BS CoMP with FDMA due to the higher interference the
additional SNs cause. When FDMA is applied, the SN assisted CoMP scheme leads
to a more homogeneous rate distribution as it can be seen by the steeper slope of the
CDF, which has a similar behavior as the 3 BS CoMP. The additional antennas of

118



4.2. Simulation Results

Spectral efficiency (bps/Hz)
0 1 2 3 4 5 6 7 8

C
D

F

10
-2

10
-1

10
0

Reference, no CSIT, FDMA, 0°
Femto-cell selection, FDMA, P

S
 = 6W

Macro diversity UB, reuse 1, 0°
3 BS cooperation, FDMA, 30°
3 BS + 3 SN CoMP, FDMA, P

S
 = 6W

3 BS + 6 SN CoMP, reuse 1, P
S
 = 10W

Cooperation 6 BS super-cell, reuse 1

5%

Figure 4.13.: CDFs of instantaneous user rate for different schemes with and without SNs.

the three SNs however, shift the curve to higher rates; the 5% outage rate is further
improved, even with only three SNs instead of six. The cooperation area in this setup
leads to smaller interference between different cooperation sets due to FDMA, while
the six SNs increase the interference in the network which affects especially the cell
edge users. The six BS super-cells achieve a very similar behavior as the CoMP with
three BSs and three SNs, even though the super-cells comprises a larger area in one
cell. Due to the larger distances between the BSs, a similar interference scenario can
be observed as with FDMA in the smaller cells. The evenly distributed antenna arrays
in all corners of the cooperation area lead to balanced signal strengths in most of the
area and high data rates can be achieved almost everywhere.

The main results of BS cooperation, with and without the assistance of SNs, are
summarized in Table 4.1, where the key performance indicators defined in Chapter 2
are given. In can be seen that also here the selection scheme with in-band relays as well
as out-band femto-cells achieve a very similar coverage and average 5% outage rates:
27% and 0.89 bps/Hz for femto-cells and 25% and 0.87 bps/Hz for in-band relays.
The performance loss due to sharing the same physical channel for both hops is small
when the time sharing is optimized. When the relay/femto-cell power is increased from
6 W to 80 W, the performance is with a coverage of 50% and an average outage rate
of 1.08 bps/Hz already comparable to the macro diversity UB which is a bit better.
The SN selection scheme is however of lower complexity as less nodes are involved
and the scheme is limited to a single sector. The joint beamforming with three BSs
achieves a coverage of 86% when no SNs are used. When three additional SNs are
deployed that can also contribute in the joint transmission, this can be extended to
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4. Small Cells and DF Relaying

Scheme Configuration Coverage Av. R5% (bps/Hz)
Reference FDMA, 0◦ 15 % 0.53
Beamforming FDMA, 0◦ 24 % 0.77
Macro diversity UB reuse, 0◦ 61 % 1.19
3 BS cooperation FDMA, 30◦ 86 % 1.26
6 BS super-cell reuse, super-cell 77 % 1.88
Relay selection FDMA, 0◦ 25 % 0.87
Femto-cell selection FDMA, 0◦ 27 % 0.89
Femto-cell 80 W FDMA, 0◦ 50 % 1.08
3 BS + 3 SN cooperation FDMA, 30◦ 99 % 2.38

Table 4.1.: Key performance indicators for the different schemes in dense urban micro-cells.

almost full coverage (99%) and the average 5% outage rate can almost be doubled
to 2.38 bps/Hz. This is considerably higher than with the six BS super-cells. In the
SN case, however, the double amount of antennas is applied relative to the number of
MSs. The main observations from the previous chapter thus carry over also to the case
when additional SNs are deployed: The selection scheme achieves a good performance
with low complexity when a large number of nodes is present from which the MSs can
choose from. The block ZF with max-min optimization leads to very homogeneously
distributed date rates with a high coverage and the performance improves with an
increasing number of transmit antennas. In order to get low outage probabilities,
however, the interference between the locally restricted cooperation areas has to be
kept low. To this end, the sector orientations have to be adapted to the geometry of
the virtual cells and neighboring cells should be separated, e.g. with sectorization and
different frequency bands. The best coverage can be achieved with FDMA when the
transmitting antenna arrays are located around the cooperation area and point towards
its center. The 30◦ orientation, preferably with antenna arrays in all six corners, as
well as the six BS super-cells are thereby particularly beneficial.

4.2.4 Robustness to Imperfect CSI

So far, perfect CSIT was assumed for all transmission schemes. For the CoMP with or
without additional SNs, full channel knowledge of all links within a cooperation area is
required to perform block ZF and max-min optimization. In the case of the selection
scheme, perfect rate feedback from the MSs is assumed. As the latter is simpler to
acquire than full CSIT and because the data rates required for the selection are mostly
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dominated by the pathloss, we expect that the selection scheme is more robust with
respect to wrong or outdated channel knowledge. In the following, we briefly evaluate
and discuss the performance loss of the different schemes when the CSI is affected by
imperfections. To this end, we model imperfect CSI as follows. Instead of the true
channel matrix Hk,b, the transmitting nodes use an estimate

Ĥk,b =

√
1

Lk,b

(√
1− ϑ2Hk,b + ϑWk,b

)
, (4.13)

where Wk,b is the estimation error with elements i.i.d. CN (0, 1) and ϑ2 ∈ [0, 1] the CSI
noise scaling factor. This model captures effects as outdated CSI (if MSs are moving)
as well as estimation errors. Note that the pathloss Lk,b is not affected by CSI noise, as
we assume that its estimation is much easier in practice than that of the actual fading
coefficients and that it can be averaged over multiple transmission blocks.
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Fig. 4.14 shows the behavior of the same setup as in Fig. 4.10 with three BSs
and six SNs in the cell corners, but with fixed transmit power PS = 5 W and varying
CSI noise scaling factors ϑ2. The curves show that for reasonable choices of ϑ2, the
CoMP scheme is quite robust and outperforms selection combining; only if ϑ2 ≥ 0.5 (
ϑ2 = 1 corresponds to no CSI at all), the performance is worse. In this case, block ZF
fails completely and the max-min optimization allocates power to the wrong streams.
Better performance can in this case be achieved with robust beamforming schemes
such as described e.g. in [12]. A CSI estimation SNR, defined as SNRH = 1−ϑ2

ϑ2 , of
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about 10 dB is however sufficient for a good performance. For higher inaccuracies, the
performance of CoMP decreases but relaying does (almost) not vary with ϑ2 (cf. also
Fig. 4.15). The reason for this is that the link selection requires only knowledge of
the link quality which is essentially given by the second order statistics of the channel,
which corresponds to Lk,b. This estimation, in turn, can be assumed to be very robust
due to the diversity offered by the MIMO channels.

Even though CoMP achieves higher gains than selection combining, at least for ac-
curate CSI, relaying and/or femto-cells have still some advantages. Fig. 4.15 shows
the 5% outage rates that are achieved for the different schemes. It can be seen that the
selection scheme proves to be a better choice than CoMP when the CSI imperfections
are too large. However, even with low transmit power and high CSI noise, the cooper-
ation scheme exceeds the target rates for cell edge users in the LTE-Advanced. These
targets are specified to be 0.07 bps/Hz for 2× 2 MIMO transmission, 0.09 bps/Hz for
4× 2, and 0.12 bps/Hz for 4× 4 MIMO transmission [1].

Figure 4.15.: CoMP with SNs vs. relay selection with varying SN transmit power and
varying CSI noise scaling.

The spatial distribution of the 5%-outage rates of the network configurations from
Fig. 4.2b with FDMA frequency allocation are shown in Fig. 4.16 and compared to
the selection scheme with femto-cells (Fig. 4.2e). Plots for 3 BS cooperation with
imperfect CSI are also shown. Here, we do not apply the CSI error model from (4.13),
but assume perfectly estimated CSI that is quantized with 3 and 4 bits per real and
imaginary dimension of each channel coefficient. To this end, a scalar linear and uni-
form quantizer is applied to the small scale fading, while the second order knowledge
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(a) CoMP – perfect CSI.
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(b) CoMP – 4 bit quantization.
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(c) 2 femto-cells per sector.
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(d) CoMP – 3 bit quantization.

Figure 4.16.: 3 BS cooperation with different CSI quantization levels compared with perfect
CSI and femto-cell selection. Urban area with FDMA frequency allocation.

(pathloss) remains unaffected.2 It can be seen that the performance is only slightly
decreased when the CSI is quantized with fewer bits, at least in large parts of the
network. Close to the BSs, however, the performance drop is more severe. In these
locations, the residual interference cannot be suppressed sufficiently due to the quan-
tization noise that destroys the block ZF. In this case, the interference for MSs close
to the BSs is strong, which limits the data rates. In these areas, however, the direct
transmission from a single BS without cooperation can be applied, which would lead
to even higher rates than with perfect cooperation. In the rest of the network area,

2The results of the cooperation with quantized CSI have been published by G. Psaltopoulos, R. Rolny,
M. Kuhn, M. Kuhn, and A. Wittneben in “Future Cooperative Wireless Networks, Deliverable 4,”
ETHZ, Tech. Rep., Oct. 2011, available on request.
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cooperation leads to a high performance increase with cooperation, also with coarse
quantization. Relaying, on the other hand, offers an interesting alternative when no
(sufficiently accurate) CSI is available.

4.3 Critical Discussion

In this Chapter, we have evaluated and compared the performance of SN assisted cells in
various network settings. Based on the insights from the previous chapter, we extended
the schemes introduced before to the case where additional nodes are deployed. These
can comprise DF relays, femto-cells HNBs, or RRHs to form DASs. The selection
scheme and the joint beamforming with block ZF and max-min optimization reflect
therefore a simple and a sophisticated transmission strategy. While the transmit node
selection benefits from a diversity gain within a single cell where the MSs can choose
the best transmit node within a limited set, the joint beamforming scheme allows
the MSs to be served by a plurality of nodes distributed to different locations. The
former already leads to considerable performance gains with low complexity as no
CSIT is required. With the latter scheme, higher data rates and better coverage can
be achieved, but with the price of much higher complexity. As with BS cooperation
discussed in the previous chapter, the transmitting nodes require accurate CSIT to
calculate and optimize the precoding matrices. Moreover, the knowledge has to be
delivered and shared with all contributing antenna arrays within the cooperation area.
This can either be done in a distributed way such that all involved nodes exchange their
CSI and data symbols and each node calculates the beamforming matrices individually,
or in a distributed way. Thereby, the central unit (e.g. a BS) collects all the required
CSI and calculates all precoding matrices and disseminates the transmit signals then
to the other antenna arrays of the cooperation set. In this way, the SNs can be seen as
RRHs that form a DAS together with the central BS. In the distributed approach where
each node calculates and builds its transmit signal itself, the SNs are more attributed to
HNBs or possibly relays. In either case, all nodes need to be connected with each other
by a link of sufficient capacity and significant computational capabilities are required
to perform the necessary calculations.

For the evaluation of the different schemes, different network setups are applied that
arise as extensions from the basic setup of conventional cellular networks. In most
setups, the SNs resemble the shared relay approach from [101]. The SNs are placed
on the corner between three different cells and support the transmission in each of
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them simultaneously. While [101] reports good performance only when the relays ap-
ply sophisticated signal processing to cancel or mitigate interference that these relays
cause to the different transmissions, we have achieved this with the static sectorization
of the antenna arrays. Thereby, the interference caused by the SNs can be kept low
and relays and femto-cells achieve significant improvements even without CSIT. Due
to the sectorization of the SNs, the interference level in the network is not increased
significantly. This observation however holds only for the considered network setups.
Different performance and behavior could be observed when the SNs were placed at dif-
ferent locations or when different cell or sector configurations were applied. The chosen
setups however seem to be a good choice, as the SNs are placed in locations that have
poor performance when only BSs serve the users. Nevertheless, the performance can
potentially be further improved by installing more relays or femto-cells. As reported in
e.g. [146], a better tradeoff between number of nodes and performance can be achieved
with four relays per MS additional to the direct link from the BS. With this, however,
also the costs of the network increases, especially when the more sophisticated joint
transmission is applied. Our studies are therefore limited to the cases discussed here.
Networks where more relays are deployed, but made simpler so as to implement them
with lower complexity and thus with lower costs, are discussed later in this work.

4.3.1 Limitations

Apart from the limited selection of network geometries considered in this chapter, also
other limitations have to be considered in the appreciation of the results. The coop-
eration areas are still static. Therefore no flexible choice of transmitting nodes across
different cells is possible, which might lead to additional diversity gains as indicated
by the macro diversity UB. Also all network geometries discussed in this chapter con-
sist of regular hexagonal cells, which cannot be realized in practice. A more random
distribution of the different nodes might change the interference situation and thus the
achievable rates. BS cooperation and the use of relays in irregular networks are consid-
ered in Chapter 8. There, however, with AF relays instead of DF relays or femto-cells,
as they can potentially be implemented with lower complexity and offer benefits when
users are served by multiple relays, as we will see.

For the calculation of the precoding matrices, the OCI is ignored in the cooperation
process when the joint beamforming approach is applied. This simplification leads to
a convex optimization problem that can be solved efficiently, but it is suboptimal with
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respect to the achievable rates. For the joint beamforming, only the max-min approach
was applied here. With other objective functions such as sum rate maximization,
individual user rates can be increased while users in locations of worse coverage would
be further decreased. Further improvements can be achieved when the cooperation
scheme also attempts to mitigate the interference the cooperation area causes to other
cells. Especially when SNs are installed, a high number of excess antennas are available.
While a larger number of transmit antennas improves the achievable rates within the
cooperation area, excess antennas could also be used to cancel or at least reduce the OCI
that is generated by them. This would lead to a tradeoff, as less OCI would improve
the achievable rates, while canceling this OCI leads to less room for optimization of
the performance within the cooperation area. In Chapter 8, we will apply a different
precoding strategy, the SLNR approach, which attempts to solve this tradeoff. With
this scheme, the ratio of the desired signal strength and the interference to other, also
out-of-cell, users is maximized. With this, also OCI can be managed and no conditions
of the number of antennas have to be fulfilled as it is the case with block ZF.

In the selection scheme, on the other hand, only a single node is selected for the
transmission to each user. With other transmission schemes and relaying architectures,
the direct link of the BS and the links via SNs can be combined. DF relaying has
however a disadvantage when signals from multiple relays are combined for a single
user, as the data rate of the relays is limited to the one with the weakest link. Only
then, all relays can decode successfully and contribute to joint signaling. To this end,
we will also consider AF relays which can also be used in multiple numbers but without
applying a joint transmission scheme as the block ZF used here.

As in the chapter before, no power control is applied to the transmission schemes.
The selected nodes in the cooperation area of focus transmit with full power, as well
as all nodes of cooperation areas adjacent to it. With this worst case assumption, the
potential of the considered schemes can also be utilized for cell edge users which might
be affected by such high interference from neighboring cells. In practice, however, the
interference situation would generally look less severe when not all nodes transmit with
full power. In Chapter 7, we also look at networks with relays in which transmit power
control at the different nodes is applied. With this, further performance gains can be
achieved.

An additional limitation that arises from the considered scenarios is that the trans-
mission schemes are designed for perfect CSIT at all involved nodes. Even though the
block ZF with max-min optimization is quite robust with respect to CSI imperfections,
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more robust schemes can be applied. When CSI inaccuracies are already taken into
account by the derivation of the precoding matrices as e.g. in [12], better results are
possible.

4.4 Conclusions

In Chapter 3, we have seen that block ZF with optimized power loading on the different
streams achieves data rates that are homogeneously distributed in the entire area of
service. If complexity and the costs of installing more BSs is not an issue, the CoMP
areas should be realized with as many BSs as possible. With a sufficient BS density,
high data rates can be provided. Otherwise, the cooperation has to be restricted to
clusters of limited size such that the joint transmission is locally focused.

In such locally restricted cooperation areas, we have seen in this chapter that the
deployment of SNs can increase the data rates. Thereby, as many RRHs as possible
should be installed into the cooperation area. With additional SNs, the data rates are
still homogeneous with the max-min optimization, but increased significantly due to
the additional antennas and the higher density of transmitting nodes. Surprisingly,
CoMP is rather robust with CSIT imperfections and quantization. The simulations
show that only a small rate loss has to be accepted if the CSI noise scaling factor ϑ2 is
not higher than 0.02 or 0.01, which leads to a similar performance as when the errorless
CSI is quantized with a simple scalar uniform quantizer with 3 and 4 bits per dimension,
respectively. For a frequency selective 2×4 MIMO channel of 100 MHz bandwidth with
20 relevant channel taps between infrastructure nodes and MSs, and assuming that the
CSI is updated by the MS every 10 ms, the resulting feedback rate required for the
CSI dissemination does not exceed 288 kbit/s for 3 bit quantization or 384 kbit/s if 4
bit quantization is applied. In either case, the LTE-Advanced uplink rates (or future
versions of cellular network standards) will certainly be able to support these rates.
Compared to the dissemination of user data, also the backhaul rates are not affected
too much when CSI is exchanged between different BSs. The considered schemes with
the shown gains thus seem possible for implementation in cellular networks of the
upcoming generation.

CoMP combined with RRHs shows the best results. Such DASs with joint beam-
forming can thus solve the problem of interference limitedness to a large extent and
quite high data rates can be achieved in the entire network. When SNs are used in the
joint beamforming scheme, however, the computational complexity to acquire the CSI
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and to perform the precoding calculations might lead to implementations that are too
complicated and expensive. A massive deployment of SNs might therefore be infeasi-
ble in certain scenarios due to the costs and the high computational complexity. Relay
selection offers in this case a simpler alternative. Areas with poor reception can be
improved by installing relays or HNBs. These additional nodes can provide coverage
in areas where the BSs can offer only poor service due to weak signals or strong inter-
ference. The additional nodes however also increase the interference in other locations.
Interference management is thus necessary in this case.

In practical networks, CoMP can also be combined with the selection scheme. So can
CoMP be applied in nodes which have sufficient capabilities to perform joint precoding
and when the channels to the corresponding users are only slowly fading or static. In
areas where the sophisticated precoding is not feasible or when users move with higher
velocity, transmit node selection can be applied. With a TDMA or FDMA scheme,
the transmitting nodes can also operate simultaneously with the different schemes and
serve MSs with both strategies.
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In the previous chapters, we have studied the potential of cellular networks with simple
cooperation and relaying schemes that we applied in a straight forward way. Thereby,
the DF relays offer a conceptually simple way to enhance the performance in locations
with poor reception. Due to the additional signal power the relays offer, higher data
rates can be achieved when the direct signal from the BS is weak at the corresponding
MS due to high pathloss or when the MS is affected by strong interference.

DF relays are however of relatively high complexity, as they need to decode the en-
tire signals before they can re-encode (possibly with a new codebook) and retransmit
them. AF relays that only amplify the received signal (or form linear combinations of
their receive signals if they are equipped with multiple antennas) might therefore be
an interesting alternative. They do not only promise gains in terms of coverage, but
when combined with more sophisticated signal processing, might also turn out to be
valuable means for enhancing the efficiency of MIMO communication. For example,
a mobile device in communication range of RSs can exploit them in order to enforce
well conditioned MIMO channel matrices even though the environment provides only
little scattering. This potential of relay nodes to act as “active scatterers” has been
identified in [111]. Another advantage of AF relays as compared to the DF counterpart
is that multiple RSs can act together and cooperate with each other. If DF relaying
would be applied, they all have to be able to decode the signals, which limits the data
rate to the RS with the weakest signal. This is not the case with AF relays, as they
all can contribute to an effective two-hop channel as they do not distinguish between
desired signal, interference, or noise. This is particularly interesting in networks of
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continuously growing node densities, as there the performance is severely affected by
interference. Sophisticated transmission schemes that can exploit interference to miti-
gate these impairments and allow for an efficient use of the available resources are thus
required. Furthermore, AF relays are easy to implement, especially if they are realized
as FDD devices, they avoid coding delays, and are fully transparent to the modulation
alphabet used by the terminal nodes (BSs and MSs). This is particularly interesting
in heterogeneous networks with several nodes of different complexity.

In this chapter, we look at more sophisticated relaying schemes that can exploit the
available resources in a more efficient way and can contribute to an effective interference
management. To this end, we apply MIMO AF relays that do not decode but forward
optimized linear combinations of their receive signals. Wile promising gains can be
expected by the use of coherent AF relays (see e.g. [10]), it is known to achieve the
capacity of two-hop networks only asymptotically in the number of nodes [14]. In
networks with a finite number of relays, however, AF relaying is suboptimal. An
inherent drawback of non-regenerative relaying systems (as AF) is the accumulation
of relay and destination noise. In AF-based systems, this accumulation arises through
amplification and forwarding of the noise components of the receive signals of the RSs.
With an appropriate choice of relay transformation matrices, however, the performance
can be optimized. In [97], it is shown how the relay gain matrix can be calculated such
that the end-to-end rate of a two-hop link is maximized. Also multiple users can be
served in parallel with relays that shape the effective channel between the terminals in
a way that the relays can cancel interference or that other criteria as e.g. the sum rate
or the MMSE of the receive signals are optimized [10]. AF relays are thus an efficient
means to bring the effective channel between sources and destinations into a beneficial
form. With this, the full spatial degrees of freedom of a relay network can be exploited,
even without cooperation or interference management at the terminals [64]. To this
end, it is important to efficiently exploit the CSI to the extent it is available at the
relay nodes in order to benefit from them.

In the following, we consider two different AF relaying approaches. First, we develop
a sum rate maximization scheme that allows each node to calculate its transformation
matrix with local CSI. This distributed gain allocation scheme is applied to a quite
general multihop network setup that can comprise multiple relay stages between the
terminals and also includes precoding at the source nodes that can be identified with
BSs. In a second approach, we attempt to make the optimization more efficient and
consider a block ZF approach in which the relays completely cancel the interference
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between the different terminals. We apply this block ZF approach to relay networks
that are generalized to two-way relaying and are able to form linear combinations over
multiple subcarriers of a wideband system. By this scheme, we can show that such
a subcarrier cooperation can offer further gains than when each subcarrier is treated
independently. Moreover, we outline how such a scheme can be applied to cellular
networks.

Both schemes show a high potential for large performance gains, as we will see. The
optimization of the relay gain matrices is however rather complex. We will therefore
limit ourselves to maximize the sum rate in simplified network setups where network
geometries or distance dependent channel models are not included. Nevertheless, the
insights provided by the studies allow to draw conclusions on how AF relays can benefi-
cially be applied in practical mobile communication networks. In the following chapters,
we will thus develop simpler schemes that can achieve similarly good performance with
lower complexity and apply them in large numbers to more practical networks.

5.1 Multihop Networks

Different research results suggest that the use of relays such as in multihop communi-
cation via multiple relay stages can be a cost effective solution to provide ubiquitous
access to high data rates. In such multihop networks, source nodes (which can be
identified with BSs if the DL is considered) transmit signals which are received and
forwarded by multiple relays. Each relay stage thereby forwards its signals to the next
stage until they reach the destinations, as depicted in Fig. 5.1. With this, long dis-
tances between the terminals can be overcome and the signal strengths that would be
very weak at the destinations due to the high pathloss can be boosted significantly by
the relays. In [78], the potential gains and the challenges that have to be solved for
practical applications such as in cellular networks are summarized. Among others, find-
ing an optimal path through the network for each signal from the source to the intended
destination, possibly via multiple hops, is a difficult problem. Thereby, the delays that
each intermediate stage (relay) introduces has to be traded with the power gain that
this node can offer due to smaller distances of the wireless links and the interference
that the different signals cause to each other. Such a routing protocol that attempts to
optimize the resources is provided e.g. in [20]. Particularly in environments that are
affected by strong shadowing, the use of multiple relays can enhance the performance
considerably. Therein, however, DF relays were applied to the multihop network. With
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Figure 5.1.: Structure of the considered multihop network. Destination nodeDk is interested
in the message sent by source node Sk, while other sources are interfering. The
communication is assisted by intermediate stages of relays.

AF relays, the signals can implicitly be routed to the destinations, when the relay gains
are chosen appropriately. As all relays forward all signals they receive in this case, no
explicit signal path has to be found. The interference terms can thereby still be reduced
or completely canceled by the transformations in the relays, while the desired signal
components can be amplified. A way to optimize the signals over multiple AF relays is
shown in [119]. Therein, the AF relays diagonalize the effective multihop channel and
maximize the sum rate between a single source-destination pair. When multiple user
pairs are considered, the interference between them has also be taken into account.
In [147], a scheme is introduced that forces all interference terms to zero. With this,
the full spatial degrees of freedom of the network can be achieved when enough relays
are present. Regarding sum rate or individual data rates, the zero-forcing approach
is however not optimal and finding gain coefficients that maximize the performance
is generally difficult, as polynomial equation systems have to be solved or non-convex
optimization problems arise when more than two hops are considered.

To maximize the sum rate of a multihop network, an iterative optimization scheme
is thus required. This, however, requires global CSI in general, which introduces large
overheads, since all nodes have to disseminate their local CSI to all other nodes or to
a central processing unit. In order to reduce this overhead, a distributed gain alloca-
tion scheme that allows each node to compute its own transformation matrix based on
locally available CSI is therefore desirable. A gain allocation scheme that allows for
optimizing the gain coefficients based on local CSI and very limited feedback from the
destination nodes is inspired by [31], which studies gain allocation in two-hop networks
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with single antenna nodes. In this chapter, we consider a much more general framework
of multihop networks, where an arbitrary number of source-destination pairs commu-
nicate with each other via an arbitrary number of relay stages (hops) and where all
nodes are equipped with multiple antennas. The optimization of such general net-
works is therefore fundamentally different from [31]. The generalization to multiuser
multihop MIMO networks has already been considered in our prior work [117], where a
distributed gradient based optimization algorithm attempts to find optimal relay gain
coefficients in such a multihop network. The optimization is however restricted to the
relays, the source nodes transmit spatially white. Here, we extend these results to the
case where also source precoding (beamforming at the BSs) is included and put the
results into the cellular context and discuss how the algorithm can be used for channel
tracking. For the gradient calculation, the extension to source precoding can readily
be included into the framework. The additional source precoding has however impli-
cations on the distributed version of the algorithm. The transmit signals of the relays
are functions of the source precoding coefficients. In order to optimize the precoding,
the impact of these coefficients on the transmit signals of subsequent stages has thus
also to be considered in the optimization of them. Therefore, additional terms have
to be acquired and some terms need to be approximated for the scheme to work in a
distributed way without introducing overhead that scales with the number of nodes.

After introducing the general setup of multiuser multihop networks, we adopt the
distributed sum rate maximization algorithm from [117] that is based on a gradient
search. This gain allocation scheme requires only local CSI and very limited feedback,
also for the case when the relay gains are jointly optimized together with the source
precoding. The resulting scheme is thus particularly interesting for channel tracking
in slow fading situations. We show that the gain allocation does (almost) not scale
with the number of involved nodes and that it is quite robust with respect to channel
changes.

5.2 System Model

The multihop networks under consideration consist of N0 source-destination pairs that
wish to communicate concurrently over the same physical channel. The sources can be
identified as BSs and the destinations accordingly as MSs if the DL is considered or vice
versa for the UL. The source nodes as well as the destination nodes are all equipped
with an arbitrary number of antennas and we identify the number of antennas in source
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node Sk, k = 1, . . . , N0, with n
(0)
k and those of destination node Dk with n(L+1)

k . The
communication between sources and destinations is assisted by L intermediate relay
stages, where stage l contains Nl RSs. The relays are also equipped with multiple
antennas and we denote the number of antennas at relay RS(l)

j by n(l)
j .

The communication is divided into L + 1 time or frequency slots and is initiated
by the source nodes which transmit their signals simultaneously in the first time slot1.
Each source node Sk transmits a symbol vector sk ∈ Cn

(0)
k which is linearly precoded

by the beamforming matrix Qk ∈ Cn
(0)
k ×n

(0)
k , i.e. the transmit signal of Sk is

x
(0)
k = Qk · sk. (5.1)

Note that each source transmits only the data to its intended destination, i.e. the
source nodes are not able to exchange information with each other.

In time slot l, the relays in stage l receive signals from stage l−1 (which corresponds
to the source stage if l = 1). Each relay RS(l)

j performs then a linear transformation of

its receive signals with a complex gain matrix G
(l)
j ∈ Cn

(l)
j ×n

(l)
j before retransmission in

time slot l + 1. The transmit signal of RS(l)
j can thus be written as

x
(l)
j = G

(l)
j ·
(
y

(l)
j + n

(l)
k

)
, (5.2)

with y
(l)
j being the receive signal and n

(l)
j the noise induced in RS(l)

j . The relay noise
is thus also amplified and accumulated over the different stages. In time slot L + 1,
the destination stage receives the transmission of the relays in stage L, affected by the
local destination noise.

In the following, we assume slow and frequency flat fading channels with coefficients
that are i.i.d. CN (0, 1), if nodes are located in adjacent stages, and zero otherwise.
The channel matrix of the l-th hop is denoted by Hl, for l = 1, . . . , L+ 1. The overall
effective channel from source stage to the destinations follows as the concatenated
product

Heff = HL+1 ·GL ·HL · · ·H2 ·G1 ·H1, (5.3)

where Gl is the block diagonal matrix consisting of all transformation matrices of the
l-th stage as its diagonal blocks. Setting the channels between non-adjacent stages to

1In the following, we assume that the relays operate in a TDD mode for the sake of conceptual
simplicity. The same schemes can also be applied to FDD relays, which would lead to a simpler
relay architecture.
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zero follows from the underlying assumption that the sources wait for L+ 1 time slots
until they inject new messages into the network and each receiving stage l ignores all
signals except the one in the l-th slot or that all channels over more than a single hop
are blocked by strong shadowing. The more general case in which also a direct link
is present between source and destination stage, but only for a two-hop network, is
discussed in [118].

Node Dk of the destination stage is only interested in the signal sk transmitted by
Sk, while the signals from all other nodes are interference and treated as noise. The
receive signal of Dk can thus be written as

dk = Heff,k,k ·Qk · sk + Heff,k,−k ·Q−k · s−k +
L∑
l=1

H
(l)
rd,k ·Gl · nl + wk, (5.4)

with

• Heff,k,k the components of the effective channel Heff that correspond to the k-th
source-destination pair,

• Heff,k,−k the components of Heff to Dk originating from all sources j 6= k,

• sk the data symbol vector from source k intended to Dk,

• s−k =
[
sT1 , . . . , sTk−1, s

T
k+1, . . . , sTN0

]T the data symbols of all other sources j 6= k,

• Q−k the block diagonal beamforming matrix from all sources j 6= k,

• H
(l)
rd,k the components of the concatenated channel HL+1GLHL · · ·Gl+1Hl+1 to

the k-th destination node, i.e. the effective channel from stage l to Dk,

• nl and wk the noise induced in stage l and Dk with elements i.i.d CN (0, σ2
n) and

CN (0, σ2
w), respectively.

On each source node as well as each relay, we impose an instantaneous transmit
power constraint

P
(l)
j ≤ P, ∀j ∈ {1, . . . , Nl} , ∀l ∈ {0, 1, . . . , L} , (5.5)

where P (l)
j is the instantaneous transmit power of RS(l)

j or source Sj if l = 0. Note
that we impose the same transmit power constraint to all relays as well as sources. A
generalization to different power constraints would be straight forward. An achievable
sum rate of the considered multihop network can then be given in terms of the covari-
ance matrices of the desired signal, interference, and noise denoted by K

(s)
k , K

(i)
k , and
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K
(n)
k , as

RΣ =

N0∑
k=1

log2 det

(
I +

(
K

(i)
k + K

(n)
k

)−1

·K(s)
k

)

=

N0∑
k=1

(
log2 det

(
K

(s)
k + K

(i)
k + K

(n)
k

)
− log2 det

(
K

(i)
k + K

(n)
k

))
. (5.6)

The covariance matrices for user k are given by

K
(s)
k = Heff,k,kQk ·QH

kHH
eff,k,k (5.7)

K
(i)
k = Heff,k,−kQ−k ·QH

−kH
H
eff,k,−k (5.8)

K
(s)
k = σ2

n

L∑
l=1

H
(l)
rd,kGl ·GH

l H
(l)H
rd,k + σ2

w · I, (5.9)

since E
[
sks

H
k

]
= I. Note that we dropped the prelog factor in (5.6). Due to the use

of multiple time slots for the transmission of one symbol vector, the achievable rate
needs to be multiplied by a prelog factor. Since its value, however, is not immediately
clear without additional assumptions, we drop this factor here. Depending on the
pathloss and shadowing effects, new signals can be injected into the network more
often than every L+1 time slots without causing (significant) interference to previously
transmitted signals.

5.3 Distributed Optimization

In the following, we aim to find transformation matrices for the relays and source
nodes that maximize the achievable sum rate (5.6) of the network. However, finding
optimal precoding and relay gain coefficients requires global CSI in general, which is
not readily available in practice. Therefore, we wish to distribute the gain allocation
scheme such that each node is able to optimize its gain coefficients based on locally
available CSI and limited feedback from the destinations only. In order to include the
source precoding into the framework from the previous work in [117], we can identify
the beamforming matrices of the source stage as an additional first relay stage, i.e. we
extend the effective channel (5.3) to

Heff = HL+1 ·GL ·HL · · ·H2 ·G1 ·H1 ·G0 · I, (5.10)
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where G0 is a block diagonal matrix that contains the source precoding matrices Qk on
its diagonal. With this, the network with source precoding is equivalent to a network
with L+ 1 relay stages where the first hop channel is described by the unity matrix.

For the distributed optimization inspired by [31], the extension from the two-hop case
without source precoding fails, because several terms that are required to compute the
gradient are not locally available. One of the issues arises due to the power constraint
(5.5). The transmit power of RS(l)

j depends on the power of the receive signals, which is
a function of the source precoding and the gain coefficients of the preceding relay stages.
This implies that the transmit powers of all subsequent stages i > l are dependent on
the gain coefficients in stage i. For the gradient calculation, RS(l)

j would thus have to
know also the local CSI of these subsequent stages. Therefore, the different stages have
to be decoupled. To this end, we relax the optimization problem by imposing a norm
constraint on each node instead of the power constraint:∥∥∥G(l)

j

∥∥∥2

F
= Tr

{
G

(l)
j ·G

(l)H
j

}
≤ ρ, ∀j, l. (5.11)

Note that (5.11) is equivalent to the true power constraint (5.5) for the source stage as

Tr
{
Qk · E

[
sk · sHk

]
·QH

k

}
= Tr

{
QkQ

H
k

}
, (5.12)

when we identify G
(0)
k with Qk. The optimization problem that we wish to solve can

now be described by

max{
G

(l)
j

}
j,l

RΣ s.t.
∥∥∥G(l)

j

∥∥∥2

F
≤ ρ, ∀j, l. (5.13)

In first instance, we turn the constrained optimization problem (5.13) into an un-
constrained one by fulfilling the norm constraint with equality through the variable
substitution

G
(l)
j =

√
ρ · G̃(l)

j

/√
Tr
{

G̃
(l)
j · G̃

(l)H
j

}
. (5.14)

Note that fulfilling the constraint in each node with equality is not optimal in general.
The algorithm described later in this chapter, however, can be adapted for optimization
without this additional restriction. In the following, the gradient with respect to the
gain coefficients in the transformation matrices is computed.
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5.3.1 Distributed Gradient Computation

The complex gradient of the sum rate (5.6) is calculated similar to the one in Chapter
3 through the chain rule of differentiation

∇G̃∗RΣ =
(

(∇G∗RΣ)T · Ĵ + (∇G∗RΣ)H · J
)T

, (5.15)

with J and Ĵ the Jacobians of the variable substitution (5.14) and its complex conju-
gate.

The “outer” gradient is defined as [16]

∇G̃∗RΣ = 2 ·

 ∂RΣ

∂g̃
(1,0)∗
1,1

,
∂RΣ

∂g̃
(1,0)∗
1,2

, . . . ,
∂RΣ

∂g̃
(1,0)∗
1,n

(0)
1

, . . . ,
∂RΣ

∂g̃
(j,l)∗
p,q

, . . .

T

, (5.16)

with g̃
(j,l)∗
p,q being the complex conjugate of the coefficient in the p-th row and q-th

column of ˜
G

(l)
j . Its elements are given by [105]

∂RΣ

∂g̃
(j,l)∗
p,q

=
1

ln(2)

N0∑
k=1

(
Tr
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K

(s)
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(i)
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(n)
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(s)
k
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+
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(i)
k
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p,q
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(n)
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− Tr
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(n)
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)−1

·
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k

∂g̃
(j,l)∗
p,q

+
∂K

(n)
k

∂g̃
(j,l)∗
p,q

)})
. (5.17)

In order to compute the inner derivatives in (5.17), we factorize the effective channel
(5.3) as

H
(l)
eff = Heff · I = HL+1GL · · ·Hl+1︸ ︷︷ ︸

,H
(l)
rd

·Gl ·Hl · · ·H1G0I︸ ︷︷ ︸
,H

(l)
sr

= H
(l)
rd ·Gl ·H(l)

sr , l = 0, 1, . . . , L, (5.18)

and obtain L + 1 different notations for Heff , each with respect to the gain matrix of
a particular stage. We further define H

(l)
rd,k as the components of H

(l)
rd that correspond

to Dk, H
(l)
sr,k as the components of H

(l)
sr that originate from source Sk, and H

(l)
sr,−k as

the components of H
(l)
sr that correspond to all other source nodes j 6= k. Then, we can
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rewrite the derivatives of the covariance matrices in (5.17) as

∂K
(s)
k

∂g̃
(j,l)∗
p,q

= Heff,k,k ·H(l)H
sr,k · E

(j,l)H
p,q ·H(l)H

rd,k (5.19)

∂K
(i)
k

∂g̃
(j,l)∗
p,q

= Heff,k,−k ·H(l)H
sr,−k · E

(j,l)H
p,q ·H(l)H

rd,k (5.20)

∂K
(n)
k

∂g̃
(j,l)∗
p,q

= σ2
n ·

(
H

(l)
rd,kGl · E(j,l)H

p,q H
(l)H
rd,k +

l−1∑
i=1

H
(i)
rd,kGi ·GH

i ·
∂H

(i)H
rd,k

∂g̃
(j,l)∗
p,q

)
, (5.21)

where E
(j,l)
p,q is the single-entry matrix of the same size as G

(l)
j with all entries zero

except the entry in the p-th row and q-th column, which is one. The last term in (5.21)
is given by

∂H
(i)H
rd,k

∂g̃
(j,l)∗
p,q

=

HH
i+1G

H
i+1 · · ·HH

l · E
(j,l)H
p,q ·HH

l+1 · · ·GH
LHH

L+1, if j < l

O, otherwise.
(5.22)

The Jacobians J and Ĵ contain the partial derivatives of (5.14) and of its complex
conjugates, both with respect to the entries of G

(l)∗
j . Entries of J are given by

∂g
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p,q
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=
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(5.23)

and those of Ĵ by
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, (5.24)

with

ξ
(p,q,j,l)
j′,l′,p′,q′ =


√
ρ ·
∥∥∥G̃(l)

j

∥∥∥
F
, if j = j′, l = l′, p = p′, q = q′

0, otherwise.
(5.25)

Note that the Jacobians are block diagonal matrices, since the variable substitution
is applied to each node separately. Due to the applied norm constraint instead of the
power constraint, the scaling of the gain coefficients in one relay does not depend on the
values of other relays. The overall gradient can thus be decomposed into components
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that correspond to one relay or source node. These components are given by

(∇RΣ)(l)
j =

(
(∇G∗RΣ)(l)T

j · Ĵ(l)
j + (∇G∗RΣ)H · J(l)

j

)T
, (5.26)

where (∇G∗RΣ)(l)
j , J

(l)
j and Ĵ

(l)
j are the components of the “outer” gradient (5.17) and

the blocks of the Jacobians that correspond to RS(l)
j or, if l = 0, to Sj.

Each of these components shall now be computed in each node separately with local
CSI and limited feedback from the destinations. In the following we refer to local CSI
at RS(l)

j as the channel coefficients that can be estimated locally at RS(l)
j , i.e. the

channel coefficients from the sources to RS(l)
j and the channel coefficients from RS(l)

j

to the destinations. With this, the overhead of the feedback to acquire the necessary
information does not scale with the number of relays in the different stages. This is
shown in the following.

While it is immediately clear that each node can compute its corresponding blocks of
the Jacobians (they depend only on the own transformation matrix), the computation
of the terms in (∇G∗RΣ)(l)

j requires some feedback from the destination. In order to
compute (5.17), the effective channel Heff as well as the noise covariance matrices K

(n)
k

need to be known. These can be estimated at the destinations and fed back to the
other nodes. In order to compute (5.19) and (5.20), local CSI and the knowledge of
Heff is sufficient, since

H
(l)H
sr,k · E

(j,l)H
p,q ·H(l)H

rd,k =
(
H

(l)
rd,k[:, p] ·H

(l)
sr,k[q, :]

)H
(5.27)

H
(l)H
sr,−k · E

(j,l)H
p,q ·H(l)H

rd,k =
(
H

(l)
rd,k[:, p] ·H

(l)
sr,−k[q, :]

)H
, (5.28)

where A[:, p] and A[q, :] denotes the p-th column and q-th row of the matrix A, re-
spectively. The matrices on the right hand side of (5.27) and (5.28) can be estimated
locally at the respective nodes. For the computation of (5.21), however, not all terms
are locally accessible as the relay noise of RS(l)

j also depends on the gain coefficients
of the preceding stages i < l. We therefore approximate the derivative of the noise
covariance matrix as

∂K
(n)
k

∂g
(jl)∗
p,q

≈ σ2
n ·H

(l)
rd,kGl · E(j,l)H

p,q H
(l)H
rd,k, (5.29)

for which local CSI is also sufficient since Gl is block-diagonal:

H
(l)
rd,kGlE

(j,l)H
p,q H

(l)H
rd,k =

(
H

(l)
rd,kE

(jl)
p,q GH

l H
(l)H
rd,k

)H
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with K(l)
j the index set corresponding to the antennas of R(l)

j . The single entry matrix
E

(j,l)
p,q selects a single row of X that contains only channel coefficients that are locally

available at R(l)
j . With the approximation (5.29), each relay considers only its “own”

noise (and the destination noise) for the computation of the derivative (5.21), while
the noise terms induced in the other stages are ignored. With only two hops, the
derivative of (5.29) is exact, as there is no noise forwarded by the source nodes. Even
though a two-hop network with source precoding resembles a three-hop network with
the extension in (5.10), the exact gradient can thus be calculated locally.

5.3.2 Sum Rate Maximization

In order to compute the gain coefficients in each node, we apply a gradient based
optimization algorithm that updates the transformation matrices according to

G̃
(l)
j [m+ 1] = G

(l)
j [m] + µ[m] ·∆(l)

j [m], ∀j, l, (5.31)

where µ[m] is the step-size and ∆
(l)
j is the search direction of the j-th node in the

l-th stage in iteration m. If the norm constraint is enforced with equality, the search
direction can be chosen as

∆
(l)
j [m] =

(
∇G̃∗RΣ

(
G̃

(l)
j [m]

))(l)

j
. (5.32)

But as already mentioned, enforcing the constraint with equality is not optimal in
general. A relay node that receives a weak signal due to small channel coefficients
from the previous stage retransmits mainly noise and little desired signal. Forcing this
relay to transmit with high power can, in this case, possibly reduce the achievable
rate. In order to drop this additional restriction, the variable substitution (5.14) can
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be modified to

G
(l)
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√
ρ · G̃(l)

j

/∥∥∥G̃(l)
j
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F
, if
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F
>
√
ρ

G̃
(l)
j , if

∥∥∥G̃(l)
j
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F
≤ √ρ,

(5.33)

where the transformation matrix is only normalized, if the constraint is violated. If a
specific G̃

(l)
j does not violate the constraint, G

(l)
j = G̃

(l)
j and the search direction can

be chosen as
∆

(l)
j =

(
∇G∗RΣ

(
G

(l)
j [m]

))(l)

j
, (5.34)

i.e., only the “outer” gradient is considered and the Jacobians are dropped. In the other
case, i.e. if G

(l)
j is a normalized version of G̃

(l)
j , two different search directions have to

be considered:

• If an update with ∆
(l)
j [m] =

(
∇G∗RΣ

(
G

(l)
j [m]

))(l)

j
with a small step-size µmin

leads to a transformation matrix that does not violate the constraint, this search
direction is used,

• if this update leads to a transformation matrix that does violate the constraint,
the norm constraint is enforced with equality and the total gradient including
the Jacobians has to be considered, i.e., the search direction is in this case given

by ∆
(l)
j =

(
∇G̃∗RΣ

(
G̃

(l)
j [m]

))(l)

j
.

After the search direction for iteration step m is obtained, we optimize the step-size
µ[m] by a line search method that is designed to achieve low complexity. To this end,
we start with some small initial step-size µ0 = µmin and increase the step-size according
to µt+1 = α · µt, for some α > 1, as long as the sum rate with instantaneous choice
of µt+1 is larger as the sum-rate with the previous choice. As soon as µt+1 leads to
a smaller sum rate than with the previous step-size, the line search terminates and
µ[m] = µt is chosen for the step-size of iteration step m.

In order to achieve a faster convergence behavior than with the simple gradient search
method outlined above, we can refine the algorithm by utilizing conjugate gradients
(CG) [130]. To this end, the search direction is modified according to

∆
(l)
j [m] =

(
∇G̃∗RΣ

(
G̃

(l)
j [m]

))(l)

j
+ βcg[m] ·∆(l)

j [m− 1]. (5.35)
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The parameter βcg is a design parameter. We choose

βcg[m] =

(
∇G̃∗RΣ
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G̃
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))H
·
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))H
·
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G̃
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)) (5.36)

according to Polak-Ribière [130]. In this case, however, inner products of the current
and previous search direction need to be computed. These can be obtained by over-
the-air additions (cf. [31]). Thereby, each RS(l)

j computes a value

γ
(l)
j [m] =

(
∇G̃∗RΣ

(
G̃

(l)
j [m]

))(l)H
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·
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(
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(l)
j [m− 1]

))(l)

j

)
H

(l)
rd,k[pj, q]

(5.37)
with pj denoting an arbitrary antenna of RS(l)

j to an arbitrary destination antenna
q. When all relays simultaneously transmit these analog values, the receive signal at
destination antenna q becomes

d(l)
q [m] =

(Nl)∑
j=1

H
(l)
rd,k[pj, q] · γ

(l)
j [m] (5.38)

=
(
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−
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(l)
j [m− 1]

))(l)
)
,

which is (by neglecting the noise) equivalent to the numerator of βcg[m]. In order to
obtain the denominator, each RS(l)

j transmits another value

δ
(l)
k [m] =

(
∇G̃∗RΣ

(
G̃

(l)
j [m− 1]

))(l)H

j
·
(
∇G̃∗RΣ

(
G̃

(l)
j [m− 1]

))(l)

j

H
(l)
rd,k[pi, q]

. (5.39)

With this, the denominator can be calculated in the same way. The destination then
calculates the fraction and broadcasts the resulting βcg[m] back to the relays. Note
that in each of these measurement cycles, all relays of the same stage transmit si-
multaneously. Thus, the overhead does not grow with the number of nodes in each
stage.

143



5. Distributed Cooperation with AF Relays

5.3.3 Overhead

The knowledge of Heff as well as K
(k)
n is required by all source and relay nodes for the

computation of the search directions. Estimates of these matrices can be obtained at
the destination stage by the use of orthogonal pilot sequences transmitted simultane-
ously by the sources. The matrices can then be fed back through the network to the
relay and source nodes. However, the dimensions of these matrices are not dependent
on the number of relays or antennas therein and remain fixed, even if Nl grows large.
The pilots transmitted by the sources and additional sequences transmitted simulta-
neously by the destinations in the feedback cycle can be used for estimates of the local
CSI in the relays. The overhead due to such an estimation and feedback cycle does
thus not depend on the relays per stage. More relay stages, however, imply a larger
overhead, since all signals have to traverse the entire network.

An additional overhead is introduced by the line search as well as for the computation
of the inner products for the CG algorithm, if this refinement is used. But also this
overhead does not scale with the number of relays per stage. Moreover, numerical
results show that also the number of iterations required to achieve close to optimal
sum-rates does not scale at all, or if so, very slowly with the number of relays per
stage. Accordingly, our gain allocation scheme proves to be particularly useful for
networks with a large number of relays that are grouped into few stages.

5.4 Simulation Results

For the computer simulations, we choose a basic network with L = N0 = N1 = N2 = 2

and two antennas at each node, if not stated otherwise. The noise variance is set to σ2
n =

σ2
w = 1 and the transmit power P is variable. The channels between two consecutive

stages have elements i.i.d. CN (0, 1) and stay constant for the whole transmission
period. The channels over more stages are zero.

First, we compare the results of the proposed distributed scheme with the approx-
imated derivative of the noise covariance matrix (5.29) with the achievable rates ob-
tained by an optimization algorithm that has access to global CSI and applies the exact
gradient. The performance for a typical channel realization is shown in Fig. 5.2. In
this simulation, the transmit power at the sources and the relay norm constraints are
fixed to P = ρ = 100, i.e. the average transmit SNR is 20 dB. We can observe that the
scheme based on limited CSI achieves a sum rate that is very close to the one obtained
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Figure 5.2.: Optimization with limited CSI (approximated derivative of noise covariance
matrix) achieves rates close to the ones achievable with global CSI.

by the search direction with the correct derivative. For this choice of SNR and number
of stages and nodes, the noise approximation does thus not have a significant impact.
In the low SNR regime and when the network is long, i.e. for large L, the performance
difference between the local algorithm and the exact one with global CSI is expected
to increase as the noise has more impact.

The other relaxation that allows the gain allocation scheme to be distributed is the
norm constraint that is applied instead of a per node transmit power constraint. The
influence of this simplification is studied next. For a fair comparison, the transformation
matrices after optimization with the norm constraint (5.11) have to be scaled such that
the power constraint (5.5) is fulfilled. To this end, two different scaling methods are
used. In the first method, each node scales its gain coefficients individually if the power
constraint is violated. In the second method, the scaling is performed stage-wise, where
all transformation matrices of the same stage are normalized by the same factor such
that the node with the highest transmit power fulfills the power constraint exactly.
Note that this scaling method requires an additional over-the-air addition cycle in
order to distribute the scaling factor to all relays in a stage.

Since the optimization at hand is highly non-convex, the optimization algorithm
can converge to different local optima, depending on the initialization. While some
of the solutions achieve full multiplexing gain, other initializations can converge to
local optima that do not suppress the interference of all users and hence achieve only
a fraction of the achievable multiplexing gain. Starting the gain allocation scheme
with a “good” initial guess is therefore crucial for achieving good performance. In Fig.
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Figure 5.3.: CDF of achievable sum rate after optimization for different SNR values. For
each channel realization, only the best solution is considered.

5.3, the empirical CDF of the sum-rates are plotted for different values of SNR = P ,
where the distributed algorithm is initialized with the best solution of the optimizer
with global CSI. The optimum that can be achieved with per node transmit power
constraints is compared to the distributed case in which the enforcement of the power
constraint is achieved by the two scaling approaches discussed above. We observe that
the distributed scheme achieves close to optimal solutions for all SNR values if the power
scaling is performed stagewise. The performance loss due to the per node scaling is
large in the high SNR regime. With this scaling approach, the coherent additions of
the transmit signals and the interference reduction is destroyed as all relays scale their
signals with different factors. For lower SNR’s however, the per node scaling achieves
better results relative to the per stage scaling and the exact results with the true per
node power constraint. In this regime, the noise is dominant, and transmitting with
full power is more important than adjusting the gain coefficients in order to suppress
the interference as much as possible. Nevertheless, the approximated gradient scheme
with norm constraint and scaling each stage with the same factor is justified in the
high SNR regime, since its calculation requires only limited CSI and the algorithm
can be distributed. In this case, close to optimal results are achievable and the AF
relays can be used to maximize the data rates in a network. The proposed algorithm
is thereby particularly useful for channel tracking in slow fading environments, where
a global algorithm initiates the communication between sources and destinations and
the distributed scheme tracks then the changes of the channel.
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Figure 5.4.: Empirical CDF of the achievable sum rate after 5, 10, and 1000 iterations with
L = 1 and N1 = 1, 2, 4 relays.

In the following, we evaluate the impact of source precoding additional to the relay
gain optimization. In Fig. 5.4, we consider a network with two source-destination
pairs and a single relay stage, i.e. L = 1, with N1 = 1, 2, 4 relays. All nodes are
again equipped with 2 antennas. The noise variance and the transmit power of the
nodes are set to σ2

n = σ2
w = 1 and P = 10. The achievable sum rate of the joint

optimization of relay and source gain coefficients (dark colors) is compared with the
case when only the relay gains are optimized and the sources transmit spatially white

with G
(0)
k =

√
P/n

(0)
k · I (light colors). The achievable sum rates are shown after 5,

10, and 1000 iterations of the optimization algorithm (dotted, dashed, and solid lines).
It can clearly be seen that the performance is considerably improved when the source
precoding is also optimized and the number of relays is small. The performance gain
becomes however smaller when 4 or more relays are used. In this case, the relay gain
matrices provide already a large room for improvement of the rates and the additional
source precoding cannot increase the rates much. Nevertheless, the rates increase
significantly with more relays. But more relays also require more iteration steps to
achieve close to optimal results. A similar behavior can also be expected when more
relay stages are considered. When the number of relays per stage increases, room for
optimization is enlarged and the source precoding has less impact. When the number
of relays is small or when the functionalities of the relays are limited, such that they
cannot fully optimize their signals, the source precoding is an important tool to improve
the network wide performance. As the proposed algorithm is of rather high complexity
as many iterations are required, we thus investigate different gain allocation schemes
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that are potentially of lower complexity and will then develop suboptimal but much
simpler AF relaying schemes. These can however still achieve good performance when
they are combined with an effective source precoding, as we will see in the next chapter.

Nevertheless, the gradient based algorithm described here can still be applied effi-
ciently when it is used for channel tracking in slowly fading environments. Thereby, the
proposed algorithm can be initialized with the solution of a global algorithm and the
distributed scheme can then be updated to follow the changes of the channel. In Fig.
5.5, we show the tracking performance of the distributed algorithm for SNR = 20 dB
with a time varying channel Hl[m+ 1] = ϑHl[m] +

√
1− ϑ2Wl, ϑ ∈ [0, 1], that is fixed

until the optimization has terminated and changes by an additive i.i.d. component Wl

afterwards. The parameter ϑ is a measure for the correlation of the channel compared
to the previous realization. In each optimization (for each channel realization), the
distributed algorithm is initialized with the preceding solution (or with the global op-
timum at the beginning). If the channel increment is small (ϑ = 0.99), the distributed
scheme shows similarly good performance results as before. When the correlation of
the actual channel realization with the initial one decreases (due to a smaller ϑ or
increasing m), the performance decreases to a constant value. However, we can con-
clude that the proposed algorithm is an efficient scheme that achieves close to optimal
solutions, if the channel changes sufficiently slowly, while the introduced overhead is
reduced considerably with respect to a global optimization scheme.
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Figure 5.5.: Average sum rate after channel tracking in a slow fading environment.
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5.5 Block Zero-Forcing for Two-Way Relaying

With appropriate relay gain coefficients, AF relays are an effective means to shape
the effective channel between sources and destinations in a beneficial way. In the
previous sections we have seen that optimized gains can maximize the achievable rate.
Thereby, the interference is reduced to a extent that all spatial streams are “open” and
the spatial degrees of freedom can be exploited when enough relays are deployed. The
proposed gain allocation algorithm is however of high complexity as many iterations are
required to achieve close to optimal results, especially with many relays. Even though
the algorithm can be distributed, more iterations are required when the number of
relays increases. Finding optimal relay gain matrices is thus a very difficult task, as
the corresponding optimization problem is non-convex. Therefore, we apply a block
ZF approach in the following that allows us to orthogonalize different user pairs in
closed-form. With this approach, the sum rate maximization under the ZF conditions
is simplified as the search space is drastically reduced. While the direct optimization
with the gradient search optimizes each individual relay gain coefficient, the problem
is reduced to null space selection where only few variables need to be optimized.

The generalization to multihop networks as considered in the last section is however
difficult. With two-hop networks, the ZF conditions can be turned into a linear equation
system and the ZF solution can be found in closed form as we will see in the next section.
If more than one relay stage is present, this is no longer the case and fulfilling the ZF
conditions requires the solution of a set of polynomial equations, which is much more
involving, even in the case of single antenna nodes [148]. To this end, we limit ourselves
to networks with only a single stage of relays but extend them to two-way relaying.
Since the communication in cellular networks is usually bidirectional, i.e. they consist
of a DL as well as an UL, two-way relaying has been identified as an efficient concept
to combine both directions without a loss in spectral efficiency, even with half-duplex
relays [112]. Also in this case, relays can perform distributed optimization of the
network performance or can help to achieve the degrees of freedom [36].

Most research in this field, however, focuses on narrow-band systems in which the
channels are frequency flat and can be described by single channel matrices. Exceptions
are e.g. filter-and-forward relays [7, 21]. Since current (and probably also future)
systems are OFDM based, the assumption of frequency flat narrow-band channels is
certainly valid, as such systems can be described by parallel channels that operate on
orthogonal subcarriers. In the literature, most models therefore treat only the single-
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carrier case, in which the system is optimized for a single subcarrier. An extension to
the wide-band case can then be done by treating each subcarrier independently and
combining them with a power allocation across the subcarriers. While this treatment
is comfortable, recent research has shown that this is suboptimal in certain cases. If a
capacity achieving transmission scheme is applied (e.g. DPC for the BC), treating the
orthogonal subcarriers separately still achieves capacity when the transmission scheme
is combined with power loading across the different subcarriers. Reference [54] proves
however for the BC that separate treatment can be strictly suboptimal for certain
channel realizations, when linear precoding is used. In [53], the same authors show
that in a BC with linear precoding and cooperation among different subcarriers, i.e.
when arbitrary linear combinations of all symbols across different channels are allowed,
a performance gain to the carrier-non-cooperative case can indeed be achieved. Because
a two-way relay network inherently contains a MAC as well as a BC phase and since
AF relays are restricted to perform linear operations on their signals, we can expect
a similar behavior of subcarrier cooperation as in the original BC. To this end, we
consider a two-way AF relay network with multiple orthogonal subcarriers and allow
the multi-antenna relays to forward arbitrary linear combinations of their receive signals
in the spatial as well as frequency domain.

The ZF approach is similar to [84]. There, however, only a single relay and single
antenna terminals are considered. The ZF conditions are therein applied for the BC
and the MAC phase individually and the study is based on a single subcarrier. In the
following, we apply two-way relaying to a more general network with multi antenna
nodes, multiple relays, and multiple orthogonal subcarriers. Thereby, the relays can
forward arbitrary linear combinations of their receive signals in the spatial as well as
frequency domain. On the example of this network, we discuss how narrow band trans-
mission schemes can be extended to the wideband case and study the gains that can
be achieved by subcarrier cooperation. The discussion is however limited to two-way
relaying for which the achievable performance gains can be expected to be particularly
good. In one directional communication setups, these gains are less pronounced.

5.6 Subcarrier Cooperative Two-Way Relay Network

The network under consideration consists of K transceiver pairs that wish to commu-
nicate in a bidirectional way. The pair of terminals Tk and Tj that can be attributed to
BSs or MSs which exchange information with each other is represented by (k, j) such

150



5.6. Subcarrier Cooperative Two-Way Relay Network

...	

...	


T1	
 RS1	


RSL	


T2p-1 	


T2K-1	


T2	


T2p	


T2K	


RSl	

...	


...	


...	

...	


H1,1	


Hl,2p-1	


HL,2K-1	


H1,2	


Hl,2p	


HL,2K	


Figure 5.6.: Two-way relay network with multiple AF relays.

that the pth pair is denoted by (2p−1, 2p). The communication is assisted by L relays
while it is assumed that there is no direct link between the terminals. The terminal
and relay nodes are equipped with an arbitrary number of antennas. The number of
antennas at Tk is denoted by Mk and Nl is the number of antennas at relay station
RSl, l ∈ {1, . . . , L}. A sketch of the system model can be seen in Fig. 5.6. Note that
this network model is quite general in the sense that it also captures the special cases
where all relay antennas cooperate with each other or where the network corresponds
to a cellular network with relays.

In this work, we consider AF relays that operate in a half-duplex mode and allow
for two-way relaying. Furthermore, the communication can use orthogonal subcarriers
c ∈ {1, . . . , C} that can e.g. correspond to OFDM subcarriers. On each subcarrier c,
the channel is assumed to be frequency flat. We describe the channel between Tk and
RSl on subcarrier c by H

(c)
l,k and assume reciprocity, i.e. the channel from RSl to Tk

is
←−
H

(c)
k,l = H

(c)T
l,k . For the two-way relaying protocol, we apply two time slots for each

transmission cycle. In the first time slot, all terminals transmit simultaneously to the
relays. The receive signal of RSl on subcarrier c can thus be written as

r
(c)
l =

2K∑
k=1

H
(c)
l,k · x

(c)
k + n

(c)
l , c = 1, . . . , C, (5.40)

with x
(c)
k ∈ CMk the transmit signal of Tk and n

(c)
l ∈ CNl the noise induced in RSl.

In order to get a more compact notation over all subcarriers, we rewrite the channels
into the equivalent block-diagonal form

Hl,k = blkdiag
(
H

(1)
l,k , . . . , H

(C)
l,k

)
. (5.41)
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The corresponding form of (5.40) over all subcarriers is thus

rl =
2K∑
k=1

Hl,k · xk + nl, (5.42)

where xk ∈ CCMk and nl ∈ CCNl are the transmit and noise signals of all subcarriers.

The AF relays multiply their received signal with a gain matrix Gl and broadcast
the resulting signal Gl · rl back to the terminals. In conventional approaches, the
relays process their input separately for all subcarriers, i.e. a separate gain matrix
G

(c)
l ∈ CNl×Nl is applied to each subcarrier c. The resulting gain matrix over all

subcarriers is thus a block-diagonal matrix Gl = blkdiag
(
G

(1)
l , . . . ,G

(C)
l

)
. This block-

diagonal structure ensures that the transmission on the different subcarriers remain
orthogonal. We will refer to this case as to the conventional, subcarrier non-cooperative
case.

Subcarrier cooperation, on the other hand, allows the relays to form arbitrary linear
combinations across all subcarriers, i.e., the gain matrices are no longer restricted to
be block-diagonal but can have an arbitrary form Gl ∈ CCNl×CNl .

The receive signal over all subcarriers at terminal Tk is in either case (subcarrier
cooperative or non-cooperative)

yk =
L∑
l=1

HT
l,k ·Gl

(
2K∑
n=1

Hl,n · xn + nl

)
+ wk, (5.43)

where wk ∈ CCMk is the noise induced in terminal Tk.

One component thereof is self-interference, i.e. the signal of the terminal itself that
has been retransmitted back to it. This self-interference can be cancelled at the terminal
when the effective channel via the relays is known [112]. Hence, the receive signal (5.43)
becomes

ỹk =
L∑
l=1

HT
l,k ·Gl ·

(
Hl,j · xj +

2K∑
n=1

n/∈{k,j}

Hl,n · xn

)
+

L∑
l=1

HT
l,k ·Gl · nl + wk. (5.44)

In the following, we focus on the design of the relay gain matrices Gl and assume that
the terminals do not apply any beamforming or precoding. To this end, the transmit
signals xk of the terminals are assumed to be i.i.d CN (O, Ps

Mk
· I), where Ps is the total
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allowed transmit power of Tk. For the relays we impose the transmit power constraint

P̃l = Tr

{
Gl ·

(
2K∑
k=1

Ps

Mk

Hl,kH
H
l,k + σ2

nI

)
·GH

l

}
≤ Pr, ∀l. (5.45)

In this case, the achievable rate of user k can be stated as

Rk =
1

2
log2 det

{
I +

(
K

(i)
k + K

(n)
k

)−1

·K(s)
k

}
, (5.46)

with the covariance matrices of the desired signal, interference, and noise given by

K
(s)
k =

Ps

Mk

L∑
l=1

L∑
i=1

HT
l,kGlHl,jH

H
i,jG

H
i H∗i,k (5.47)

K
(i)
k =

2K∑
n=1

n/∈{k,j}

L∑
l=1

L∑
i=1

Ps

Mn

HT
l,kGlHl,nH

H
i,nG

H
i H∗i,k (5.48)

K
(n)
k = σ2

n

L∑
l=1

HT
l,kGlG

H
l H∗l,k + σ2

wI. (5.49)

Therein, σ2
n and σ2

w are the variances of the noise induced in the relays and terminals,
respectively.

5.6.1 Design of Relay Gain Matrix

Relay gain matrices that optimize the performance of the network, e.g. sum rate,
are generally hard to find. Possible approaches to optimize the objective function by
iterative algorithms are e.g. the gradient based algorithm presented in Section 5.3. This
is now generalized to relay gain matrices that can form arbitrary linear combinations
of the relay input signals in the spatial as well as frequency domain. This additionally
increases the complexity of the optimization problem, especially when many subcarriers
are involved. To this end, we apply a block ZF approach in which the relay gains cancel
the interference between the terminal pairs completely. Note that ZF is not optimal
with respect to achievable rate. However, it allows us to reduce the optimization
problem to only finding combination weights of null space vectors.
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The ZF conditions can be stated as follows

L∑
l=1

HT
l,kGlHl,n = O, ∀k, n, n /∈ {k, j} (5.50)

rank

(
L∑
l=1

HT
l,kGlHl,j

)
= d, (5.51)

where d ≤ min {Mk,Mj} is the number of desired spatial streams user pair (k, j)

wishes to exchange. Note that self-interference can be cancelled at the terminals and
is therefore not part of these conditions [112].

In order to solve the ZF conditions in closed form, we rewrite the left hand side of
(5.50) into the product HT

kGHn, in which the matrices are with respect to all relays,
i.e. HT

k =
[
HT

1,k, . . . ,H
T
L,k

]
and G = blkdiag (G1, . . . ,GL). The equation system

HT
kGHn = O is linear in the entries of G. It can be solved by rewriting it into the

equivalent form
Ak,n · g = O, ∀k, n, n /∈ {k, j}, (5.52)

where g = vec (G) is the vector that contains all relay gain coefficients. The matrix
Ak,n is constructed by copying and permuting combinations of entries of Hk and Hn

as follows
Ak,n =

[
(1Mn×1 ⊗ IMk

) ·HT
k · E

]
�
[(

HT
n · F

)
⊗ 1Mk×1

]
, (5.53)

where �, ⊗, and 1n×m denote the element wise product, Kronecker product, and the
all ones matrix of size n×m and the matrices E and F are given by

E = blkdiag
(
11×N1 ⊗ IN1 , . . . ,11×NL

⊗ INL

)
(5.54)

F = blkdiag
(
11×N1 , . . . ,11×N1︸ ︷︷ ︸

N1 times

, . . . ,11×NL
, . . . ,11×NL︸ ︷︷ ︸
NL times

)
. (5.55)

Once the matrices Ak,n are constructed, they can be stacked on top of each other
into the matrix A =

[
AT

1,3, . . . ,A
T
1,2K , . . . ,A

T
2K,1, . . . ,A

T
2K,2K−2

]T and the relay gains
can be chosen to lie in the null space of A. To this end, the SVD A = U ·Σ · [V1V0]H

can be applied, where the columns of V0 form a basis of null {A}, as in Chapter 3.
The relay gain matrices that fulfill the ZF conditions can then be stated as a linear
combination

Gl = α1 ·V(l)
1 + . . .+ αD ·V(l)

D , (5.56)

where αi and V
(l)
i are the combination weights and the null space vectors turned back
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into matrices according to the dimensions of Gl. The combination weights need thereby
to be scaled such that the power constraint (5.45) is fulfilled in all relays.

The dimension D of the null space depends on the network topology and the number
of relay antennas. In a network with a single relay, the number of relay antennas
required to fulfill the ZF conditions (5.50) and (5.51) is

N = 2
K∑
p=1

min {M2p−1,M2p} −min {M1, . . . ,M2K} , (5.57)

irrespective of the number of subcarriers. If the network contains multiple relays, the
total number of relay gain coefficients needs to be at least the same as in the single
relay case.

5.6.2 Sum Rate Maximization

Solving the block ZF conditions, the relay gain matrices are found to lie in the null
space spanned by the basis vectors from (5.56). If the null space consists of D ≥ 2

dimensions, relay gain matrices can be formed as arbitrary linear combinations of all
null space vectors. Multiple null space vectors are able to improve the diversity gain
[84]. However, the linear combination of the null space vectors needs to be appropriately
designed to benefit from this gain. A trivial choice of combination weights might destroy
the diversity. It is therefore essential to choose the different combination weights αi in
a beneficial way.

A plot of the sum rate for different combination weights of a sample network can
be seen in Fig. 5.7. Therein, a typical channel realization with C = 2 independent
subcarriers for a network with K = 2 user pairs, L = 2 relays, and Mk = 2 and Nl = 4

antennas at the different nodes is considered. The noise variances are σ2
n = σ2

w = 0.001,
the transmit power at the terminals as well as the relay transmit power constraints are
set to Ps = Pr = 1. The sample network has D = 8 null space vectors, but only the
real parts of the first two are varied; the others are set to zero. The achievable rate
is set to zero if a specific weight combination violates the power constraint. It can be
seen that there are multiple local optima. As a resulting optimization problem is not
convex, it is difficult to find “good” linear combinations. Nevertheless, the complexity is
drastically reduced as compared to a direct optimization of the relay gains without ZF,
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Figure 5.7.: Achievable sum rate for different combination weights α1 and α2.

as only combination weights have to be found. In order to find combination weights
that achieve the expected gains of subcarrier cooperation in two-way relaying, we apply
two methods that aim to maximize the sum rate of the network.

Null Space Selection

The first approach is to select the best null space vector and to scale it such that
the power constraint at each relay is met. To this end, the null space basis is chosen
according to

arg max
i=1,...,D

2K∑
k=1

Rk(i), (5.58)

where Rk(i) is the achievable rate of user k when the relays choose the ith null space
vector, i.e. Gl = β ·V(l)

i . The scaling factor β is then chosen such that all relays fulfill
the per-node sum power constraint P̃l ≤ Pr, ∀l. Note that all relays have to apply
the same scaling factor β as otherwise the ZF conditions would be violated. This is
achieved by setting β = Pr

/
maxl P̃l. Hence, in general, not all relays will transmit

with full transmit power.

Numerical Optimization

The second, more complex, approach is to numerically find combination weights αi
that attempt to maximize the sum rate under the per-relay power constraint (5.45).
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The resulting optimization problem can be formulated as

max
α1,...,αD

2K∑
k=1

Rk s.t. P̃l ≤ Pr, ∀l. (5.59)

As this optimization problem is not convex, it is generally difficult to find the global
optimum. There are, however, standard optimization tools that converge to local
optima. To this end, we can apply such tools as e.g. gradient based optimization
algorithms [15] that are designed for convex problems, but also converge to local optima
in non-convex problems. We therefore apply an interior-point method with random
initialization in Matlab in order to numerically find a local optimum of (5.59).

5.7 Performance Evaluation

The performance of the weight allocation schemes and the improvements due to sub-
carrier cooperation are assessed by means of computer simulations. A comparison of
the weight allocation schemes is shown in Fig. 5.8. There, the numerically optimized
combination and the null space vector selection are compared with choosing a random
null space vector and using all vectors equally weighted. For the simulation, a network
with K = L = 2 terminal pairs and relays has been used. All terminals are equipped
with Mk = 2 antennas, the relays with Nl = 4 antennas, and C = 4 subcarriers are
considered. The elements of the channel matrices on all subcarriers are drawn i.i.d.
according to CN (0, 1). The transmit powers are set to Ps = Pr = C for all terminals
and relays and the noise variances are chosen as σ2

n = σ2
w = 0.01. The numerically

optimized weight allocation clearly outperforms all other schemes. Selecting the best
null space vector leads to lower sum rates, but achieves the same diversity gain as
indicated by the slope of the empirical CDF for small values. Using all null space
vectors in an equally weighted way leads to a further decrease in performance. Also
the slope of the CDF is somewhat less steep, which indicates that not all diversity can
be exploited. Using a random null space vector performs poorly and achieves a much
smaller diversity gain. In this case, it can also be observed that the CDF follows a stair
like behavior which is due to some null space vectors that are much worse than others
and that different null space vectors have different importance. Even though the block
ZF approach cancels all the interference in the network, it is crucial to chose the null
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Figure 5.8.: Empirical CDF of the achievable sum rates for different weight allocation
schemes. The rates are normalized by C.

space vectors appropriately. The numerically more complex optimization is justified
by the higher performance. The simpler null space selection scheme achieves however
a good tradeoff between complexity and performance.

The impact of subcarrier cooperation and the influence of the number of subcarriers
is studied in the following. The sum rate of the two-way relaying schemes for different
numbers of subcarriers C = 1, 2, 4, 6 is shown in Fig. 5.9. The sum rates are normalized
by C. For the simulation, the same network as before is considered. The average SNR,
however, is chosen to be SNR = 30 dB, irrespective of the number C of subcarriers,
i.e. Ps = Pr = 1 and σ2

n = σ2
w = 0.001 for any choice of C. The CDFs of the sum

rates for the numerically optimized and null space selection method are plotted. It
can be seen that the performance as well as the diversity increases with the number
of subcarriers for both the optimized scheme and the null space selection. Again,
the numerically optimized scheme leads to considerably higher sum rates. Also the
performance gain with increasing subcarriers is somewhat larger than with the null
space selection scheme. With C > 6, however, the performance increase starts to
saturate, at least in the shown regime of outage probabilities larger than 10−3. The
crossings of the null space selection CDFs in the high rate regime show a disadvantage
of the simpler scheme. When a null space vector is selected, it is scaled such that the
power constraint is met at all relays. As the scaling has to be the same in all relays, only
one relay exploits the power constraint with equality, the others transmit with lower
power. When more subcarriers are used, the probability increases that some channels
are strong which results in a lower power at the weak relays. This is reflected in the
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Figure 5.9.: Empirical CDFs of sum rates for different numbers of subcarriers. The rates
are normalized by C.

peak rates of the selection scheme that slightly decrease when more subcarriers are
applied. Nevertheless, the simpler null space selection scheme can exploit the diversity
offered by the channel with multiple subcarriers.

The performance gain due to subcarrier cooperation over subcarrier non-cooperative
schemes is studied in Fig. 5.10. Thereby, C = 4 subcarriers are considered and the
proposed subcarrier-cooperative scheme is compared to two conventional subcarrier
non-cooperative schemes. In both conventional schemes, the relays perform block ZF
separately on each of the independent subcarriers. In the first one, the relay power
Pr = C is divided equally to all subcarriers, i.e. the transmit power on each subcarrier
is P (c)

r = 1. In the second subcarrier non-cooperative scheme, the power allocation on
the different subcarriers is numerically optimized according to

max
P

(1)
r ,...,P

(C)
r

C∑
c=1

2K∑
k=1

R
(c)
k

(
P (c)

r

)
, s.t.

C∑
c=1

P (c)
r = Pr, (5.60)

where R(c)
k

(
P

(c)
r

)
is the achievable rate of terminal Tk in subcarrier c when a power

P
(c)
r is allocated on this subcarrier. The CDFs of the sum rates normalized to C show

a significant gain in the subcarrier-cooperative case. It can also be observed that the
optimized power allocation does not lead to much improvement compared to the equal
power allocation. These results show that a notable portion of the achievable rate
is lost when the relays operate independently on the different subcarriers and that
subcarrier cooperation can indeed lead to a significant gain.
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Figure 5.10.: Comparison between subcarrier cooperation and non-cooperation for C = 4
subcarriers. The rates are normalized by C.

Even though it seems counterintuitive at first glance to combine signals on differ-
ent subcarriers that are orthogonal, we have shown that two-way AF relaying can be
improved by subcarrier cooperation. Thereby, a part of the performance gain can be
attributed to channel pairing [48], i.e. an advantageous mapping of the different sub-
carriers for the two hops that is inherently included in the subcarrier cooperation. In
this regard, subcarrier-cooperative relaying differs to the setup in [53], where only a
conventional BC is considered. The performance in two-way relaying with extension
to multiple subcarriers is therefore particularly good. If only one directional commu-
nication is considered, the improvements are smaller, as indicated in [53] where the
performance gain due to subcarrier cooperation is visible but small. The results how-
ever indicate that the performance gap between linear schemes and DPC is smaller than
expected when subcarrier cooperation can be applied. For practical networks, on the
other hand, the significant increase of complexity due to precoding across all subcarri-
ers is hardly justified, especially when many subcarriers are considered as in practical
OFDM based systems. Nevertheless, exemplarily for the case of two-way relaying we
see how we can deal with wideband systems that contain multiple subcarriers. The
results with the significant performance gains can however not be generalized to other
setups. But we can expect that also schemes other than the block ZF approach might
benefit from subcarrier cooperation.

160



5.8. Application to Cellular Networks

5.8 Application to Cellular Networks

The relaying schemes discussed in this chapter are only studied in simplified network
setups where no network geometry or channel models with distant dependent pathloss
and other real-world considerations were included. Applying the multihop networks and
the relaying scheme with block ZF into the framework provided in the last chapters is
difficult as the complexity of the relay gain allocation schemes is rather high, especially
when large networks with many nodes are considered. Simulations in which the gain
coefficients of many relays are optimized are therefore hardly feasible. In order to get an
insight into how such AF relaying schemes can be applied to cellular networks anyway
and what potential gains we can expect, we consider the two-way AF relaying approach
with block ZF in a small cellular setup. Thereby, we deploy relays within a cooperation
area between neighboring cells. Relays that are spread in the cells can thereby cancel
interference between different users. In this way, the relaying scheme can act as an
alternative or complement to CoMP as discussed in the previous chapters. However,
a potential drawback of the proposed scheme is the large number of relay antennas
required for nulling the interference, especially when two-way relaying is applied.

This number, however, can be reduced when the two-way relaying scheme is combined
with a simple form of BS cooperation. If neighboring BSs are connected with each
other via the backhaul, they can share their user data. This allows the BSs not only to
cancel self-interference, but also interference caused by adjacent BSs. If the BS signals
contain training or pilot sequences, these can be used to estimate the effective channels
via the relays to allow the cancellation of the BS interference without disseminating
CSI among the BSs. In this way, some ZF conditions can be dropped, namely the ones
of the signals received by the BSs that contain interference from other BSs, and the
relaying scheme works with fewer antennas. This number can be further reduced if
the interference the different MSs cause to each other is also ignored by the ZF. This
can be justified by the assumption that MS signals are weak compared to BS signals.
Ignoring them for cancellation would therefore only increase the noise floor by a small
amount. The required number of relay antennas for the block ZF between three BSs
and MSs, each equipped with two antennas (thus two data streams for each user in
each direction), is shown in the following table:

Number of relays L 1 3 6 9

Nl full antennas 10 6 4 3

Nl reduced antennas 7 4 3 2
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For the evaluation, we consider a network with three BSs that serve three sectors in
the 30◦ orientation as depicted in Fig. 3.3d. The MSs as well as the BSs are equipped
with two antennas each, i.e. no excess antennas and no beamforming is applied at the
BSs. The same urban environment with the channel model with NLOS propagation
condition as described in the previous chapters is applied for the simulations. The
BSs, however transmit with a reduced power of 40 W. As we apply two-way relaying,
the MSs also transmit signals, also without beamforming, with a power of 200 mW.
The noise variance at the MSs as well as the BSs is set to σ2

w = 5 · 10−12 W as before.
In order to keep the simulation complexity manageable, we consider only the three
sectors as described, OCI injected by other nodes is not taken into account here. The
communication between the BSs and MSs is assisted by three relays with Nl = 3 or
2 antennas in each sector. The relays are located on 2/3 of the distance between the
BSs and the sector borders as depicted in Fig. 5.11.

Figure 5.11.: The communication in three sectors is assisted by additional two-way relays.

The average user rates (UL plus DL) of this network are shown in Fig. 5.12. Therein,
two-way relaying, once with the full number of antennas (three per relay) allowing to
cancel all interference and once with a reduced number of antennas (two per relay)
as explained above, are compared to a conventional network without relays where the
three users are served on three orthogonal frequency bands (FDMA). It can be seen that
a significant gain can be achieved by the relaying approach, especially when subcarrier
cooperation is applied. With the reduced antenna setup where the MS interference is
dropped in the ZF conditions and subcarrier cooperation is applied (yellow solid line),
the performance is almost identical to the case with the full number of antennas but
without subcarrier cooperation. The performance that comes without canceling the MS
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Figure 5.12.: Application of two-way relaying to a cellular network with 3 BS-MS pairs.
Relaying with L = 9 and Nl = 3 and 2, respectively, is compared to a conven-
tional network with FDMA. The rates are normalized by C.

interference can thus be compensated with subcarrier cooperation when a conventional
system is considered. With subcarrier cooperation, the 5% outage rate can be shifted
above 1 bps/Hz. The data rates shown here are however a bit optimistic as OCI is not
taken into account. Nevertheless, the performance gain is comparable to the one that
can be achieved with cooperation between three BSs and even better than with DF
relays in the selection scheme described in the previous chapter.

The application of AF relaying in cellular networks thus shows to be an interesting
alternative to the DF relays discussed in Chapter 4. Such an approach is especially
interesting when e.g. the backhaul of the BSs is not sufficient to allow for sophisticated
BS cooperation. For the reduced antenna setup at the relays, however, the BSs still
need to exchange their user data in order to cancel the BS interference that is trans-
mitted back from the relays. In the following, we investigate the potential of including
relays into cellular networks. To this end, however, we apply simpler relaying schemes
that do not require the solution of computationally complex optimization problems. If
many relays are deployed, the network can still benefit from a higher coverage due to
the relays and also from distributed cooperation as explained in the next chapters.
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In the preceding chapters, the potential of PHY layer cooperation between multiple
BSs and the use of SNs has been studied and evaluated. When several BSs share their
information and precode their signals in an appropriate manner, interference can be
mitigated and turned into useful signal contributions. Also the deployment of relays or
other types of SNs offers interesting benefits. They can increase the coverage range of
cells and can provide additional diversity gains. AF relays on the other hand can cancel
interference and shape the effective channel between BSs and MSs for better receive
signal qualities and higher data rates. AF relaying is thereby especially beneficial
when multiple relays can jointly contribute to optimize the overall performance. Even
though the considered techniques offer considerable performance gains, the boundaries
of cellular systems have to be stretched further such that networks of future generations
can provide data rates that are higher by orders of magnitude than today’s systems.

From a fundamental perspective, there are different ways to achieve this: expanding
the resources such as bandwidth or power, make use of a large number of antennas
to increase the spatial degrees of freedom, and to apply cooperation to overcome the
impairments of interference. While the former approach is limited by the scarcity
or costs of the resources, spectral efficiency can be increased by an extension of the
networks in the spatial domain. In order to enable the required gains, the BSs can be
equipped with (many) more antennas, eventually leading to massive MIMO [94]. Such
(very) large antenna arrays allow to serve many users at the same time, for instance
using multiuser-MIMO beamforming methods, and to mitigate interference in adjacent
cells.

An alternative is to increase the BS density and to reduce the cell sizes such that
the network consists of pico- or femto-cells [98]. Such small cells can also coexist with
micro- or macro-cells in heterogeneous networks [41]. The fundamental advantage is
that the adaptation to the user position can be achieved by handovers between cells
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or sectors as indicated by the macro diversity scheme discussed earlier. Such selection
schemes are easy to implement and require little overhead. In practice, however, this
approach is, among others, limited by the difficulty to identify new BS sites, e.g. due to
social acceptance, availability of backbone access etc., and by the cost of deployment.
Besides this, it is also foreseen that future networks are supported by RRHs [23] or by
wireless relays [146]. These, however, are so far primarily intended for range extension,
or, as discussed in Chapters 4 and 5, require high complexity to cooperate with other
nodes.

Either of these approaches can increase the total throughput of the entire network,
while individual user rates remain limited when the MSs do not have more antennas.
As much of the available resources (e.g. bandwidth) as possible should therefore be
allocated to each user, up to a reuse factor of one. Due to the interference-limited nature
of cellular networks, this can only be achieved by efficient interference management. To
this end, BS cooperation (Chapter 3, [39,68]) can be applied to mitigate or cancel out-
of-cell interference. With cooperation of limited complexity, however, the fundamental
problems remain, as the cooperation areas (virtual cells) cause interference to adjacent
areas, as in the case of conventional networks, just that the virtual cells contain multiple
BSs instead of only one.

Moreover, if cooperation is applied on a larger scale, it suffers from severe challenges
and difficulties. BSs that perform joint beamforming require very high backhaul rates,
not only to support the data rates of their users, but also to exchange user data and CSI
with their cooperation partners. Especially if BSs with large arrays are considered, the
number of channel coefficients that need to be estimated grows rapidly with the number
of involved antennas. This leads to an increasing overhead, as more pilots have to be
included in the signals. Achievable performance gains might therefore stagnate or even
decrease [109]. Moreover, even when this overhead can be overcome, the performance
of CoMP remains limited by residual interference [90].

First attempts to combine the aforementioned approaches are presented in [13, 56],
where a layer of small cells operates in parallel to a macro-cell tier with a large array
BS. Therein, a TDD based network architecture is proposed which allows the BS to
benefit from channel reciprocity to simplify channel estimation. While the small cells
transmit, the BS can estimate these signals and use them for interference mitigating
beamforming on the downlink. When the small cell BSs are at fixed positions, the
channels between them and the large macro BS can be assumed to be quasi static and
the estimation of this channel is not susceptible to instantaneous channel variations
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and stable over longer time scales. The BS can then design its precoding to transmit
independent data streams to its users while being orthogonal to the subspace spanned
by the strongest interference directions. The sum interference imposed on the small
cells can thus be minimized. [56]. The small cells, however, need fully equipped small
BSs connected to the wired backbone; their massive deployment might therefore be
difficult and expensive.

In the following, we develop an alternative concept that attempts to profit from the
advantages of the previously mentioned approaches while avoiding their disadvantages.
Based on the insights from the previous chapters, we combine BS beamforming with
large antenna arrays with many relays without a fixed connection to the backhaul. If
the relays are of low cost and low power, they can be installed in massive numbers
across the entire area of the network. When users communicate via the relay links, the
BSs see the static relays as the nodes they communicate with, while the MSs receive
their signals from the small relay nodes. Thereby, the BSs can profit from transmitting
to static receivers, which allows to apply sophisticated beamforming, and the mobile
users in turn can profit from the advantages of dense networks with small cells.

To this end, we compare different relaying architectures and their feasibility for this
concept of ubiquitous relaying. As the operation of the relays should be of low com-
plexity such that they can be installed in large numbers, we refrain from sophisticated
iterative optimization procedures, but limit ourselves to transmission schemes that can
be applied in each node with local CSI only and can be calculated in closed form. The
carefully selected transmission schemes should then be able to contribute together to
achieve a high network performance. With this, we can study the behavior in large
networks in which many nodes are included. The different approaches that we compare
include AF as well as DF relays in one-way and two-way protocols. We compare these
approaches with respect to achievable rates and complexity and propose methods to
cope with the interference in such networks, e.g. based on beamforming at the BSs,
relay filtering, and a specific form of BS cooperation, that are of comparably low com-
plexity. Due to the interference mitigation, high performance gains can be achieved.
Particularly two-way relaying proves thereby to be very beneficial in contrast to rather
pessimistic results of prior work (cf. e.g. [104]).

Furthermore, we investigate the influence of imperfect CSI on these approaches and
show that especially simple relays of low complexity are very robust and thus well suited
for massive deployment. In Chapter 7, we will then go one step further and propose a
concept in which a massive number of relays with a particularly simple implementation
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is deployed throughout the entire network and the entire communication in the whole
area is performed in a two-hop fashion. We argue then that this “relay carpet” can
enable massive MIMO and can lead to the desired performance of future networks.

6.1 Network Model

The basic organization of the network is similar to a conventional one with micro-
or macro-cells. The area is divided into geographically separated cells, each with one
BS that is equipped with a large antenna array and multiple MSs that are served
simultaneously. In this chapter, we assume that the BSs do not apply cooperative joint
transmission or joint decoding across multiple cells. Each MSs is served only by the
BS associated to the cell in which the MS is located in. The BSs serve however jointly
all MSs within their cell, i.e. no sectorization is applied but all BS antennas are used
jointly for the transmission and reception in a cell. Furthermore, we assume that all
transmissions are synchronized in time and frequency and that the propagation delays
in the different links are compensated.

The communication between BSs and MSs (DL) and vice versa (UL) is assisted by
a large amount of relays. Different relays can thereby transmit in different frequency
bands such that adjacent relay cells form a reuse pattern. Accordingly, the MSs can be
served in different resource blocks and the BSs communicate with MSs by assigning an
appropriately chosen set of relays. We consider the relays as dedicated infrastructure
nodes. As such, they are intentionally mounted at fixed positions, e.g. on lamp posts,
at bus stops, or on the wall of a building, and might therefore have a good connection
to the BS. Additionally, these links have a long coherence time and fast fading is
eliminated. The MSs, on the other hand, are served by small relay cells. If sufficiently
many relays are deployed, shadowing effects can be avoided to a large extent.

The relays not only improve the connectivity for the MSs, but can also apply different
signal processing tasks. These depend on the architecture of the relays and can range
from simple active scattering [151] up to sophisticated filtering, interference cancellation
[9,31], or decoding and encoding [72]. Different implementations can thereby affect the
signal processing and the complexity at the other nodes. In the following, we consider
AF and DF relays that each can operate in TDD or FDDmode, i.e. they are half-duplex
relays that can transmit and receive in different time slots or in different frequency
bands. The complexity of the relays does not only depend on the relaying strategy but
also on further implementation aspects, for instance receive and transmit filters. To
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this end, we consider two different types of relay implementations: In their simplest
form, the relays do not use any special receive or transmit filter; the signal is only
scaled with a gain matrix given by a scaled identity matrix. We refer to these relays as
type A relays. The more complex type B relays use spatial receive and transmit filters.

In order to reflect the bidirectional communication in cellular networks, we apply
each of these relay types in a one-way and a two-way relaying protocol that does not
make use of the direct link between BSs and MSs. In the former case, the UL and DL
are separated and the relays either forward the BS signals to the MSs or vice versa.
In two-way relaying, both directions of communication are combined such that the
relays receive the superposition of all BS and MS signals and broadcast a processed
version of these signals back to all terminals. This can double the spectral efficiency as
compared to one-way relaying, but the signals are affected by additional interference
the terminals have previously transmitted and is backscattered by the relays [158].

For the studies in this chapter, we thus compare a preselection of relaying approaches
with each other that arise from the different combinations of these aspects:

1. duplex mode (TDD/FDD),
2. relaying strategy (AF/DF),
3. implementation (type A/B), and
4. protocol (one-way/ two-way relaying).

An especially simple class of relays is given by type A AF relays in an FDD system;
such relays can be implemented by a frequency conversion of the received signal. They
are not only of very low complexity, but also introduce no (or very small) delays, as the
signals are immediately retransmitted. This is not the case for DF relays. Due to the
decoding and encoding, the retransmission is delayed by at least a block length, even in
FDD mode. Additionally, the DF relays also require the most complex implementation,
not only because of the decoding and encoding functionality but also due to the required
CSIR that has to be obtained.

6.1.1 Input-Output Relation & Achievable Rates

In order to describe this network mathematically, we consider C cells, each with one
BS and multiple MSs. For notational simplicity, we assume that all cells have the same
number M of active MSs and that all nodes of the same kind have the same number
of antennas, although an extension to a more general case is straightforward. The
number of antennas at the BSs is denoted by NB, the one of the MSs by NM. The

169



6. Ubiquitous Relaying

Cell d
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(c,c)

Figure 6.1.: Network model. The communication between BSs and MSs is assisted by relays.

considered communication is bidirectional, i.e. BS c, with c ∈ {1, . . . , C}, wants to
transmit ds ≤ NM data streams to MS (c, k) (the kth MS in cell c) in the DL and, in
turn, each MS wishes to send ds data streams to its BS in the UL.

As each BS simultaneously serves multiple MSs located in its corresponding cell, we
assume NB ≥M ·NM and write the DL signal of BS c as

x(B)
c =

M∑
k=1

Q
(B)
c,k · s

(B)
c,k , (6.1)

where s
(B)
c,k ∈ Cds is the transmit symbol vector from BS c intended for MS (c, k) and

Q
(B)
c,k ∈ CNB×ds the precoding matrix. In the UL, the MSs transmit

x
(M)
c,k = Q

(M)
c,k · s

(M)
c,k , (6.2)

with s
(M)
c,k ∈ Cds and Q

(M)
c,k ∈ CNM×ds being the transmit symbol vector and the precoding

matrix of the signal from MS (c, k) intended for BS c.

The bidirectional communication between BSs and MSs is assisted by K ≥M relays.
We focus on a single resource block, i.e. all relays transmit in the same frequency band.
Furthermore, each active MS is served by at least one relay and a relay cannot serve
more than one MS.1 The relays are equipped with NR antennas, where NB ≥ NR ≥ NM.
A sketch of the network can be seen in Fig. 6.1. The narrow-band channel from BS d
to relay (c, k) is denoted by H

(c,d)
k ∈ CNR×NB and the reverse channel from relay (c, k)

1More MSs can be served in different frequency bands or by sharing the resources with a TDMA or
FDMA scheme.
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to BS d by H
(d,c)

k ∈ CNB×NR . The channels from MS (d, j) to relay (c, k) and vice versa
are denoted by F

(c,d)
k,j ∈ CNR×NM and F

(d,c)

j,k ∈ CNM×NR , respectively. When a TDD

protocol is applied, the channels are assumed to be reciprocal, i.e. H
(d,c)

k = H
(c,d)T
k

and F
(d,c)

j,k = F
(c,d)T
k,j . If the system is operated in the FDD mode, the channels on the

different directions are assumed to be independent. Direct channels between BS and
MSs are not considered, the users are exclusively served via relays. In the following,
we describe the end-to-end relations of the system for the different relaying strategies
and derive their achievable rates.

AF One-Way Relaying

In one-way relaying, the UL and DL are separated, either by different time slots (TDD)
or orthogonal frequency bands (FDD). Considering the DL, the BSs simultaneously
transmit their signal (6.1) and relay (c, k) receives (in the forward direction)

−→r c,k =
C∑
d=1

H
(c,d)
k ·

M∑
j=1

Q
(B)
d,j · s

(B)
d,j +−→n c,k, (6.3)

where −→n c,k is the noise induced in the relay. Assuming AF relaying, the relays multiply
their receive signals (6.3) with a gain matrix Gc,k ∈ CNR×NR and, after a possible
frequency conversion in FDD, retransmit

−→
t c,k = Gc,k · −→r c,k to the MSs. The receive

signal of MS (c, k) is then

−→y c,k =
C∑
d=1

K∑
j=1

F
(c,d)

k,j ·Gd,j · −→r d,j + w
(M)
c,k , (6.4)

with w
(M)
c,k being the noise in the MS.

In the UL, the MSs transmit their signals (6.2) and the (reverse) receive signal at
the relays is written as

←−r c,k =
C∑
d=1

M∑
j=1

F
(c,d)
k,j ·Q

(M)
d,j · s

(M)
d,j +←−n c,k. (6.5)

After multiplication of ←−r c,k with Gc,k and forwarding the resulting signal
←−
t c,k =

171



6. Ubiquitous Relaying

Gc,k · ←−r c,k, BS c receives

←−y c =
C∑
d=1

K∑
j=1

H
(c,d)

j ·Gd,j · ←−r d,j + w(B)
c , (6.6)

where w
(B)
c is the BS noise.

Once precoding and relay gain matrices are chosen, achievable rates can be for-
mulated for both directions of communication. It is thereby assumed that the data
symbols in the vectors s

(B)
c,k and s

(M)
c,k are i.i.d according to CN (0, 1). The elements of

the noise terms in the relays and terminals, nc,k, w
(B)
c , and w

(M)
c,k , are assumed to be

i.i.d. CN (0, σ2
n) and CN (0, σ2

w), respectively.

In the DL, the achievable rate of the transmission from BS c to MS (c, k) is calculated
by

−→
R c,k = log2 det

(
INM

+
(−→

K
(i+n)
c,k

)−1

·
−→
K

(sig)
c,k

)
, (6.7)

where
−→
K

(sig)
c,k and

−→
K

(i+n)
c,k are covariance matrices of the desired signal and interference

plus noise, summed over all relays. The signal covariance matrix is thus given by

−→
K

(sig)
c,k =

C∑
d=1

K∑
j=1

C∑
d′=1

K∑
j′=1

F
(c,d)

k,j Gd,jH
(d,c)
j Q

(B)
c,k ·Q

(B)H
c,k H

(d′,c)H
j′ GH

d′,j′F
(c,d′)H

k,j′ (6.8)

and the one of the interference and noise is

−→
K

(i+n)
c,k = E

[−→y c,k · −→y H
c,k

]
−
−→
K

(sig)
c,k

=
C∑

d=1
d 6=c

M∑
j=1

C∑
b=1

K∑
i=1

C∑
b′=1

K∑
i′=1

F
(c,b)

k,i Gb,iH
(b,d)
i Q

(B)
d,j ·Q

(B)H
d,j H

(b′,d)H
i′ GH

b′,i′F
(c,b′)H

k,i′

+
M∑
j=1
j 6=k

C∑
b=1

K∑
i=1

C∑
b′=1

K∑
i′=1

F
(c,b)

k,i Gb,iH
(b,c)
i Q

(B)
c,j ·Q

(B)H
c,j H

(b′,c)H
i′ GH

b′,i′F
(c,b′)H

k,i′

+ σ2
n

C∑
b=1

K∑
i=1

F
(c,b)

k,i Gb,iG
H
b,iF

(c,b)H

k,i + σ2
wINM

. (6.9)

In the UL, we assume that the BSs try to jointly decode all signals from the MSs
within their corresponding cell. The achievable sum-rate of the UL at BS c is thus

←−
R c = log2 det

(
INB

+
(←−

K(i+n)
c

)−1

·
←−
K(sig)

c

)
, (6.10)
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where

←−
K(sig)

c =
M∑
k=1

C∑
d=1

K∑
j=1

C∑
d′=1

K∑
j′=1

H
(c,d)

j Gd,jF
(d,c)
j,k Q

(M)
c,k ·Q

(M)H
c,k F

(d′,c)H
j′,k GH

d′,j′H
(c,d′)H

j′ (6.11)

is the covariance matrix of the desired signal at BS c that now contains the signals
from all MSs in cell c. Accordingly, the covariance matrix of the interference and noise
contains the noise as well as the signals originated from all other MSs:

←−
K(i+n)

c =
C∑
b=1
b 6=c

M∑
k=1

C∑
d=1

K∑
j=1

C∑
d′=1

K∑
j′=1

H
(c,d)

j Gd,jF
(d,b)
j,k Q

(M)
b,k ·Q

(M)H
b,k F

(d′,b)H
j′,k GH

d′,j′H
(c,d′)H

j′ +

+ σ2
n

C∑
d=1

K∑
j=1

H
(c,d)

j Gd,jG
H
d,jH

(c,d)H

j + σ2
wINB

. (6.12)

Note that with this formulation, no individual rates of the signals from the different
users can be given. To this end, a specific decoder implementation at the BSs would
have to be assumed which leads to a specific point in the achievable rate region of the
UL signals. As we primarily focus on the DL, we refrain from that and limit ourselves
to the achievable sum rate in the UL, which indicates how large the throughput from
all MSs in a cell can be.

AF Two-Way Relaying

In two-way relaying, both directions of communication are combined and all BSs and
MSs transmit their signals (6.1) and (6.2) simultaneously. Accordingly, the relays
receive the superposition of all these signals

rc,k =
C∑
d=1

M∑
j=1

(
H

(c,d)
k Q

(B)
d,j s

(B)
d,j + F

(c,d)
k,j Q

(M)
d,j s

(M)
d,j

)
+ nc,k. (6.13)

As before, the AF relays multiply their receive signal vector with a gain matrix Gc,k and
broadcast then the resulting signal back to all terminal nodes. The resulting signals
received by BS c and MS (c, k) are thus given by

y(B)
c =

C∑
d=1

K∑
j=1

C∑
b=1

M∑
i=1

(
H

(c,d)

j Gd,jH
(d,b)
j Q

(B)
b,i s

(B)
b,i + H

(c,d)

j Gd,jF
(d,b)
j,i Q

(M)
b,i s

(M)
b,i

)
(6.14)
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+
C∑
d=1

K∑
j=1

H
(c,d)

j Gd,jnd,j + w(B)
c

and

y
(M)
c,k =

C∑
d=1

K∑
j=1

C∑
b=1

M∑
i=1

(
F

(c,d)

k,j Gd,jH
(d,b)
j Q

(B)
b,i s

(B)
b,i + F

(c,d)

k,j Gd,jF
(d,b)
j,i Q

(M)
b,i s

(M)
b,i

)
(6.15)

+
C∑
d=1

K∑
j=1

F
(c,d)

k,j Gd,jnd,j + w
(M)
c,k .

These signals not only include the desired signal and the interference terms from the
one-way case, but also contain what the corresponding node has transmitted itself
(self-interference) as well as additional interference from the other nodes of the same
kind.

For the calculation of the achievable rates, this additional interference terms thus
have to be taken into account. In the DL, we distinguish between the interference plus
noise covariance matrix K

(i+n)
M,c,k from the self-interference covariance matrix K

(self)
M,c,k. The

achievable rate of the DL follows thus as

R
(DL)
c,k = log2 det

(
INM

+
(
K

(i+n)
M,c,k+K

(self)
M,c,k

)−1

·K(sig)
M,c,k

)
(6.16)

with

K
(self)
M,c,k =

C∑
d=1

K∑
j=1

C∑
d′=1

K∑
j′=1

F
(c,d)

k,j Gd,jF
(d,c)
j,k Q

(M)
c,k ·Q

(M)H
c,k F

(d′,c)H
j′,k GH

d′,j′F
(c,d′)H

k,j′ , (6.17)

while K
(sig)
M,c,k and K

(i+n)
M,c,k are the same as in (6.8) and (6.9). When the MSs are able

to estimate the effective channel that affects their own signals, they can subtract their
self-interference. As the MSs already know what they have transmitted, the actual
data symbols can also be used to estimate these channel coefficients [158]. When this
can be accomplished perfectly, the term K

(self)
M,c,k can be removed from the achievable

rate.

For the UL, we distinguish between interference that is caused by the BSs (including
self-interference) and remaining interference from the MSs. The achievable sum rate
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at BS c follows as

R(UL)
c = log2 det

(
INB

+
(
K

(i+n)
B,c +K

(BS int)
B,c

)−1

·K(sig)
B,c

)
, (6.18)

with the covariance matrices

K
(sig)
B,c =

M∑
k=1

C∑
d=1

K∑
j=1

C∑
d′=1

K∑
j′=1

H
(c,d)

j Gd,jF
(d,c)
j,k Q

(M)
c,k ·Q

(M)H
c,k F

(d′,c)H
j′,k GH

d′,j′H
(c,d′)H

j′ , (6.19)

K
(BS int)
B,c =

C∑
b=1
b 6=c

M∑
k=1

C∑
d=1

K∑
j=1

C∑
d′=1

K∑
j′=1

H
(c,d)

j Gd,jH
(d,b)
j Q

(B)
b,k ·Q

(B)H
b,k H

(d′,b)H
j′ GH

d′,j′H
(c,d′)H

j′ ,

(6.20)

and
K

(i+n)
B,c = E

[
y(B)
c · y(B)H

c

]
−K

(sig)
B,c −K

(BS int)
B,c . (6.21)

DF One-Way Relaying

In contrast to the AF case, DF relays completely decode the signals they receive before
they forward them. The receive signal of relay (c, k) in the DL is the same as in (6.3).
This signal can then be filtered by a receive combining matrix G

(Rx)H
c,k which allows to

adapt the BS transmit signals to lie in a subspace that has the least interference at the
relays as described in Section 6.2. Applying such a receive filter leads to

−→̃
r c,k = G

(Rx)H
c,k ·

(
H

(c,c)
k Q

(B)
c,k s

(B)
c,k +−→x (R,i+n)

c,k

)
, (6.22)

where −→x (R,i+n)
c,k contains all interference and noise terms. Relay (c, k) is thereby only

interested in the signal intended for its associated MS. The symbol vector s
(B)
c,k is de-

coded, while −→x (R,i+n)
c,k is considered as noise. After that, the relays newly encode the

data symbols, possibly with a different code book. Finally, the resulting symbols s̃
(B)
c,k

are premultiplied by a transmit filter matrix G
(Tx)
c,k and forwarded to the MSs. The

receive signal of MS (c, k) follows as

−→y c,k =
C∑
d=1

K∑
j=1

F
(c,d)

k,j ·G
(Tx)
d,j · s̃

(B)
d,j + w

(M)
c,k . (6.23)

In this case, we can derive an achievable rate as follows. When the BSs have trans-
mitted their signals and relay (c, k) has applied its receive filter, it decodes the symbol
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vector s
(B)
c,k that is contained in the receive signal (6.22). To this end, the interference

in −→x (R,i+n)
c,k is treated as noise and the resulting rate on the BS-to-relay link can be

given as
−→
R

(BR)
c,k = log2 det

(
INR

+
(−→

K
(i+n)
R,c,k

)−1

·
−→
K

(sig)
R,c,k

)
(6.24)

with the covariance matrices

−→
K

(sig)
R,c,k = G

(Rx)H
c,k H

(c,c)
k Q

(B)
c,k Q

(B)H
c,k H

(c,c)H
k G

(Rx)
c,k (6.25)

and
−→
K

(i+n)
R,c,k = E

[
G

(Rx)H
c,k
−→x (R,i+n)

c,k · −→x (R,i+n)H
c,k G

(Rx)
c,k

]
. (6.26)

The newly encoded data symbols s̃
(B)
c,k are multiplied with G

(Tx)
c,k and forwarded to the

MSs. The achievable rate on the second hop can similarly be calculated and results in

−→
R

(RM)
c,k = log2 det

(
INM

+
(−→

K
(i+n)
M,c,k

)−1

·
−→
K

(sig)
M,c,k

)
, (6.27)

with

−→
K

(sig)
M,c,k = F

(c,c)

k,k G
(Tx)
c,k G

(Tx)H
c,k F

(c,c)H

k,k (6.28)
−→
K

(i+n)
M,c,k = E

[−→y c,k · −→y H
c,k

]
−
−→
K

(sig)
M,c,k. (6.29)

Finally, an achievable rate of the two-hop link between BS and MS follows as [110]

−→
R c,k = min

{−→
R

(BR)
c,k ,

−→
R

(RM)
c,k

}
. (6.30)

Thereby, we assume that equally long time slots or frequency bands are used for both
hops. As we have seen in Chapter 4, the end-to-end rate could be improved by opti-
mizing the time and frequency allocation of the two individual links. This, however, is
unpractical in the cellular context as the different links of the UL and DL in adjacent
cells would not necessarily be separated anymore. We will comment on that in more
detail in Section 6.4.

In the UL, the relays receive the signals from the MSs. The receive signal at relay
(c, k), after applying the receive filter, is

←−̃
r c,k = G

(Rx)H
c,k ·

(
F

(c,c)
k,k Q

(M)
c,k s

(M)
c,k +←−x (R,i+n)

c,k

)
, (6.31)

176



6.1. Network Model

where←−x (R,i+n)
c,k contains the relay noise and all MS interference terms. The relay decodes

the corresponding MS symbol vector s
(M)
c,k , encodes it to the new symbol vector s̃

(M)
c,k ,

and multiplies it with G
(Tx)
c,k . Again, relay (c, k) serves only its associated MS, while it

treats signals from other MSs as noise. After retransmission, BS c receives

←−y c =
C∑
d=1

K∑
j=1

H
(c,d)

j G
(Tx)
d,j s̃

(M)
d,j + w(B)

c . (6.32)

The resulting end-to-end rate of the UL can be obtained in a similar way as in the
DL. The rate of the first hop transmission from MS (c, k) to relay (c, k) is

←−
R

(MR)
c,k = log2 det

(
INR

+
(←−

K
(i+n)
R,c,k

)−1

·
←−
K

(sig)
R,c,k

)
(6.33)

with

←−
K

(sig)
R,c,k = G

(Rx)H
c,k F

(c,c)
k,k Q

(M)
c,k Q

(M)H
c,k F

(c,c)H
k,k G

(Rx)
c,k (6.34)

←−
K

(i+n)
R,c,k = E

[
G

(Rx)H
c,k
←−x (R,i+n)

c,k
←−x (R,i+n)H

c,k G
(Rx)
c,k

]
. (6.35)

On the second hop, the BSs decode all signals from the relays in their respective
cell jointly. Depending on the specific decoding procedure applied in the BSs, different
points in the achievable rate region can be achieved. In order to associate an achievable
rate to each relay individually, we apply successive interference cancellation (SIC) at
the BSs. With this, the end-to-end two-hop rates for each MS can be obtained. To
this end, the receive signals at the BSs are sorted according to their signals strengths.
While the individual user rates depend on the decoding order, they all lead to the same
sum rate [143]. Here, we choose a fair approach and start to decode the strongest signal
first. To this end, we evaluate signal strengths of the different signals according to the
receive signal power of them, i.e. Tr

{←−
K

(sig)
R,c,k

}
. After the strongest signal is decoded,

it is subtracted from (6.32). Then, the second strongest signal is decoded and also
subtracted until the last signal can be decoded without any in-cell interference. With
this ordering, the data rates of the different users are more balanced, and are thus
fairer with respect to the users, than when e.g. the weakest signal would be decoded
first.

With SIC, the rates of the links from the relays to the BS can be calculated. The
data rate from relay (c, k) to BS c is thereby denoted by

←−
R

(RB)
c,k . The resulting sum
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rate of the UL to BS c follows then as

←−
R c =

M∑
k=1

min
{←−
R

(MR)
c,k ,

←−
R

(RB)
c,k

}
. (6.36)

Again, these achievable rates follow from the assumption that equally long time slots
and the same bandwidth is used for both hops.

Note that we do not claim any optimality with this decoding strategy. So can certain
rates that result from this decoding strategy potentially not be supported by the relays
when their first hop rates are smaller. By choosing different decoding orders for the
SIC that also take the first hop rates into account, the overall end-to-end rates might
be improved. With this procedure, however, we can guarantee that the obtained end-
to-end rates are achievable. But as we attach more importance to the DL rates, we
refrain from complicated UL rate optimizations.

DF Two-Way Relaying

In the case of two-way relaying, the BSs and MSs transmit simultaneously and relay
(c, k) receives

r̃c,k = G
(Rx)H
c,k

(
H

(c,c)
k Q

(B)
c,k s

(B)
c,k + F

(c,c)
k,k Q

(M)
c,k s

(M)
c,k + x

(R,i+n)
c,k

)
(6.37)

where the signal is again filtered with a receive filter G
(Rx)H
c,k . Now both data symbol

vectors s
(B)
c,k and s

(M)
c,k are desired. These are also decoded by SIC by starting with the

strongest signal first, as explained before. This leads to a pair of resulting first hop
achievable rates R(BR)

c,k and R(MR)
c,k , one for the signal from BS c intended for MS (c, k)

and vice versa.

After successful decoding, the relays can combine the decoded data streams by an
XOR operation with zero padding, i.e. the two codewords are made equally long and are
combined to a single codeword [30]. The combined data symbol vector s̃

(R)
c,k ∼ CN (O, I)

in relay (c, k) is then precoded by G
(Tx)
c,k and the resulting signal is broadcasted to the

terminals. BS c and MS (c, k) then receive this signal under interference from the other
relays

y(B)
c =

C∑
d=1

K∑
j=1

H
(c,d)

j ·G(Tx)
d,j · s̃

(R)
d,j + w(B)

c (6.38)
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y
(M)
c,k =

C∑
d=1

K∑
j=1

F
(c,d)

k,j ·G
(Tx)
d,j · s̃

(R)
d,j + w

(M)
c,k . (6.39)

After reception, MS (c, k) decodes the symbol vector s̃
(R)
c,k . The achievable rate of

this link is denoted by R(RM)
c,k . When this signal is decoded, the MS can apply another

XOR operation with the data bits it has previously transmitted. With this form of self-
interference cancellation, the desired signal can be reconstructed at the terminal [30].
The BSs, in turn, receive signals from all relays within their cell. These signals are
again decoded one after each other by SIC, starting with the strongest. The resulting
achievable rates of the links between relays and BSs are denoted by R(RB)

c,k . Finally, the
resulting rates achievable on the two-hop UL and DL are then given by

R
(DL)
c,k = min

{
R

(BR)
c,k , R

(RM)
c,k

}
(6.40)

R(UL)
c =

M∑
k=1

min
{
R

(MR)
c,k , R

(RB)
c,k

}
. (6.41)

Choosing the rates like this ensures that they lie inside the achievable rate region [30].
However, no optimality is claimed. Again, the SIC decoding order could be adapted
to take also the rates on the other hop into account or the time or frequency slot
assignment could be optimized in order to balance the different rates. Furthermore,
the considered DF scheme requires the relays to decode the complete transmission
blocks from both terminals before they can be newly encoded and retransmitted. This
introduces additional delays as the retransmission can only start when the decoding
and encoding process is completed. These delays could be reduced e.g. with block-
Markov coding or other DF relaying strategies [110]. This is however not considered
here.

6.1.2 Prelog Factor

In the derivations of the achievable rates, we have dropped the prelog factors which
occur when multiple channel uses are required for the transmission of a single message.
These factors (e.g. 1, 1

2
, or 1

4
) depend on the specific relaying protocol and the consid-

ered duplex mode. When in-band one-way relays are considered, a single transmission
in one direction requires two resource blocks. As the UL and DL are separated in time
or frequency, this would result in a total prelog factor 1

4
in this case. With two-way

relaying, two symbols (one in the DL and one in the UL) require two time slots. Also in
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a conventional network where no relays are used, the UL and DL are separated and the
transmission of one symbol in either direction requires two resources. In this regard,
the conventional network and two-way relaying can directly be compared with each
other. When one way relays with out-band connection to the BSs are used, the same
holds also for this case. Such relays can e.g. correspond to small cell nodes as discussed
in Chapter 4. Moreover, the relays could convert their BS signals to frequency bands
that are currently not used (cf. cognitive radio [137]) or lie in an ISM band. In this
case, no additional costs have to be included into the spectral efficiency. The use of
secondary links is especially motivated by the small transmit power of the relays that
do not disturb other systems significantly.

In either case, and also in conventional networks, the resources have to be divided
for the DL and UL. Thereby, the two directions of communication can use different
fractions, which could be optimized as already indicated. In the following, we consider
two scenarios:

• in-band relays with equal resources for both directions (DL and UL) when the
two-way protocol is considered and

• a secondary link that is free for the second hop in the case of one-way relaying.

In this way, we can omit the prelog factors in order to compare the spectral efficiencies.

6.2 Transmission Schemes

In the following, we design specific transmission schemes for the different nodes that
attempt to mitigate the interference in the entire network. In order to gain more
understanding in what the limiting factors of the considered network are, we analyze
the individual terms of the receive signals at the terminals. To this end, we apply
spatially white signaling at all involved nodes and a scaled identity matrix at the
relays. In this way, no interference is mitigated and the whole network is flooded with
signals. This allows to measure the individual signal contributions for both the UL
and DL and to identify the strongest interference sources. Based on this analysis, we
can design precoding and relay gain matrices with the goal to mitigate the most severe
interference terms.

We apply a per node transmit power of PB = 40 W at the BSs and PR = 6 W

and PM = 0.2 W at the relays and MSs. The precoding and relay gain matrices are
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accordingly

Q
(B)
c,k =

√
PB/(M ·NB) · INB

, (6.42)

Q
(M)
c,k =

√
PM/NM · INM

, (6.43)

Gc,k =
√
PR/Tr

{
E
[
rc,k · rHc,k

]}
· INR

. (6.44)

The resulting (averaged) receive signal powers of the BSs and MSs, for one-way as well
as two-way relaying are shown in Fig. 6.2. The network consists of C = 19 cells, each
containing M = K = 6 MSs/relays. In the figure, we distinguish which relays have
forwarded the different signal contributions (own relay, other in-cell relays, or relays
from other cells in the DL and own relays and relays from other cells in the UL). More
details on the simulation parameters are given in Section 6.3.

From the figure, we can conclude where the different interference contributions come
from. In contrast to one-way relaying, additional interference terms appear in two-way
relaying: the signals transmitted by the other terminals of the same kind, including
self-interference. These signals are not present in one-way relaying because the different
directions of communication are separated by orthogonal resources. The total signals
received by the relays are thus of less power and one-way relays can apply a higher
gain factor in order to meet the transmit power. Consequently, the (existing) signal
contributions in one-way relaying are of higher power than in the two-way case. The
dominant interference terms can be classified into:

1. BS signals intended for other MSs in the same cell (IA in the figure)

and in the case of two-way relaying

2. self-interference (IS),

3. interference from other BSs in the UL (IB), and

4. remaining interference.

The terms IS and IB do not exist in one-way relaying.

In the following, we apply precoding and relay gain matrices that attempt to mitigate
the interference seen by the terminals. A part of the interference can be cancelled with
appropriate precoding or beamforming techniques. Other interference terms, however,
cannot be reduced without global CSI or cooperation between all nodes. To reduce
as much of the interference as possible, we combine different precoding schemes at the
different nodes in a way that no sophisticated cooperation between them is required.
Thereby, the individual schemes are chosen and combined such that a distributed signal

181



6. Ubiquitous Relaying

A
v

er
ag

e 
si

g
n

al
 p

o
w

er
 (

d
B

m
)

-140

-120

-100

-80

-60

-40

-20

   
  D

es
ir
ed

 B
S 

si
g.

 o
w

n 
re

la
y

D
es

ir
ed

 B
S 

si
g.

 in
-c

el
l r

el
ay

s

  D
es

ir
ed

 B
S 

si
g.

 o
th

er
 re

la
ys

   
   

   
O

w
n 

B
S 

in
t. 

ow
n 

re
la

y

   
 O

w
n 

B
S 

in
t. 

in
-c

el
l r

el
ay

s

   
   

O
w

n 
B

S 
in

t. 
ot

he
r r

el
ay

s

   
   

 O
th

er
 B

S 
in

t. 
ow

n 
re

la
y

  O
th

er
 B

S 
in

t. 
in

-c
el

l r
el

ay
s

   
 O

th
er

 B
S 

in
t. 

ot
he

r r
el

ay
s

   
   

   
  S

el
f-

in
t. 

ow
n 

re
la

y

   
   

Se
lf
-i
nt

. i
n-

ce
ll 

re
la

ys

   
   

  S
el

f-
in

t. 
ot

he
r r

el
ay

s

   
  I

n-
ce

ll 
M

S 
in

t. 
ow

n 
re

la
y

In
-c

el
l M

S 
in

t. 
in

-c
el

l r
el

ay
s

  I
n-

ce
ll 

M
S 

in
t. 

ot
he

r r
el

ay
s

   
   

 O
th

er
 M

S 
in

t. 
ow

n 
re

la
y

  O
th

er
 M

S 
in

t. 
in

-c
el

l r
el

ay
s

   
 O

th
er

 M
S 

in
t. 

ot
he

r r
el

ay
s

   
   

   
   

   
   

   
O

w
n 

no
is

e

   
   

   
 N

oi
se

 in
-c

el
l r

el
ay

s

   
   

   
   

N
oi

se
 o

th
er

 re
la

ys

   
   

   
   

   
N

oi
se

 o
w

n 
re

la
y

Downlink (power measured at MSs)

One-way relaying

Two-way relaying

A
v

er
ag

e 
si

g
n

al
 p

o
w

er
 (

d
B

m
)

-140

-120

-100

-80

-60

-40

-20

  D
es

ir
ed

 s
ig

na
l o

w
n 

re
la

ys

D
es

ir
ed

 s
ig

na
l o

th
er

 re
la

ys

   
O

th
er

 M
S 

in
t. 

ow
n 

re
la

ys

 O
th

er
 M

S 
in

t. 
ot

he
r r

el
ay

s

   
   

 S
el

f-
in

t. 
ow

n 
re

la
ys

   
  S

el
f-

in
t. 

ot
he

r r
el

ay
s

   
O

th
er

 B
S 

in
t. 

ow
n 

re
la

ys

 O
th

er
 B

S 
in

t. 
ot

he
r r

el
ay

s

   
   

   
   

   
   

O
w

n 
no

is
e

   
   

   
N

oi
se

 o
th

er
 re

la
ys

   
   

   
  N

oi
se

 o
w

n 
re

la
ys

Uplink (power measured at BSs)

Desired

signal
I
S

NoiseInterference

I
S I

S

I
A

Interference Noise

I
B

I
B

I
S

I
S

signal
Desired

Figure 6.2.: Receive signal powers distinguished by their sources (one-way and two-way AF
relaying protocol).

processing for interference mitigation is realized, i.e., the global task of improving the
network performance is shared among the different nodes according to their complexity
and abilities and each node computes its precoding or gain matrix based on locally
available CSI. In order to apply schemes that are relevant for practical implementation,
we focus on simple linear precoding techniques for which closed form solutions are
known and can be computed in a non-iterative fashion. Consequently, we do not
claim any optimality of the proposed schemes, but rather understand them as example
implementations for the network that are, due to the low complexity, of high practical
relevance. Moreover, we design the transmit signals on the BS-relay links such that
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they are independent of the ones on the relay-MS links. This has the advantage that
the precoding at the BSs has not to be updated as often as the precoding on the relay-
MS links. This is because the channels between BSs and fixed relays presumably have
a much longer coherence time than the channels between the relays and the (possibly
moving) MSs. The signaling of the MSs is spatially white such that they do not require
any CSIT.

6.2.1 Block Zero-Forcing at the BSs

A strong interference source that degrades the performance in the DL is the BS signal
intended for other MSs (IA in Fig. 6.2). To cancel this interference, we apply block
ZF as in the chapters before. In order to keep the precoding at the BSs of moderate
complexity, we limit this scheme to be performed in each cell separately. With this,
the strongest interference terms resulting at the relays are cancelled, but the BSs do
not have to cooperate with others. The interference coming from BSs from adjacent
cells are treated in the relays. The transmit signal of BS c is therefore

x(B)
c =

M∑
k=1

Q
(B)
c,k · s

(B)
c,k =

M∑
k=1

Zc,k · Q̃c,k · s(B)
c,k , (6.45)

where
Zc,k = null

{[
H

(c,c)T
1 , . . . ,H

(c,c)T
k−1 ,H

(c,c)T
k+1 , . . . ,H

(c,c)T
M

]T}
ensures that the signal intended for MS (c, k) is nulled at the other relays in this cell
and Q̃c,k is the power loading matrix as in Chapter 3.

As the BSs do not perform joint transmission, we impose a sum transmit power
constraint for each BS

Tr

{
M∑
k=1

Zc,kQ̃c,kQ̃
H
c,kZ

H
c,k

}
≤ PB, ∀c. (6.46)

In order to avoid a computationally complex optimization algorithm for the power
loading matrix Q̃c,k as we have done it with the max-min optimization in previous
chapters, we apply a standard waterfilling algorithm as in [133] or [143] that can be
calculated in quasi closed-form. To this end, we decompose the power loading matrix
to

Q̃c,k = Ṽc,k ·Pc,k, (6.47)
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where Ṽc,k are the right hand singular vectors of the virtual channel H̃
(c,c)
k = H

(c,c)
k ·

Zc,k. The diagonal power loading matrix Pc,k weights each stream according to the
waterfilling solution [133]

P ?
i =

(
1

λ
− σ2

n

Λi

)+

, (6.48)

where x+ = max(x, 0) and Λi is the i-th singular value of the SVD of H̃
(c,c)
k , and the

Lagrange multiplier λ is chosen such that the power constraint (6.46) is met. This
maximizes the sum rate of the first hop links within a cell under the ZF constraints,
when the interference from adjacent cells remains fixed. Note that only the first hop
to the relays are considered in this precoding scheme. The BS signaling is thus inde-
pendent of the link on the second hop. Consequently, the BS precoding does not have
to be changed when the channel between relays and MSs changes.

6.2.2 AF relay gain matrices

In its simplest form, AF relaying is performed with a scaled identity matrix

Gc,k =
√
PR/Tr

{
E
[
rc,k · rHc,k

]}
· INR

. (6.49)

These type A relays forward their receive signal scaled according to the power con-
straint, without modifying it. This form of AF relaying does not require any CSI at
the relays.

More sophisticated type B relays that have access to local CSI can form linear com-
binations of all input streams to a beneficial output signal vector. The relay can e.g.
design the relay gain matrix such that undesired signals are minimized while the de-
sired signal components should remain at a good quality. To this end, the relay gain
matrices are factorized to

Gc,k =
√
αc,k ·G(Tx)

c,k ·G
(Rx)H
c,k , (6.50)

where G
(Rx)
c,k is a receive filter, G

(Tx)
c,k a transmit filter, and αc,k a scaling factor to adjust

the transmit power.

For the design of the receive filter, we distinguish between one-way and two-way
relaying. In the one-way case, the receive filter G

(Rx)
c,k is chosen to suppress the in-

terference coming from the BSs of adjacent cells. Such a filter can be obtained by
G

(Rx)
c,k =

[
v

(c,k)
1 , . . . ,v

(c,k)
ds

]
[42]. Therein, v

(c,k)
i is the eigenvector corresponding to the
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ith smallest eigenvalue of

Γc,k =
C∑

d=1
d 6=c

H
(c,d)
k ·H(c,d)H

k . (6.51)

With this, the receive signal is projected into the subspace that contains the least BS
interference under the assumption of spatially white signaling. This has the advantage
that G

(Rx)
c,k is independent of the actual BS signals and has thus not to be updated when

a BS changes its precoding. Moreover, when the relay position is fixed, this covariance
matrix is mainly static and simple to estimate.

In two-way relaying, we can additionally enhance the UL performance by choosing a
receive filter that does not only reduce the interference from adjacent BSs but tries also
to keep the signal from its MS at a good quality. To this end, G

(Rx)
c,k can be chosen as a

filter that minimizes the BS interference (the terms indicated as other BS interference
in Fig. 6.2) and noise under the constraint that the MS signal is kept constant. The
resulting optimization problem

G
(Rx)
c,k = arg min Tr

{
G

(Rx)H
c,k

(
Γc,k + σ2

nINR

)
G

(Rx)
c,k

}
s.t. G

(Rx)H
c,k F

(c,c)
k,k = INM

(6.52)

can be solved in closed form and its solution is given by

G
(Rx)
c,k =

(
Γc,k + σ2

nINR

)−1 · F(c,c)
k,k ·

(
F

(c,c)H
k,k

(
Γc,k + σ2

nINR

)−1
F

(c,c)
k,k

)−1

. (6.53)

This approach is a MIMO extension of the minimum variance distortionless response
(MVDR) filter [51]. With this, the covariance matrix Γc,k has to be known as in the
one-way case and, additionally, the channel to the “own” MS (c, k).

The transmit filter of the relay (in the downlink direction) is chosen as a transmit
matched filter (MF) matched to the channel between relay and its associated MS:

G
(Tx)
c,k = F

(c,c)H

k,k . (6.54)

In the uplink direction (also for two-way relaying), this filter is a receive matched filter.
The combined relay gain matrix is then scaled with

αc,k =
PR

Tr
{

G
(Tx)
c,k G

(Rx)H
c,k E

[
rc,krHc,k

]
G

(Rx)
c,k G

(Tx)H
c,k

} . (6.55)
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Note that the gain matrices of these type B relays are chosen such that the relays
mainly improve the links to the MSs, because the BS-relay links are presumably already
strong due to the high transmit power and the ZF at the BSs. Also note that the receive
filters at the relays depend only on the covariance matrix of the BS-relay interference.
The individual channel coefficients need not to be known. Moreover, the relay receive
filters do not have to be updated very often, since these channels change only slowly
when the relays are at fixed positions. Additionally, the precoding at the BSs can
be done with respect to the effective channel that includes the specific relay receive
filters, i.e. the block ZF and waterfilling is given as a function of the effective channel
G

(Rx)H
c,k ·H(c,c)

k instead of H
(c,c)
k only. This further improves the overall performance. This

form of BS precoding has no additional requirements on CSI as the effective channels
(including the relay receive filters) can be estimated by the same pilot symbols as
before. In the following, we thus apply this precoding scheme.

6.2.3 DF Relay Filter Design

The same filter techniques can also be applied to DF relays. When type A DF relays
are considered, the relay filter matrices are G

(Rx)H
c,k = INR

and G
(Tx)
c,k =

√
PR/NR · INR

.

For the more sophisticated type B relays, the filters from the AF case can be adopted.
In this case, the receive filter in the one-way protocol contains, as for AF relaying,
the eigenvectors corresponding to the ds smallest eigenvalues of Γc,k, i.e. G

(Rx)
c,k =[

v
(c,k)
1 , . . . ,v

(c,k)
ds

]
. This projection not only reduces the BS interference, but also results

in a smaller dimension of the (effective) signal space seen by the BSs. As a result, the
BSs need to zero-force fewer dimensions and thus have additional antennas to improve
their beamforming. As a downside, however, less data streams can be transmitted to
the relay as without the dimension reducing receive filter. The combination of this
filter and the BS precoding with respect to this filter however improves the overall
performance. The transmit filter is a scaled transmit MF

G
(Tx)
c,k =

√√√√ PR

Tr
{

F
(c,c)H

k,k · F(c,c)

k,k

}F
(c,c)H

k,k , (6.56)

such that it meets the relay transmit power constraint.

For two-way relaying, the receive filter can be replaced by the MVDR solution as in
(6.53).
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6.2.4 Self- and BS-Interference Cancellation

In two-way relaying, both directions of communication are combined into the same
physical channel. A strong contribution of interference is thus the self-interference that
propagates back from the relays (IS in Fig. 6.2). In DF relaying, this self-interference
is cancelled at the terminals by the XOR operation with the previously transmitted
data. Also in AF relaying, this interference can be cancelled in each node. Thereby,
the effective channel from itself via the relays back to it has to be known. At the
MSs, this effective channel is described by an NM×NM matrix which can be estimated
with pilot symbols that are included in the MS signal. Alternatively or in addition,
the self-interference itself can be used to obtain CSI estimates [158]. When the self-
interference is completely cancelled, the covariance matrix K

(self)
M,c,k in (6.16) disappears

and the resulting rate is significantly improved.

Self-interference can also be canceled at the BSs in the same way. However, this
might not be sufficient to achieve high UL rates, as the sum of signals from all other
BSs d 6= c is a strong contribution of the interference at BS c (IB in Fig. 6.2). Therefore,
we propose that (at least close) BSs cooperate with each other in a way that they
share their transmit symbols, as already introduced in Chapter 5. In this way, the
BSs can not only cancel their self-interference, but can also reconstruct and cancel the
interference caused by neighboring BSs. The known data symbols or pilot/training
sequences included in the signals can be used to estimate the effective channels via
the relays and no CSI needs to be shared. As a result, the covariance matrix K

(BS int)
B,c

disappears in (6.18) completely. This form of BS cooperation improves the UL rates of
two-way relaying drastically. The BSs need however to exchange their user data with
each other. For this, a backhaul connection of sufficient capacity is required between
them. In practice, however, it might be sufficient when only neighboring BSs share
their data such that the interference from them can be cancelled as only close BSs
have a strong impact. Interference from BSs further away can be assumed to be weak
compared to other signal contributions. Thereby, the data exchange between BSs can
be kept moderate. If this data exchange is realized, it can however also be exploited for
the downlink transmission. In the following, we consider this form of BS cooperation
to show the potential of AF two-way relaying. In Chapter 8, we extend BS cooperation
to the case where this knowledge is also used for the design of transmit signals in the
downlink.
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6.3 Simulation Results

In the following, we compare the different relaying schemes by means of computer
simulations in a realistic setup. We focus on the sum rate that is achievable in a cell
of interest and compare the performance to a non-cooperative reference scenario, that
is a cellular network without relays in which the BSs serve multiple MSs by block ZF
and waterfilling on the direct BS-MS channels. The reference scheme thus applies the
same transmission scheme as described previously, just to the MSs directly instead of
via relays. With this, however, an important property of the approach with relays is
lost in the reference. As the transmission to the MSs requires accurate CSIT at the
BSs for the block ZF, the channels to them are required to have a sufficiently long
coherence time. In the case with relays, this has not to be the case, as the block ZF is
there applied to the relays which are static. This difference in the schemes is however
not reflected in the simulations.

6.3.1 Simulation setup

The network consists of C = 19 hexagonal cells, where 18 cells are arranged in two
circles around a middle cell that is the cell of interest (cf. Fig. 6.3). The distance
between adjacent BSs is 1000 m. Each cell contains M = K MSs/relays with NM = 2

and NR = 4 antennas. The BS antenna arrays have NB = M · NR antennas. All
antennas are omnidirectional and we apply the WINNER II channel model as before
to get a realistic network model. The channels are drawn according to the urban
WINNER II scenario C2 with LOS condition for all channels between a BS and its
associated relays. As we consider the relays as dedicated infrastructure nodes, we
assume that the relays are intentionally placed at locations with good propagation
conditions to the BS of their cell. For all other channels, specifically the ones to MSs
but also the ones between BSs and other-cell relays, we impose a NLOS condition.

If not stated otherwise, the chosen transmit powers at the BSs, relays, and MSs are
PB = 40 W, PR = 6 W, and PM = 0.2 W. Assuming a total bandwidth of 100 MHz and
a noise figure of 5 dB at all nodes, the noise variances are σ2

n = σ2
w = 5 ·10−12 W. Based

on the insights from the previous chapters, we place the BSs further apart from each
other and reduce their transmit power as compared to the network topology discussed
in Chapter 3. With this, the interference the BSs cause to adjacent cells is reduced as
compared to the previous urban micro-cell setup and the increased pathloss due to the
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19 cells

Deadzone

Cell of interest

Figure 6.3.: The network model considered in the simulations consists of 19 cells, 18 arranged
in two circles around a cell of interest.

larger cell size can be compensated by the installation of the relays. Moreover, when
we consider six relays in each cell, the total transmit power of the BS and the relays
in each cell (PB + 6 · PR = 76 W) is comparable to the one assumed previously.

In the basic network setup that we consider in the following, K = 6 relays are placed
in each cell at a distance of dBR = 350 m in a circle around the BS, as depicted in Fig.
6.3. The MSs are randomly placed with a uniform distribution, one in each small relay
cell such that each user is served by one relay. In a zone of 2

3
dBR around the BS, no

MSs are considered. Users in this area can be served by other relays operating in other
frequency bands. Alternatively, static MSs located close to the BS can also be served
by the BS directly. By applying such a “deadzone”, we only consider MSs that are
located towards the cell edge. Such cell-edge users are particularly challenging in the
context of interference-limited cellular networks. The radius of the deadzone is chosen
such that the strengths of the signals from the BS and from the relays are equal on
average. MSs that are located within the deadzone thus receive stronger signals from
the BS and as we have seen in the previous chapter, the direct signal from the BSs can
offer already quite large data rates.

6.3.2 Comparison of different Relaying Schemes

In the following, we compare the achievable rates of all aforementioned transmission
schemes with the rates of a reference case in which no relays are used. In this reference,
the BSs serve the MSs directly by block ZF and apply sum-rate optimal power loading
according to waterfilling [143]. The BSs thereby have to track the channels to the
MSs which are not necessarily static. In the simulations, the BSs of all C = 19 cells
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Scheme Protocol Type Duplex Requirements
Reference Block ZF with waterfilling CSIT to MSs (not static)
AF relaying 1-way A TDD Static CSI at BS, reciprocal

FDD Static CSI at BS, pilots by RS
B TDD CSI at RS, reciprocal

FDD CSI at RS, pilots by RS
2-way A TDD exchange BS data

FDD exchange BS data, pilots by RS
B TDD exchange BS data, CSI at RS

FDD exchange BS data, CSI at RS
DF relaying 1-way A TDD CSI at RS (MS link not static)

FDD CSI at RS (MS link not static)
B TDD CSI at RS (MS link not static)

FDD CSI at RS (MS link not static)
2-way A TDD CSI at RS (MS link not static)

FDD CSI at RS (MS link not static)
B TDD CSI at RS (MS link not static)

FDD CSI at RS (MS link not static)

Table 6.1.: Transmission schemes applied in this chapter and their requirements.

apply the same beamforming strategy. The different transmission strategies compared
in this chapter are summarized in Table 6.1, the achievable sum rates of the different
schemes are shown in Fig. 6.4. As discussed in Section 6.1.2, the prelog factors of the
relaying schemes are intentionally omitted for TDD and FDD relaying. For comparison,
however, we also include the rates of TDD relaying when this factor that arises from
the multiple channel uses for one-way relaying is considered (in-band relays); this factor
has no impact on two-way relaying.

It can be seen that significant gains can be achieved with the relays, even with the
simple type A relays. When the prelog factor is taken into account, two-way relaying
leads to the best results, as the UL and DL are combined in a spectrally efficient way.
For one-way relaying, the performance is somewhat diminished. Nevertheless, the use of
the relays has still its advantages. The acquisition of CSI is drastically simplified which
can enable massive MIMO at the BSs. The achievable rates of the reference are thus
rather optimistic, as the overhead to obtain the required CSI, especially from moving
MSs, is not considered. The performance of TDD and FDD relaying is comparable.
The reciprocal channels in the TDD case do not have a significant impact. For FDD
systems, very similar results can be expected. The following simulations are therefore
limited to the TDD case and the prelog factor is no longer considered.
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Figure 6.4.: Achievable sum rates of the different relaying schemes compared to a conven-
tional network without relays in which the BSs serve the MSs directly with
block ZF and waterfilling. Shown are the mean sum rates (bars) as well as 5%
and 95% percentiles.

In order to gain more understanding in the performance of the different schemes, we
show the empirical CDFs of average user rates (sum rate per cell divided by M = 6)
for the DL in Fig. 6.5. As stated in Section 6.1.2, prelog factors are not considered
in the presented achievable rates. Hence, in case all resources have to be counted and
the relays are in-band half-duplex relays, the rates of all considered variants of one-
way relaying must be scaled with 1/2 before comparing them to the reference scenario
or the two-way relaying schemes (cf. Fig. 6.4). Then, two-way relaying outperforms
one-way relaying in all investigated schemes. If the resources of the second hop do not
have to be accounted for or full-duplex relays can be used, the one-way curves show
their potential gains compared to the two-way approach due to higher gain factors and
less interference.

In the DL, we can see that all type B relays (solid curves) achieve high performance
gains as compared to the reference. With AF relaying, both one- and two-way relaying
achieve a very similar performance, one-way is only slightly better due to the higher
amplification gains as less signals are involved. In the DF counterpart, the rates with
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Figure 6.5.: CDF of average user rates for the DL. The transmit powers are PB = 40W,
PR = 6W, PM = 0.2W, and noise variances σ2

n = σ2
w = 5·10−12 W per 100MHz

bandwidth.

two-way relaying are not that large in the high rate regime. When a MS is close to
such a relay, i.e. when this user could profit significantly from the relay, the UL signal
from the MS received by this relay is strong. This affects also the DL rate for this
MS as the DF two-way relay has to decode both signals and they cause interference to
each other. In the low rate regime, however, the two-way approach is similarly good as
one-way relaying. In this case, the decoding of the DL signal is not strongly affected
by the MS signals. Note that this behavior can be reversed when the decoding order
strategy in the SIC is changed. We have however chosen the SIC order such that the
weaker signal can profit more to achieve more fairness, which is reflected in the better
low rate behavior. In the case of AF relaying, the relays do not have to distinguish
the different signals. Hence, these rates outperform the DF two-way case. When the
DF type B relays are applied in the one-way case, its potential is the highest. In this
case, no MS interference is present and due to the ZF at the BS and the filtering of
the residual interference, the relay can decode its intended signal with a high rate.

The type A relays, which do not filter any out-of-cell signals, are less affective. Again,
AF one-way and two-way relaying are very similar; the advantage of one-way due to
the smaller relay receive power is only small. When no relay filters are applied, DF
relaying clearly outperforms AF relaying. Due to the decoding process, interference
(and also relay noise) is removed while in the AF case these signals are also amplified
and forwarded and affect the rates seen by the MSs more. As the DF relays need
to decode two signals if the two-way protocol is applied, the performance of one-way
relaying is better as only one signal is desired and less interference is present.
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Figure 6.6.: CDF of average user rates for the UL. The transmit powers are PB = 40W,
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bandwidth.

When we consider the UL rates, shown in Fig. 6.6, we observe that the type B
relays are not necessarily better than the simpler type A relays. The relay filters
are specifically chosen to improve the DL. Thereby, the focus is set on reducing the
interference from other BSs and to keep the interference that the relays cause to other
MSs low. In the uplink, however, the BS signals affect only the two-way relaying
schemes. This is reflected in the UL rates of DF two-way relaying that are lower than
most other schemes. Only AF two-way relaying with type B relays is similar. The
other schemes, particularly the type A AF relays show better performance. In two-
way AF relaying, the relay filters decrease the performance. While the receive filter
in these relays tries to reduce the other-BS interference, these signals are canceled in
the BSs anyway. Filtering these signals has no impact on the UL rates in this case. In
order to improve them, the relay filters could be designed such that they reduce the
interference coming from MSs in other cells. For this, however, the relays would have
to estimate the channels to them, which might be difficult if the mobile users are not
static. Moreover, the DL rates would then suffer as the BS interference would not be
mitigated as with the filters applied here. Nevertheless, the performance in the UL is
still significantly improved as compared to the reference without relays.

To summarize the insights, we can identify the following schemes as the ones of the
highest practical interest: AF 1-way type A or B, DF 1-way type B, and DF 2-way type
B. For DF relays, the extra effort for applying transmit and receive filters (type B) do
not increase their complexity as the relays need accurate CSIR for successful decoding
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anyway. DF type A relays do therefore not exploit their full potential. If the costs for
the second hop (relay-to-MSs) do not have to be taken into account, AF 1-way relays
are of much lower complexity and achieve a similarly good performance. If the costs of
the second hop are taken into account by the prelog factor, AF 2-way relaying requires
the additional complexity of exchanging BS signals for interference cancellation. In
this case, DF 2-way relaying seems more practical as this is not required to achieve
good performance.

In the following, we look at the impact of the relay positions within the cell. To this
end, we plot the mean DL rates (user rates averaged over 1000 channel realizations)
versus the distance between the BS and the relays in Fig. 6.7. In all cases there are
still K = 6 relays located in a circle around the BS in each cell. Only the curves for
the type B relays are shown. The results represented by solid lines (with a deadzone
of radius 2

3
dBR around the BSs) confirm the results in the CDFs of Fig. 6.5, which

were found for dBR = 350 m. With increasing dBR, the performance of the considered
relaying schemes improves up to 400 m; only for dBR < 200 m the reference scenario
performs better. If the relays are close to the BS and serve users located towards the
cell edge, the relays cannot contribute to high rates. As the relays transmit with lower
power than the BS, the receive signal strength at the MSs is thus comparable or lower
as the one from the BS. The direct transmission is therefore better in this case, also
because there is less interference in the network when no relays are present. When the
relays are located further away from the BS, the power gain from the relays helps in
improving the performance while the precoding and relay filters keep the additional
interference low.

If we compare the rates also for the case without deadzones, shown as dashed lines,
the gains look less impressive. In the reference scenario, MSs that are very close to
a BS achieve very high rates by the direct BS transmission with waterfilling, which
favors strong users. The rates, which do not vary with the BS-to-RS distance, are thus
dominated by the users close to the cell center. In the case with the deadzone, the users
are forced to be further away from the BSs, which is reflected in the rates that drop
with increasing distance. When relaying is applied but the users are not restricted to
lie further away from the BS, only those users close to a relay can profit from them.
The average user rates are thus lower without a deadzone as the probability is high
that some MSs are closer to the BS than to their relay. Nevertheless, the users that
are close to a relay can strongly benefit from the additional nodes. In the considered
network setup, the relays all have the same distance to its BS. The power allocation by
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Figure 6.7.: Mean DL user rates for different dBR. The solid lines are with a deadzone of
2dBR/3 around the BSs, the dashed lines are without deadzone.

waterfilling that is applied to the BS beamforming thus allocates a similar amount of
power to all users as only the channels to their relays are considered for this. All relays
are affected by the same pathloss (but possibly with different shadowing). The data
rates are thus more balanced than when the BS precodes its signals with respect to the
channels to the MSs directly which can differ in their strengths by orders of magnitude
due to the different distances. Accordingly, the relay schemes achieve much higher
rates on the cell edge whereas in the case of direct transmission, the high rates that
contribute most to the average are for MSs located very close to the BS. The relaying
schemes thus lead to a more balanced and fairer rate distribution. Additionally, the
direct transmission seems to be an aggressive reference because the BSs would have
to track the channels to mobile users with many antennas. With the relays, the CSI
estimation at the BSs is simplified as fast fading can be eliminated from the point of
view of the BSs, since the relays are, in contrast to the MSs, not moving.

The behavior of the UL rates for the same settings are shown in Fig. 6.8. Again, the
curves show that the performance increases when the users are forced to be further away
from the BS. This is even more pronounced as in the DL: the peak rates are achieved
at a BS-to-RS distance of 450 m. When no deadzone is applied, the performance drop
is larger when the relays are further away from the BS. Again, the area in which the
MSs can be located is larger and the probability that some users are much closer to the
BS than to a relay increases. The direct signal from the MSs to the BS is thus stronger
and the relays less effective. Interestingly however, the AF one-way relays outperform
all other schemes when they are closer to the BS (dBR ≤ 200 m). In this case, the
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Figure 6.8.: Mean UL user rates for different dBR. The solid lines are with a deadzone of
2dBR/3 around the BSs, the dashed lines are without deadzone.

relays can collect all signals within their cell, while the interference from MSs in other
cells is weak and there is no other BS interference as in the case of two-way relaying.
The relays then act as signal collectors and forward all desired signals to the BS. As
the BS jointly decodes all signals within its cell and the AF relays do not distinguish
between different signal contributions as the DF relays, every forwarded signal helps
in improving the UL rates.

Achievable mean user rates of the DL for varying transmit powers and selected
schemes are shown in Fig. 6.9. Here, the distance between BSs and relays is again
dBR = 350 m and a deadzone of 2

3
dBR is applied. In contrast to the cases discussed

before, all nodes, i.e. BSs, relays, and MSs, transmit here with the same power. The
interference coming from other MSs has thus a higher impact than before. With this,
we can see which schemes are more affected by interference limitedness than others
and which schemes can exploit more degrees of freedom. In the plot, we can observe
that all curves saturate when the transmit power is larger than 50 dBm, the network is
thus interference limited. In this high power regime, the AF type A two-way relaying
scheme performs worse than the reference. As these relays are not able to filter out
interference and the unwanted signals from MSs from other cells are particularly strong,
there is not much room for improvement on the DL rates. The AF and DF one-way
type B relays are significantly better in this regime. As only BS signals are included
in these schemes, the stronger MS signals have no effect and the type B filters can
reduce the BS interference. When two-way relaying is applied, these filters still reduce
the BS interference, but the strong MS interference lets the rates decrease somewhat.
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Figure 6.9.: Mean user rates in the DL for varying transmit powers. The noise variances are
fixed to σ2

n = σ2
w = 5 · 10−12 W.

AF one-way relays without interference reducing filters behave thereby similarly. The
strong MS interference is not present in this case, but the signals are affected more by
unwanted signals from other BSs.

In the intermediate transmit power regime (between 20 and 40 dBm), the MS in-
terference is not that high and all type B relays perform better than the simpler type
A relays. The one-way relays are thereby better as less interference is included by the
protocol. They achieve not only higher rates but also a steeper slope of the curve.
This indicates that more spatial degrees of freedom can be exploited in this regime.
Interestingly, AF relaying performs very good, even though this relaying strategy also
amplifies noise and interference. Similar performance can only be achieved by DF
relaying in the one-way protocol. This type of relaying, however, requires four orthog-
onal resources for one transmission in each direction. It is therefore less efficient than
two-way relaying which requires only two resources. Even though the simple type A
AF relays in the one-way protocol achieve smaller rates, their slope in the curve is
similar in the intermediate power regime as the better type B relays. The additional
interference that cannot be reduced by the relay filters affects the rates, but from the
curve we can see that this scheme is less affected by interference limitedness than the
two-way protocol.

In Fig. 6.10, we show the UL rates for the same settings and transmit powers.
There, the schemes behave differently than in the DL. All AF relaying schemes perform
similarly good and achieve the highest rates in the high power regime. One- and two-
way relaying does thereby not differ notably. This is because the BS interference has
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Figure 6.10.: Mean user rates in the UL for varying transmit powers. The noise variances
are fixed to σ2
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no impact in either case: in one-way relaying these signals are not present and in
two-way relaying they are subtracted and cancelled at the BSs. The type A relays are
somewhat better than the relays with filters. The explanation of this is again that
the relay filters are specifically designed to improve the DL rates and the interference
from other MSs is not considered in them. This has the consequence that the signals
from other MSs in the same cell are not treated as interference and thus filtered, but
are also amplified and forwarded to the BS which jointly decodes all these signals. In
either case, however, AF relays performs better than DF relaying in this regime. In
the latter case, all signals except the associated ones are treated as interference and
limit the decoding process. One-way relaying is thereby better than two-way relaying
as no BS signals are present.

In the intermediate transmit power regime, all relaying schemes behave similar. As
the interference is not that strong, DF one-way relaying performs best in this case.
The AF relays have however a steeper slope and overtake the performance of DF one-
way relaying at about 35 dBm. In all cases, the schemes with relays outperform the
reference. DF two-way relaying saturates however to a similar rate as the reference
when the transmit power is high. With more interference, especially the one from
other MSs, these relays cannot decode their intended signals with a high rate anymore.
This effect is less pronounced with AF whose performance gain increases as compared
to the reference when the transmit powers are higher. The UL can thus benefit from
these AF relays, no matter if they apply filtering or not, as they collect all signals in
the cell which are useful for the BS to decode the signals from its users.
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(a) ZF without relays.
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(b) AF type A relays.
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(c) AF type B relays.
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(d) Selection between direct link and relays.

Figure 6.11.: Average user rates area plots.

The rate distribution in the area of a cell is shown in Fig. 6.11. In order to keep
the simulations manageable, we focus on the average user rates in each grid point. We
compare the reference with block ZF but without relays to the schemes with AF type
A and type B relays. As already indicated before, one-way and two-way relaying show
only a small difference and the average user rates for the DF counterparts are also
similar in each grid point. We see that while the reference without relays achieves very
high rats in the center of the cell, the rates drop below 4 bps/Hz after a distance of
more than 250 m from the BS. In the case of relays, the rates close to the BS are small.
Communicating via relays does not make much sense in this area as the pathloss to a
relay that is further away from the BS than the MS itself is much larger than of the
direct link. In this area, the users are better off when they are served directly by the
BS or by other relays that are closer to the cell center. In the vicinity of a relay, the
data rates are however drastically boosted. In the case of the simple type A relays that
do not apply interference reducing filtering, the rates between two relays drop to low
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values due to the higher interference in these areas. The relay cell borders where strong
interference is present are clearly visible. When type B relays with filters are applied,
this interference is mitigated and the rates are more balanced. A larger area can be
served with higher rates. The coverage of a relay is thus larger. But also here, the rates
are low close to the BS. Also shown in Fig. 6.11d is the potential of a combination
of the direct link from the BS and relaying. In this case, each user can select if it is
served by the BS directly or via its associated relay. The two transmissions (direct
or via a relay) are thereby separated, e.g. by a FDMA scheme which assigns different
resources for these links. A prelog factor has however not been taken into account
in the plot. In this case, the data rates are more balanced throughout the entire cell,
similar to the cooperation schemes in the chapters before. There are however still spots
of poor rates between the relays, especially towards the cell edge. In order to boost the
data rates also in these locations, additional relays could be located there. Different
relays, and also the direct links, could be separated by allocating different resource
blocks. With this, a very homogenous rate distribution could be achieved without
the rather complex cooperation scheme introduced in Chapter 3. The transmission
schemes presented in this chapter are much simpler in the sense that the nodes do not
have to apply computationally complex iterative optimization schemes that have to be
applied jointly for all involved nodes together.

In Fig. 6.12, we compare the relaying schemes described in this chapter with the
cooperation schemes from Chapter 3. While the transmission schemes and the net-
work settings cannot be compared with each other directly (due to different network
setups, different numbers of users in each cell, and different transmit powers at the
BSs), we can still compare the outage rates each user can achieve in the network. The
rather poor 5% outage rate from the initial reference scheme where each sectorized BS
transmits spatially white to a single user is clearly outperformed by all other schemes.
Regarding the rates around the 5% outage line, the block ZF without relays achieves
already a much higher performance. Note here however, that more antennas are in-
volved (24 instead of 12 BS antennas for each cell) and that six instead of previously
three users are served in each cell. When the relaying schemes with type B relays are
considered, they all achieve a similar performance which is close to the six BS super-
cell cooperation scheme that also serves six users. The 5% outage rates with the type
B relays are almost the same even though the transmission schemes are simpler and
the performance is better than transmit cooperation between three BSs. With type
A relays, a performance degradation has to be taken into account but the 5% outage
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Figure 6.12.: CDF of instantaneous user rates for the DL. The relaying schemes from this
chapter are compared with the reference without CSIT, 3 BS cooperation, and
6 BS super-cells from Chapter 3.

rates are still significantly larger than with the reference schemes. In this case, the
relays can be implemented with very low complexity, e.g. as AF FDD relays that do
not require any CSI.

6.3.3 Denser Networks

In the previous simulations, all cells contain K = M = 6 relays and MSs. The gains
achievable with relays can however further be increased when more nodes are present.
Fig. 6.13 shows average user rates for different numbers of users, where M = K and
NB = M ·NR grow accordingly. The rates for both the DL (solid lines) as well as the
UL (dashed lines) are shown, normalized by the number of users M . The relays are
randomly placed with a uniform distribution in the cell with a deadzone of 300 m around
the BSs. In each relay cell there is one MS also randomly placed. The transmit powers
are again PB = 40 W, PR = 6 W, PM = 0.2 W. While adding more and more relays into
the system, the total transmit power of each cell also increases, as the transmit power
of each node is fixed. To this end, a curve of the reference scheme in which the BSs
apply ZF directly to the MSs and transmit with a power that corresponds to the total
power of all nodes in the cell, i.e. P̃B = PB +K ·PR, is also included (black dotted line).
With this comparison, the performance gains that are due to the higher power can be
differentiated from the improvements that come from the relaying schemes. The higher
transmit power has only a visible impact on the DL. If two-way relaying is applied,
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Figure 6.13.: Average user rates for increasing number of relays/users.

the higher BS power has also an impact on the UL due to the stronger signals the
relays receive. Due to the imposed power constraint at each relay, the signals cannot
be amplified as much as when the BS signals are weaker. The difference in the UL
rates is however marginal.

In the DL, it can be seen that all schemes stay constant or drop slightly with the
number of users/relays. In the reference case when the power stays constant, the
interference power does not increase with the number of users while the increasing
number of BS antennas can still perform block ZF. The interference situation for each
user does therefore not change and the average user rate stays constant. When the
BS sum transmit power increases with the number of nodes, the users experience a
slight increase in their rates due to this additional power. The impact of the additional
power is however small and the performance gain saturates as also more interference
is injected into the network. When relays are applied, the type A relays as well as
the two-way relaying schemes lead to a small reduction in the average user rates with
more nodes. As the number of nodes increases, the interference the relays cause to
other users gets higher. The performance drop is however small due to the distributed
interference reduction, especially with type B relays. The performance with relays can
thus be maintained when more nodes are present and the increased interference does
not have a high impact. The type B one-way relays show thereby a particularly good
behavior. With two-way relaying, there is a performance drop with more nodes. Due
to the additional MSs that are close to the relays when the network gets denser, they
also cause stronger interference which affects the DL rates as this interference cannot
be cancelled at the MSs.
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In the UL, the relay schemes can profit more from a larger number of nodes. The
performance steadily increases with M and the performance gain as compared to the
reference without relays gets bigger. Because all relays within a cell receive and forward
all signals from the MSs therein, each additional relay helps in collecting signal power
which can be exploited by the BS in the joint decoding of all these signals. The gain
in the received signal strengths at the BSs grows thereby faster than the increased
interference from the other cells. The spatial separation and the interference reducing
signal processing help thereby. If two-way relaying with DF relays is applied, the
performance gain is however small as the MSs get closer to the relays which increases
the interference that limits the decoding ability at the DF relays. The performance of
the AF relays scales however very beneficially with the number of involved nodes. In
this case, multiple relays forward the signals of multiple MSs which can be resolved by
the joint decoding at the BS. Particularly for this case, a large number of relays can
help in increasing the performance in cellular networks drastically.

6.4 Critical Discussion

By the use of ubiquitous relaying, interference can be reduced and coverage can be
made more homogeneous. Through the distributed form of interference management,
the spatial degrees of freedom can be better exploited and the frequency reuse factor
can be improved towards one. Turning the cellular network into a two-hop network
also simplifies CSI estimation at the terminals. Because each node only needs locally
available CSI from the nodes it directly communicates with, no exchange of channel
knowledge is required. Furthermore, the BSs, which are potentially equipped with
large antenna arrays, have only to estimate the channels to their relays which we
assume to be static over a longer time period than those to the possibly moving MS.
This can enable massive MIMO at the BSs as the performance is no longer limited
by the estimation of rapidly changing channels. The approach of ubiquitous relaying
is not only scalable in terms of the number of involved nodes/antennas, but it is also
transparent to the implemented communication technology and can be applied on top
of other approaches such as CoMP, heterogeneous networks, or others.

AF relays show already a good behavior when number of nodes is small. With
increasing node density, their potential can further be exploited. DF relays have more
problems to decode their signals due to the stronger interference when the network
becomes dense. AF relays on the other hand do not distinguish between different
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signals. Especially on the UL, they can profit from more nodes as all signals within a
cell is useful for decoding at the BS. When more and more AF relays are deployed, the
throughput thus grows beneficially.

With BSs that can cooperate with each other to cancel other BS interference, two-
way AF relaying shows large performance gains and proves to be very efficient for
cellular networks. This is in contrast to previous results shown in [104] in which two-
way relaying achieves rather poor rates as compared to one-way relaying. Therein,
however, no BS interference cancellation is performed. As a result, the achievable rates
are rather weak as compared to one-way relaying. In the schemes presented here, the
BSs exchange their user data and can cancel this additional interference. This is an
important mechanism in achieving high user rates with two-way relaying. The BS
interference cancellation, however, adds additional complexity to the BSs which is sim-
ilar to BS cooperation. Nevertheless, computationally expensive iterative optimization
procedures do not have to by applied for the proposed schemes and also no CSI has to
be exchanged as the transmission schemes all work with local CSI. As the channels to
the relays presumably have a long coherence time, the limited form of BS cooperation
thus introduces only a small overhead. Moreover, no clustering of BSs is required; any
channel information that helps to reconstruct and cancel interference or to apply relay
filters is beneficial. But when user data is readily available at the BSs, they could also
perform joint beamforming to further reduce or cancel interference to other cells in the
DL. In Chapter 8, we apply such a scheme that can also be supported by a variable or
high number of relays.

If the prelog loss due to the use of multiple channel uses for one transmission is con-
sidered, two-way relaying clearly outperforms one-way relaying. On the other hand,
the one-way schemes with simple AF relays already show a very beneficial performance
scaling with the number of nodes. The relays can thereby be of very low complex-
ity; especially in FDD, they can be implemented as simple frequency converters. By
deploying a large number of them, the throughput of cellular networks can still be
enhanced significantly with comparably low costs. If full-duplex relays can be used or
when the second hop is for free (e.g. as a secondary link), one-way AF relays can lead
to a better performance than two-way relaying.

The sample transmission schemes applied in this chapter already show a significant
gain as compared to a conventional multi-user MIMO approach. We thus consider the
approach to include a large number of relays into the network to be a promising option
for future networks. In the following chapter, we focus on very simple AF relays and
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study in more detail how the concept of ubiquitous relaying can further be developed to
improve the performance of future mobile communication by the required factors. The
schemes proposed in this chapter are however not optimal in any way. The performance
could be further increased, e.g. when the schemes are combined with power control
and/or transmit cooperation at the BSs, not least as some user data and CSI is already
available at these nodes. Also the direct link between BSs and MSs and the relay links
could be combined for a further enhancement of the performance.

Also the DF relaying schemes can further be improved. In this case, a specific proto-
col with a SIC order is applied. Thereby, no time slot or frequency band optimization
is performed for the two links. This optimization has in Chapter 4 been identified as
an important ingredient for DF relaying. If each link is scaled individually, however,
this poses difficulties to the signaling protocol. Some relays might be in transmitting
mode while others are still receiving. In two-way relaying, the UL would interfere with
the DL and vice versa as the two directions are not separated anymore. In one-way
relaying, a system wide time slot optimization between the two hops could help. So
can a smaller fraction of the resources be allocated to the BS-to-relay transmission
and a larger to the one between relays and MSs as the BS-to-relay links are presum-
ably stronger than the relay-to-MS links. Especially in type A relays, where the BSs
can transmit four spatial data streams to each relay, the rates of the first hop can be
expected to be higher than in the second hop. With type B relays, the rates of the
two links might be more balanced as the relay filters reduce the number of effective
antennas seen by the BS from four to two. In this case, only two spatial streams are
sent on the BS-to-relay link, which reduces the data rates on this link.

In Fig. 6.14, we show by how much the DL data rates can be increased by such a time
sharing approach for DF relaying. For the simulation, the basic network configuration
with M = K = 6 relays and MSs is considered. Therein, the first hop (BS-to-relay
link) uses a fraction of t ∈ [0, 1] of the total transmission time while 1− t is allocated
for the second hop. Note that all transmissions in the entire network use the same
fraction t. With this, the different transmissions are still separated. Compared to
equal time sharing (at the black dashed line at t = 0.5), this can lead to a performance
gain for DF relaying. The average user rates can be increased by about 0.3 bps/Hz for
both the type A and type B DF relays. The type A DF relays can thereby achieve the
same performance as the more sophisticated type B AF relays and the performance
gain of type B DF relays over the type B AF relays is somewhat enlarged. For a
fair comparison, a prelog factor of 1/2 is applied to the AF relaying schemes. When
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Figure 6.14.: Network wide time sharing between the two hops in one-way DF relaying. Also
shown are the average user rates for AF one-way relaying. A prelog factor of
1/2 is taken into account.

more relays are applied, the AF relays scale however better than the DF counterparts
as previously discussed. The performance gain due to optimized time sharing in DF
relaying is thus not particularly pronounced.

In all schemes and simulations discussed in this chapter, we have made idealized
assumptions regarding CSI, interference cancellation and precoding as well as relay
filtering. In all cases, the CSI at the different nodes was perfect and all coefficients of
the locally available channels known. In the following, we discuss the impairments of
the applied schemes when this CSI is not perfect any more and what implications on
the system design this has. Particularly as we mentioned that ubiquitous relaying can
simplify the channel estimation process due to the static relays, this aspects have to
be considered such that we can further evolve the idea of massive relay deployment in
the upcoming chapters.

6.5 Aspects of Channel Estimation

For the transmission schemes introduced in the previous sections, CSI is necessary
at the BSs, relays, and MSs in different forms. We distinguish between CSIR and
CSIT. Usually, acquiring CSIR (e.g. based on a training sequence) is not considered as
difficult as obtaining CSIT. In TDD systems assuming channel reciprocity, CSIT can
be determined from the CSIR which has been obtained as part of the decoding process
in a previous transmission. In case of FDD this is not possible due to the different
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frequencies. One way of acquiring CSIT nevertheless is using a feedback channel: the
receiver is feeding its CSIR (possibly quantized and compressed) back to the sender.
However, CSIT may then be outdated or noisy (e.g. due to quantization). Another
way to acquire CSIT in a FDD system would be that the receiver transmits a training
sequence on the transmit frequency of the transmitter in a separate time slot. The
transmitter then estimates the CSIR and determines the CSIT by assuming channel
reciprocity. In the following, we discuss which nodes need which form of CSI, how
they can acquire it, and what impact this has on the node complexity. Furthermore,
we introduce error models for CSI imperfections in order to determine and discuss the
robustness of the transmission schemes.

6.5.1 Acquisition of CSI

At the BSs, channel estimation is necessary for different tasks: CSIR to decode the UL
signals, CSIR to cancel self- and BS-interference and CSIT for the calculation of the
beamforming matrices. Whereas CSIR can be acquired at the BS based on training
sequences as described above, CSIT needs to be estimated at the relay and fed back
to the BS, or the relay can transmit a training sequence on the transmit frequency of
the BS on demand.

At the MSs, no CSIT is required by the schemes presented here, only CSIR for decod-
ing the DL signal and, in case of two-way relaying, for canceling the self-interference.

At the relays, the necessity of CSIR and CSIT depends on the type of the relay and
the signal processing. Whereas a type A AF relay does not need any CSI at all, a type
B AF relay needs to know the relay-MS channel F

(c,c)
k,k as well as the BS interference

covariance matrix Γc,k for the computation of the transmit and receive filter. For TDD
relays, the CSIT can be acquired via the CSIR. For FDD, either a feedback from the
BS/MS is necessary or the transmission of training sequences by the BS and MS on the
transmit frequency of the relay. As only the channel covariance matrix from the BSs
is required, the estimation is much simpler than for the full channel. Its dimensions
are only NR × NR and a sample covariance matrix can be obtained by observing the
received signal over time. For DF relays, CSIR is always necessary for the decoding,
also for type A relays. When type B DF relays are used, the CSIT can be obtained
from CSIR when the relays operate in TDD mode. In the FDD case, this is not possible
and the acquisition of CSIT by feedback or pilot transmission comes on top.
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6.5.2 Node Functionality

The simplest form of relays considered in this work are type A AF relays in FDD mode.
In this case, the relays can be seen as simple frequency converters that amplify their
input signal without the requirement of any CSI. In order to allow its BS to estimate
the BS-relay channel, these relays have to be able to transmit a training sequence on
demand. This kind of relay can be referred to as a “drilled” relay, as it only responds to
requests of the BS. Apart from some synchronization mechanisms, such relays do not
need any additional functionalities. If the relays operate in TDD mode, an additional
buffer to store the received signal before it can be retransmitted is required.

The more sophisticated type B AF relays additionally need to acquire CSI such
that they can calculate their receive and transmit filters. To this end, the relays need
either to be able to estimate the required channels themselves or to receive the CSI
that is delivered from their BS and/or MS. As a result, such relays require a decoding
functionality that does not differ much from the one in DF relays.

DF relays are the most complex relays considered in this chapter. Additional to the
CSIR necessary for the decoding, the signals need to be re-encoded. For type B DF
relays, also CSIT is required that can be obtained as in the AF case.

While the relaying protocol (whether one-way or two-way) does not matter for the
relay complexity in AF relays, it influences the tasks of the terminal nodes. For one-way
relaying, the terminal nodes just need to evaluate the training sequences and decode the
signal. For two-way relaying instead, they additionally need to estimate and subtract
the self interference (and the interference of the other BSs). Especially for the BSs,
that cancel the other BS interference, two-way relaying thus adds some complexity to
the terminals. However, when the relays are static, the CSI for interference cancellation
needs to be tracked with a comparably low frequency. If DF relays are used, the task
of interference cancellation is simpler. Only self-interference has to be compensated,
which can be done in the digital domain by an XOR operation.

6.5.3 Estimation Error Models

As the positions of BSs and relays are fixed, we consider the channel between a BS and
a relay as quasi-static. Acquiring CSIT of a certain quality for this link seems possible
and less difficult than for the link between a relay and a possibly moving MS. These
considerations motivate the chosen transmission schemes. Block ZF, suffering stronger
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from imperfect CSIT, is only used on the channel between BS and relay, while the more
robust relay filters are used on the link between relay and MS. In the following, we
investigate the robustness of the considered schemes regarding imperfect CSI. These
imperfections can arise from channel estimation errors, quantization of the channel
estimates in the feedback channel, outdated CSI, etc. In order to capture these effects,
we apply simple models that are based on additive Gaussian errors as e.g. in [150].

Complete Channel Matrix: For the BS beamforming and the relay filters, the actual
channel matrices H

(c,c)
k and F

(c,c)
k,k need to be known at the respective nodes. Imperfec-

tions on this type of CSI are modeled by

Ĥ
(c,c)
k =

√
1

Lc,k

(√
1− ϑ2

HH
(c,c)
k + ϑHW

(c,c)
k

)
, (6.57)

where ϑ2
H ∈ [0, 1] is the CSI noise scaling factor and the pathloss Lc,k is assumed to be

known perfectly (averaged over time). Only the small scale fading is affected by the
estimation error W

(c,c)
k with elements i.i.d. CN (0, 1). We define the estimation SNR

as SNRH =
1−ϑ2

H

ϑ2
H

as a measure for the quality of the CSI. As the channels between the
BSs and the relays are considered quasi-static, high SNRs can be expected.

For the estimation of F
(c,c)
k,k , the same model is used. Thereby, the estimation SNR

given by SNRF =
1−ϑ2

F

ϑ2
F

can differ from the one at the BS, as this channel cannot be
assumed to be quasi-static.

Channel Covariance Matrix: For the error of the estimation of the covariance matrix
Γc,k, required for the calculation of G

(Rx)
c,k , we use the model

Γ̂c,k = Γc,k + σ2
ΓWc,kW

H
c,k, (6.58)

where Wc,k is again an estimation error matrix as above and σ2
Γ ∈ [0,∞) the noise

scaling factor. The instantaneous estimation SNR of this model is defined as SNRΓ =
Tr{Γc,k}
NRσ

2
Γ

. The estimation error is assumed to be small, as the sample covariance matrices
can be averaged over time.

CSI for Interference Cancellation: For the cancellation of the self-interference at the
BSs and the MSs, we consider the compound channels (from the BS/MS to the relays
and back) denoted by H

(comp)
c,k and F

(comp)
c,k . These can be estimated e.g. with training
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sequences contained in the transmit signals. The estimation error of the compound
channels is modeled by

Ĥ
(comp)
c,k = H

(comp)
c,k + σsWc,k, (6.59)

with Wc,k the estimation error matrix as above and σs ∈ [0,∞) the CSI noise scaling
factor. For the cancellation of the self-interference, the BS/MS subtracts the estimated
self-interference. For the achievable rate, only the remainder of the self-interference
covariance matrix is of importance

K̂
(self)
M,c,k = σ2

s Wc,kW
H
c,k. (6.60)

To relate the estimation noise power to the actual self-interference power, we define

the instantaneous estimation SNR of this error model as SNRself =
Tr

{
K

(self)
c,k

}
Niσ2

s
, for

i ∈ {B,M}.

The same model is used for the cancellation of the interference from other BSs. The
remainder of the other BS signal covariance matrix is modeled as

K̂
(BS int)
B,c = σ2

BWc,kW
H
c,k, (6.61)

with all parameters as above. As these channels are assumed to be quasi-static and all
data is expected to be known at the receiver, high SNRs can be expected.

6.5.4 Performance Evaluation with Imperfect CSI

So far, perfect CSI was assumed for all simulations, i.e. the beamforming and relay gain
matrices are all computed based on the correct channels. In the following, we study the
influence of CSI imperfections as discussed above. The influence of the CSI noise on
the UL and DL performance for the standard setup with K = M = 6 relays/MSs per
cell is shown in Fig. 6.15. In the first three rows, only one type of CSI imperfections is
considered at one time: i) only at the BSs for the calculation of the beamforming, ii)
only at the relays, and iii) only for interference cancellation at the terminals. With this,
we can study which types of CSI imperfections have which impact on the performance.
In the lowermost row, all nodes are affected by CSI imperfections in the same way, i.e.
all estimation SNRs are equal. The following can be observed:

i) It can be seen that the BS beamforming requires good CSI. Otherwise, the per-
formance degrades rapidly. When the BS applies block ZF, wrong CSI prevents
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Figure 6.15.: Influence of imperfect CSI at the different nodes. In the first three rows, only
one type of CSI estimation is affected by imperfections, the others are assumed
to be perfect. In the lowermost row, the estimation SNR is the same at all
involved nodes.
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6. Ubiquitous Relaying

the cancellation of interference within its cell. With a lower CSI estimation
SNR, more interference is thus injected and the user rates drop with noisy CSI.
Nonetheless, as we consider the channels between BSs and relays as quasi-static,
a high CSI estimation SNR can be expected in our setup. In the UL, only two-
way relaying depends on the BS beamforming. The one-way schemes are thus
independent of this type of imperfections. With two-way relaying, the higher
interference received by the relays affects both directions of communication. Es-
pecially with DF relays, this effect is clearly visible, as these relays, when applied
in the two-way mode, cannot decode their desired signals with high data rates
anymore. AF two-way relaying is less affected as the relays do not distinguish
between different signals and the strong BS interference can be subtracted again
at the BS.

ii) At the relays, CSI imperfections only have an influence on type B relays. The
chosen relaying schemes are however quite robust; the interference mitigating
receive filter and the transmit matched filter do not degrade the performance
significantly at low SNRs. This can be observed for both the DL as well as the
UL.

iii) In the case of AF two-way relaying, the cancellation of self- and BS-interference
is crucial, especially in the UL. This type of interference is very strong at all
nodes and has thus to be known accurately in order to get good end-to-end
performance. This form of relaying is thus only beneficial if the terminals can
estimate the corresponding channels appropriately. Especially at the BSs where
the interference from other BSs has also to be cancelled, wrong CSI degrades the
performance drastically. In the DL, the effect of noisy CSI for the self-interference
cancellation is less severe, as the MSs only cancel their own interference while
the interference from other MSs is still present. Self-interference cancellation thus
reduces the overall interference only to a moderate extent. The schemes other
than two-way AF relaying are not affected by these imperfections.

iv) When all nodes and interference mitigating measures are affected by the same
level of CSI estimation noise, the DL performance is dominated by the block
ZF that does not work properly anymore. In the UL, only two-way relaying is
strongly affected by the imperfections, with AF relays mostly due to the self-
and BS-interference cancellation, while DF two-way relaying suffers mostly from
noisy block ZF at the BSs.
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6.5. Aspects of Channel Estimation

In the following, we apply imperfections at all nodes and look at the behavior of
selected relaying schemes when the network density is increased. To this end, the same
setup as discussed in Fig. 6.13 with an increasing number M = K of relays/users is
applied. The curves in Fig. 6.16 show the sum rates (UL plus DL) normalized by the
number of users in the network for the case of perfect CSI at all nodes (solid lines)
as well as for the case in which the different nodes are affected by CSI estimation
errors (dashed lines). In the latter case, the BS beamforming is based on CSI with an
estimation SNR of 20 dB, the CSI at the relays has an SNR of 10 dB, and the one for
self- and BS-interference cancellation has an SNR of 30 dB. With this choice of CSI
estimation SNRs, we can reflect that the CSI estimation at the BSs is simpler due to
the static relays than at the relays which also have to take the channels of possibly
moving MSs into account. Furthermore, the high SNR for BS- and self-interference
cancellation can be justified as the signals these nodes have transmitted themselves as
well as the user data that is available at the BSs can be used for channel estimation
on top of training sequences included in the signals.
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Figure 6.16.: Increasing number of relays/users with (dashed) and without (solid) imper-
fections. The black dotted line corresponds to the reference where the BS
transmits with the sum power that the BS and the relays would have together.

It can be seen that the performance of AF relaying improves with the number of
relays/MSs, while the one with DF relays and the reference scheme without relays
(once with PB = 40 W (black solid) and once with P̃B = PB + K · PR (black dotted))
tend to saturate with the number of users. For high nodes densities, this is mainly due
to the UL that gains more from a larger number of AF relays.

213



6. Ubiquitous Relaying

When imperfections are included, a performance drop can be observed in all schemes.
With AF one-way relaying however, the scaling behavior stays the same as with perfect
CSI. The additional interference affects these relays only moderately and their rate
increase can be maintained. In the case of two-way relaying, especially with AF type B
relays, the performance also saturates when the CSI is affected by noise. In this case,
the network also becomes more flooded by interference which cannot be handled by
the interference mitigating schemes. The performance behaves in this case similar to
DF relaying. Especially the simple type A AF relays achieve a good sum performance
and the degradation with CSI imperfections is small. As these relays are of very low
complexity, more of these relays can be deployed with little costs. The lower rates
as compared to the more complex type B relays can thus be recovered by deploying
more of them. Also the use of idle MSs as relays can further improve the performance,
as a growing network increases the throughput. However, the two-way gain is not
as pronounced in networks with high density when the CSI is imperfect. Hence, the
possible performance loss of one-way relaying due the multiple channel uses (when a
prelog factor has to be taken into account) can be recovered by a larger amount of such
relays.
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7
The Cellular Relay Carpet

In the last chapter, we have seen that it is beneficial when MSs are served via relays
instead of the BS directly. Thereby, simple AF relays are particularly interesting. They
can be implemented with low complexity, show a beneficial performance scaling when
the node density increases, and they are robust with respect to imperfections. AF type
A relays do not require any CSI and, if they operate in FDD mode, need to apply
only a simple frequency conversion and amplification of their receive signals. This can
be realized with a low-complexity implementation and the relays do not introduce any
further delays as they would occur e.g. in the TDD case when entire signal blocks would
have to be stored before retransmission or in DF relays where complete codewords need
to be decoded first. As such delays at least double the round trip time, networks relying
on such techniques would not be feasible for time critical applications. For practical
networks on the other hand, the delays should be kept as small as possible, while the
QoS should be improved. Due to the beneficial scaling behavior shown in Section 6.5,
even with corrupted CSI, the simple AF FDD relays thus prove to be a valid option
for an ubiquitous usage in cellular networks.

In this chapter, we go one step further and propose a network concept in which the
mobile users are no longer served by BSs, but by a large amount of relays that are
spread over the entire area of the network, similar to a carpet. With this “relay car-
pet”, we combine and enable different proposals for 5G networks that include massive
MIMO, network densification, distributed cooperation, and sophisticated multi-user
beamforming within a single network architecture. With a massive deployment of re-
lays, the entire network is turned into a two-hop network (see Fig. 7.1). Accordingly,
all BSs and MSs see only the relays as the nodes they communicate with. If the relays
are dedicated infrastructure nodes and mounted at fixed positions with good propa-
gation conditions to their BS, fast fading between them is virtually eliminated. This
allows to equip the BSs with a large number of antennas and to apply sophisticated
multi-user MIMO transmission with accurate CSI. The relays on the other hand are in
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7. The Cellular Relay Carpet

Base station

Relay

Mobile

Figure 7.1.: The relay carpet: a sophisticated BS serves a large amount of MSs in the same
physical channel by the help of many distributed relays.

close vicinity of the MSs which experience less pathloss and better coverage. Moreover,
when many relays are installed, multiple relays can be in coverage range of one MS,
which allows to benefit from additional diversity. The relay carpet thus has numerous
advantages: the BSs only have to track quasi static channels which drastically simpli-
fies the estimation of CSI, while for the MSs the network appears like a much simpler
network consisting only of nodes with few (effective) antennas. The distributed relays
also lead to a more equally distributed signal quality in the area of service. Moreover,
the signal processing at the BSs and relays can jointly contribute to an effective dis-
tributed interference management. The relay carpet does thereby not only simplify
the signal processing, but can also offer significant performance gains throughout the
network.

In this chapter, we describe the concept of the relay carpet and argue how simple
relay implementations can enable sophisticated signal processing with massive MIMO
BSs. A disadvantage of simple AF relays is however that they inject additional noise
into the network and also amplify and forward interference. The relays thus need to be
accessed in an appropriate manner and only the relays that are beneficial to the QoS
experienced by the users should be active. To this end, we first study the behavior of
these relays when multiple of them are assigned for certain users and identify required
measures to be able to benefit from massive deployment of relays.

One important aspect thereby is power control to manage the residual interference
and the energy consumption. By allocating the transmit power in an optimized way,
the relays can also lead to considerable power savings as compared to conventional
networks. To this end, existing power control schemes designed for conventional cellular
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7.1. The Relay Carpet Concept

networks (see [22] for an overview) or for pure relay channels (e.g. [70]) have to be
adjusted such that they are feasible for the relay carpet network with its inherent
combination of large antenna arrays, interfering two-hop links across different cells,
and distributed beamforming. The proposed schemes are all of low complexity and
thus relevant for practical implementation. As shown by the results in a realistic
setup, the relay carpet thereby proves to be an enabler for the required performance
in future cellular systems.

7.1 The Relay Carpet Concept

In order to meet the demands of an expected thousand-fold increase in data traffic and
number of devices in the next decade, several new technologies are under discussion for
next generation (5G) networks. Among others that we have summarized in Chapter
2, the most important and promising approaches are the extreme densification of the
networks, up to very small cells that are served with millimeter wave technologies, very
large antenna arrays (massive MIMO) that allow to serve many users at the same time,
and cooperation to allow sophisticated signal processing with multi-user beamforming
over wide areas to mitigate or cancel interference over the border of individual cells or
sectors [5, 45].

By the deployment of very small cells, the total throughput of the network can
drastically be increased. If, in the extreme case, each user is served by its own small cell,
many more MSs can transmit or receive data at the same time. The network can thus
deal with high user densities [98]. The adaptation to the user position can be achieved
by handovers between such small smells, which is easy to realize and requires little
overhead. In order to limit the interference seen by the users in a dense environment,
the classical reuse partitioning can be applied which allocates different resource blocks
for neighboring cells. When realized with millimeter wave signals around a carrier
frequency of 60 GHz, the high pathloss at these frequencies allows to keep the reuse
factor moderate [114]. For this approach, it is however difficult to find and install
sufficiently many new BSs sites, e.g. due to social acceptance or due to the costs of
deployment and maintenance.

Installing very large antenna arrays and letting different nodes cooperate with each
other allows to separate different users by beamforming. With this, many users can be
served in parallel in the same resource blocks. Massive MIMO allows thereby not only
to increase the spatial multiplexing gain and diversity in the network to a large extent,
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7. The Cellular Relay Carpet

but also helps in keeping the signal processing simple. When the number of antennas
grows large, the channels between different users become more and more orthogonal to
each other [94]. By beamforming, many users can thus be served simultaneously with
high data rates. This, however, requires to track the instantaneous channels to each
MS. An increasing number of antennas leads therefore to a rapidly increasing overhead
and/or the acquired CSI is corrupted by pilot contamination [89]. Moreover, BSs that
cooperate to perform joint beamforming also require very high backhaul rates, not only
to support the data rates of their users, but also to exchange user data and CSI with
their cooperation partners.

An attempt to combine the advantages of the aforementioned approaches, while
avoiding their disadvantages, is to support the BSs by a large amount of relays. If the
relays are of low cost and low power, they can be installed in massive numbers across
the entire network such that the area appears like a carpet of small relay cells. In
this “relay carpet”, few BSs that are equipped with very large antenna arrays and high
computational power as well as a backhaul connection of high capacity are organized
similarly as in conventional micro- or macro-cell networks. With their massive antenna
arrays, they can cover wide areas and perform spatial multiplexing to separate many
users in the spatial domain. By the large amount of antennas, also a high diversity gain
can be achieved. The BSs do however not serve the MSs directly, but a vast amount of
simple relays without a fixed connection to the backhaul supports the communication.
These relays serve the MSs in their close vicinity within their small cells. Thereby, many
more relays can be deployed than MSs have to be served. As a result, different subsets
of relays can be activated or deactivated, e.g. by BSs that transmit only to selected
relays through beamforming or by more sophisticated scheduling functionalities. In this
way, static users are served by the relay cells they are located in or multiple relays can
follow the movements of mobile users. If GPS information is available, direction and
speed of the users can be predicted to assign the relays appropriately. The potential
disadvantage that moving users might require many handovers can thus be mitigated.
A sketch of such a network is depicted in Fig. 7.2.

As a result, the entire network is turned into a two-hop network in which the BSs
as well as the MSs communicate via relays. The BSs see only the relays as their
communication partners. If dedicated relays are mounted at fixed positions, fast fading
between them is eliminated. For the transmit CSI, the BSs thus only have to track quasi
static channels. This simplifies the channel estimation and allows to equip the BSs with
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7.1. The Relay Carpet Concept

Large BS with 
massive MIMO

Many low-
complexity relays

MS

Figure 7.2.: BSs with large antenna arrays serve a wide area while the MSs receive their
signals from relays that are spread throughout the area.

(very) large antenna arrays and to apply sophisticated multi-user MIMO transmission.
In order to serve mobile users, only the static relays have to be addressed, which is
much simpler than to follow possibly fast moving MSs. Accordingly, the static relays
enable massive MIMO at the BSs. The MSs on the other hand see a much simpler
network of relays with only few antennas in their close vicinity. The relays thus lead
to a more equally distributed signal quality and the users experience less pathloss and
better coverage.

Additionally, the relays can shape the (effective) channel between BSs and MSs
in a beneficial way. Accordingly, network operators do not have to rely on random
properties of the propagation channel, which can result in deep fades or shadowed
users, but can achieve much more homogeneous coverage. To this end, the relays
can perform simple signal processing tasks that allow for signal amplification or even
distributed interference management. As a side-benefit, the angular spread of the
effective channel can be increased by allocating multiple relays to one user (active
scattering [151]) and MSs can be equipped with more antennas in a compact space.
As a large amount of relays is deployed, the complexity of the relay nodes is crucial.
Different relay architectures can assist the communication between BSs and MSs in
different ways, depending on their available CSI and computational power. The node
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7. The Cellular Relay Carpet

density and the relay complexity thus lead to a tradeoff in which the performance and
the infrastructure costs can be balanced.

7.1.1 Low-Complexity Relay Implementation

Depending on their functionalities, the relays can fulfill different signal processing tasks.
For a massive deployment, however, the relay nodes should be of very low complexity
such that they can be implemented in an inexpensive way. As seen in the previous
chapter, type A AF relays offer thereby promising gains and scale in a beneficial way. In
their simplest form, these relays apply a frequency conversion from the input frequency
band around f1 to a band around f2 and amplify the input signals with a scaled identity
matrix

Gc,k =
√
αc,k · INR

, (7.1)

where αc,k is the amplification factor of relay k in cell c and NR is the number of
antennas at the relay. As a result, the transmit and receive phase of the relays are
orthogonalized but no additional delays are introduced. If the relays convert their BS
signals to frequency bands that are currently not used (cf. cognitive radio [137]) or
lie in an ISM band, the spectrum of the second hop does not have to be included
into the spectral efficiency as additional costs. The use of secondary links is especially
motivated by the small transmit power of the relays that do not disturb other systems
significantly.

A conceptual schematic of such a type A relay is sketched in Fig. 7.3. Apart from
the frequency conversion and amplification, it contains an input and an output filter
as well as a simple control unit that can adjust the relay gains or the local oscillator.
A control channel from the corresponding BS is also included. This channel can be of
very low rate and can be used for synchronization, to control the timing of the relays, or
to transmit wake up patterns to activate or deactivate the relays appropriately. It can
also be used to initiate a training phase with which the BSs can estimate the channels
to the relays. To this end, the relays can transmit predefined signals a the receive
frequency f1 that are modulated by specific variations of the amplifications gains. If
the channel between BSs and relays can be assumed to be reciprocal, this allows then to
estimate the channel coefficients between the BSs and the relay nodes for sophisticated
beamforming or precoding. Note in this regard that if the relays are mounted at fixed
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Figure 7.3.: Conceptual schematic of an FDD AF relay.

positions, the channel between BSs and relays can be assumed to be slowly fading or
quasi static. This further simplifies channel estimation, as the estimation process can
take place over longer time intervals.

As an example of the frequency conversion, the relays could convert licensed fre-
quency bands around 2.6 GHz of the long range communication from the BSs to the
relays up to a frequency around 60 GHz for the short range communication between
the relays and the mobile users. With such millimeter wave links, high bandwidths and
hence high data rates could be allocated to users that are close to access points [114].
When applied to the relay carpet concept, sophisticated BS transmission on low(er)
frequencies could provide signals over larger distances to the relays as in conventional
systems, and the relays then serve the MSs with LOS connections over short distances.
To this end, however, a massive number of relays needs to be deployed, especially in
indoor environments. But when the relays are of low cost, multiple of these relays
could be placed in each room or office in a building. Each mobile user would then
have multiple relays in its close vicinity and can be served by them even though the
signals suffer from higher pathloss on frequencies as high as 60 GHz [108, 115]. In the
following, however, we will focus on relays that convert their signals within the same
frequency range around 2.6 GHz to maintain the comparability to the other schemes,
as for frequencies much higher than 5 or 6 GHz, the applied WINNER II channel model
would not be applicable anymore [76].

More sophisticated type B relays that have access to local CSI can additionally apply
a linear processing to reduce the interference present in the network. To this end, the
gain matrix of relay (c, k) can be factorized to

Gc,k =
√
αc,k ·G(Tx)

c,k ·G
(Rx)H
c,k . (7.2)
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As an example, the receive filter G
(Rx)
c,k can be chosen as an MVDR filter or, as a simpler

alternative, to only suppress the interference coming from the BSs of adjacent cells as
described in Chapter 6. Assuming that NR is larger than the number of transmitted
data streams ds, this filter can be obtained by G

(Rx)
c,k = [v

(c,k)
1 , . . . ,v

(c,k)
ds

]. Therein, v
(c,k)
i

is the eigenvector corresponding to the ith smallest eigenvalue of

Γc,k =
∑
b6=c

H
(c,b)
k ·H(c,b)H

k . (7.3)

With this, the receive signal is projected into the subspace that contains the least
BS interference under the assumption of spatially white signaling. Accordingly, G

(Rx)
c,k

is independent of the actual BS signals and has thus not to be updated when a BS
changes its beamforming. Moreover, when the relay position is fixed, the covariance
matrix (7.3) is mainly static and simple to estimate.

The transmit filter of the relay can be chosen as a transmit matched filter G
(Tx)
c,k =

F
(c,c)H
k,k with respect to the channel to the corresponding MS, which is also simple to

estimate, as the dimensions are small. In this case, the functionality of the relays
shown in Fig. 7.3 needs to be extended such that the gain matrix can be applied and
allows the relays to obtain the required CSI. Nevertheless, the relay gain matrices can
be calculated based on local CSI only and no cooperation with other nodes is required.
Alternatively, the relay filters can be calculated at the BSs and the gain coefficients
sent via the control channel to the relays.

7.1.2 Beam Switching

In order to serve the MSs in the small relay cells, one or multiple relays that are closest
to an MS can be activated. The BS then transmits the signal intended for this user
to its associated relays. Thereby, relays belonging to different users can be separated
by multi-user beamforming such as block ZF as discussed in the last chapter. To this
end, the BS has to know only the channel to the static relays. If a user moves and
comes out of range of a relay and into the coverage of a new one, the BS does not
have to track the channel to the MS but it can deactivate the old relay and switch
its beamforming to the relay that is now in coverage range of the new position of the
MS. The activation/deactivation can thereby either be handled via the control channel
between the BS and the relays or with the beamforming itself. If the relays only forward
signals if their input signal strength is above a certain threshold, the beamforming at
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Static MS

Fast moving MSDeactivated relay

Active relay

Figure 7.4.: With beam switching, the BS can follow the movements of mobile users.
Thereby, the BS transmits signals to the relays which offer the best service
to the MSs.

the BS can take care that the relays only receive signals above this threshold when
they are selected for serving the user associated with this transmit signal. Relays that
are not provided with signals remain silent so as they do not amplify and forward noise
and interference.

For the BS transmission itself, only the location of the MSs and the channels to the
relays have to be known. The former can be acquired e.g. via GPS that is included in
all modern smartphones or with other means. The required CSI for the beamforming
on the other hand is simpler to obtain than when the instantaneous channels to the
MSs were required. When the relays are static, the channels to them are constant for
a longer period of time and less overhead is required for accurate channel estimates.

In order to avoid the problem of fast handovers between different relay cells if some
mobile users move with a high velocity, multiple relays can be assigned to the same
MS. To this end, the direction and speed of the MS can be predicted with location
information of the MS. Multiple relays can then be assigned to this MS in a way that a
bigger cell is formed and that additional relays are activated according to the movement
of the user as depicted in Fig. 7.4. Relays that are no longer in the service range of
the MS can then be deactivated again. In this way, the task of tracking the MSs lies
with the BS that adjusts the beamforming to the assigned relays, while the relays can
be implemented in a simple way. If the relays do not have CSI, the channels to the
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MSs are unknown. In this case, the signals from different relays add up in power as
no coherent combination is possible. With CSI, i.e. when type B relays are used, the
performance can be improved by coherent signaling between different relays.

7.1.3 Channel Estimation & Pilot Contamination

A big issue for DL beamforming at BSs with many antennas is channel estimation.
Accurate CSIT is an essential component in order to maximize the network performance
by precoding. In order to obtain such CSI, the coefficients of all channel components
of a transmitting BS to all its receivers need to be known. To this end, either the
BS can send training sequences or pilots and the receivers can estimate the channels
and feed the CSI back to the BS. Alternatively, when the channels can be assumed
to be reciprocal, the receivers can transmit pilots which allow to estimate the channel
coefficients at the BS directly. The former method is usually applied in FDD systems
where the UL and DL are separated in frequency, which is the case in most current
cellular systems. While this approach works well with a small number of antennas, the
burden of training and channel estimation grows rapidly with larger antenna arrays. As
each BS antenna has to transmit its own pilots and these pilots have to be separated
by orthogonal resources, the training overhead is proportional to the number of BS
antennas. With large antenna arrays at the BSs, this would therefore always impose
severe limitations on the size of the BS antenna arrays [67].

If channel training and DL transmission is organized in TDD, i.e. when the receivers
transmit pilots on the DL frequency, channel reciprocity can be utilized and the BS can
estimate the channels. Thereby, the differences in the transfer characteristics of the
transceiver chains, amplifiers, and filters in the two directions have to be accounted for.
This can however be handled by measuring the different gains in each direction [67].
With this reverse channel estimation, the overhead is independent of the number of
BS antennas but in turn limited by the number of users or receivers. If the BSs are
equipped with large antenna arrays, with more antennas than users, TDD channel
training is thus the only way to acquire timely CSI for rapidly changing channels. UL
training eliminates the need for feedback and together with channel reciprocity it is
sufficient to provide the BSs with the desired CSI.

When multi-cell scenarios are considered, the training sequences transmitted by the
users have to be separated. The use of orthogonal pilots across many cells is thereby
infeasible when the number of users is large. Orthogonal pilots would need a number
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of symbols that is at least as large as the total number of users. Particularly short
coherence times due to mobility do not allow for such long training phases. Accord-
ingly, different users need to reuse the same pilot symbols. This, however, causes pilot
contamination as the BSs receive the same pilots from different users. In a simple
scenario with two users that use the same pilot symbol, the estimate of the channel h1

of the first user would be [67]

ĥ1 = c1h1 + c2h2 + cw, (7.4)

where h2 is the channel of the second user, c1, c2, and c are constants that depend
on the propagation conditions and transmit powers, and w is additive noise. As a
consequence, the channels between two users cannot be separated anymore and the
CSI is corrupted by h2. In order to keep the effect of pilot contamination small, one
can introduce a pilot reuse factor β ≤ 1 similar to the frequency reuse factor of classical
cellular networks. This reuse factor describes the fraction of the number of cells that
can use the same pilots. By applying a small reuse factor, users with the same pilots are
further apart from each other and the CSI gets more accurate. This in turn increases
the overhead, as many orthogonal resources have to be allocated to separate the channel
estimation from users that are close to each other. If B pilot symbols are available, the
channels to K = β ·B MS antennas can be estimated in one cell. Thereby, B has to be
significantly smaller than the block length of the transmission such that the overhead
over the actual user data does not reduce the data rates significantly.

For a given system with specific B and β, the number of users that can be served
simultaneously in each cell is thus limited. Depending on the coherence time of the
channels, a certain update rate of the CSI is necessary. In the following, we illustrate
the number of required channel updates for a moving user. A mobile user that is served
directly by the BS moves with a velocity v. By the rule of thumb given by [113], we
can specify the coherence time Tc of the channel to this user by

Tc =

√
9

16π
· 1

fd

, (7.5)

where
fd = fc

v

c
(7.6)

is the maximum doppler shift that can result from the velocity v (if the MS is moving
directly towards the BS) with the carrier frequency fc and the speed of light c. When
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we assume that the CSI and the precoding at the BS is updated once within each
time frame of length Tc, the update frequency is as shown by the dashed blue line in
Fig. 7.5. For the evaluation, the carrier frequency was set to fc = 2.6 GHz. When
the user moves with 20 km/h, at least 100 updates per second are required to track
the channel, with speeds above 120 km/h, this number increases towards 1000. The
maximum number of users that can be served by this BS is thus limited by Tc, the
number of orthogonal pilots B and the reuse factor β.

When we now consider the relay carpet where the users are not served by the BS
directly but via relays, the required number of CSI and precoding updates can be
lowered significantly. If the BS precoding is performed only with respect to the channels
to the relays and these channels remain constant, a precoding update is only required
when a user switches relay cells. When a user traverses a relay cell of diameter drc, the
time in which the user is in this cell is given by

Trc =
drc

v
. (7.7)

An update of the BS precoding is thus only required once in a time frame of length Trc

when the relays are at fixed positions and the channels between the BS and the relays
remain constant. The resulting update frequencies are shown as solid lines for different
relay cell diameters drc. When the relays are 5 m apart from each other, which leads
to rather small relay cells, and the user moves with 20 km/h, the number of updates is
decreased from 100 to 1 per second as compared to the case where the channel between
the BS and the MSs is tracked directly. With larger relays cells (50 m) this number
drops further by one decade to one update in 10 seconds.

When we assume that a system is designed for a certain amount of channel and
precoding updates, we can argue that the number of supported users within a cell can
be increased by a factor of 100 or 1000 when the users are served via relays instead of
by the BS directly. The number depends thereby on the size of the relay cells. Placing
relays between 5 and 50 m apart from each other leads to a reasonable realization of
the relay carpet with a massive deployment of relays. The analysis presented here
is however only valid if the channels between the BS and its relays remain constant
between two update time instances. If the moving users themselves lower the coherence
time of the BS-to-relay channel, e.g. when they appear as moving scattering objects,
more updates might be required. When the relays are mounted at positions, e.g. a
couple of meters above street level, with good connection to the BS, we can hope
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Figure 7.5.: Number of required channel updates when a user moves with a certain velocity.

that the moving users do not affect the BS-relay channels significantly. The coherence
time in the relay carpet can also be reduced when mobile users do not traverse the
relay cells but follow a path that leads to a more frequent relay cell switching. A user
can e.g. zig-zag such that it often switches back an forth between two cells. In this
case, however, the BS does not necessarily need to re-estimate the channel each time.
When the channels to the relays remain unchanged over a longer time, the same pre-
calculated BF matrices can be reused. Additionally, when the relay cells are small and
a user moves with a high velocity, the coherence time for relay cell switching can also
be prolonged by assigning multiple relays to the same moving user as already indicated
above. The relay carpet thus allows for a drastic increase in the coherence time as
compared to the case where massive MIMO BSs serve their users directly. The number
of supported users can increase by orders of magnitude. The ubiquitous deployment
of relays in the relay carpet concept is therefore an enabler for massive MIMO with
accurate and timely channel estimation.

When more sophisticated type B relays are applied, they also need CSI to calculate
their receive and transmit filters. The relays are however equipped with only a small
number of antennas. The channel estimation does therefore not change as compared
to conventional systems where no massive MIMO is applied. For the receive filters,
only the covariance matrix of the channels from the BSs Γc,k needs to be estimated.
The size of this matrix is however independent of the number of BS antennas. For
the transmit MF applied to the relays, the channel between a single relay and MS is
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sufficient. Applying massive antenna arrays at the BSs does therefore also not affect
the estimation of these channels.

In the following, we study the scaling behavior of the relay carpet with respect to
achievable rates when the number of relays increases. To this end, we first define the
system model in the next section. Thereby, we assume that the CSI can be obtained
accurately and in time and consider type A relays with the implementation shown in
this chapter that transmit with a fixed amplification gain.

7.2 Network Model

The organization of the network and the system model is similar to the one introduced
in Chapter 6. The area is divided into C cells, each with one BS that serves multiple
MSs. For notational simplicity, we assume that all cells haveM active MSs and that all
nodes of the same kind have the same number of antennas, although a generalization
is straightforward. The number of antennas at the BSs is denoted by NB, the one of
the MSs by NM. In the DL, BS c, with c ∈ {1, . . . , C}, wants to transmit ds ≤ NM

data streams to MS (c, j) (the jth MS in cell c). The communication is assisted by
K ≥M relays, such that each relay serves one MS but a MS can be served by multiple
relays, e.g. to avoid many handovers when users are moving. The relays are equipped
with NR antennas, where NM ≤ NR ≤ NB. The channel between BS b and relay (c, k)

is denoted by H
(c,b)
k ∈ CNR×NB , the one between relay (c, k) and MS (b, j), possibly in

a different frequency band, by F
(b,c)
j,k ∈ CNM×NR . Direct links between BSs and MSs are

not considered.

The transmit symbol vector from BS c intended for MS (c, j), denoted by sc,j ∈ Cds ,
is premultiplied by the corresponding beamforming matrix Qc,j ∈ CNB×ds . The receive
signal of relay (c, k) can thus be written as

rc,k =
C∑
b=1

H
(c,b)
k

M∑
j=1

Qb,jsb,j + nc,k, (7.8)

where nc,k is the relay noise. The relays multiply their receive signal (7.8) with a gain
matrix Gc,k ∈ CNR×NR and, after a frequency conversion, retransmit tc,k = Gc,k · rc,k.
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With wc,k being the noise induced in MS (c, k), its receive signal is

yc,k =
C∑
b=1

K∑
j=1

F
(c,b)
k,j ·Gb,j · rb,j + wc,k. (7.9)

The BSs are able to accurately estimate the channels to the relays within their cell.
As before, we apply ZF with waterfilling at the BSs, but also other techniques are
possible. With this specific choice, the BSs only have to track the quasi-static channels
to their relays and can cancel the interference at all relays within their cell. For the
acquisition of the required transmit CSI, the relays have to enable channel estimation at
their BS. To this end, the relays can transmit training sequences triggered by a request
on the control channel. When the channel to the BS is quasi-static, this is required
only on a slow time scale. Note that with block ZF, only the interference between the
BSs and their in-cell relays is cancelled. The remaining interference is further reduced
by the relay filters if the type B architecture is used and/or when power control is
applied.

For given BS precoding and relay gain matrices, the achievable rate for MS (c, k)

can be calculated by

Rc,k =
1

2
log2 det

(
INM

+
(
K

(i+n)
c,k

)−1

·K(sig)
c,k

)
, (7.10)

with the covariance matrix of the desired signal

K
(sig)
c,k =

∑
b,j

∑
b′,j′

F
(c,b)
k,j Gb,jH

(b,c)
j Qc,kQ

H
c,kH

(b′,c)H
j′ GH

b′,j′F
(c,b′)H
k,j′ (7.11)

and of the interference and noise

K
(i+n)
c,k = E

[
yc,k · yH

c,k

]
−K

(sig)
c,k . (7.12)

Note that the prelog factor 1/2 in (7.10) could be excluded if we considered a second
hop in a frequency band that is unlicensed or unused at the moment.

In the UL, the achievable sum rate with joint decoding of each cell is given by

←−
R c,k =

1

2
log2 det

(
INM

+
(←−

K(i+n)
c

)−1

·
←−
K(sig)

c

)
, (7.13)
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with

←−
K(sig)

c =
M∑
k=1

∑
b,j

∑
b′,j′

F
(c,b)
k,j Gb,jH

(b,c)
j Qc,kQ

H
c,kH

(b′,c)H
j′ GH

b′,j′F
(c,b′)H
k,j′ (7.14)

←−
K(i+n)

c =
C∑

d=1
d6=c

M∑
k=1

∑
b,j

∑
b′,j′

F
(c,b)
k,j Gb,jH

(b,c)
j Qd,kQ

H
d,kH

(b′,c)H
j′ GH

b′,j′F
(c,b′)H
k,j′ (7.15)

+ σ2
n

∑
b,j

F
(c,b)
k,j Gb,jG

H
b,jF

(c,b)H
k,j + σ2

wINB
(7.16)

the corresponding covariance matrices for the desired signal and interference plus noise.

7.3 Scaling Behavior

In the following, we study the performance of the relay carpet when multiple relays
are assigned to the MSs. To this end, we apply the same simulation environment as
described in Chapter 6, where each cell contains six relay cells. Here, however, there
are a single MS and Km relays placed randomly in each relay sector. A deadzone of
radius 200 m is applied around the BS. We apply the simple type A relays with fixed
amplification gains αc,k which are obtained in the following way: the pathloss of the
channel between the relay and its corresponding BS is compensated and multiplied by
a factor, i.e. the relay gains are

αc,k = Lc,k · γc,k, (7.17)

where Lc,k is the pathloss between the BS of cell c and the k-th relay in this cell and
γc,k is the scaling factor that we choose to be in the range of −20 to +20 dB.

In Fig. 7.6, we study the performance in a seven cell setting where six cells are
arranged in a circle around the cell of interest whose average sum rate is shown. Each
cell has a diameter of 1000 m and consists of M = 6 relay cells, each with one MS.
In each of these relay cells there are Km = 3 relays randomly placed and the number
of antennas at the BS, relays, and MSs are NB = 24, NR = 2, and NM = 2, i.e. the
number of BSs antennas suffices to apply ZF to at most K1 + · · · + K6 = 12 relays
when ds = 2 data streams have to be transmitted to each MS. For the simulations, 1,
2, or 3 relays are chosen for each MS, first the closest one, then the two closest and
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Figure 7.6.: Sum rates for increasing number of active relays per MS. Six cells are arranged
in a circle around the cell of interest.

all three of the relay cell. The relays that are not activated remain silent and are not
considered in the BS beamforming.

On the left hand side of Fig. 7.6, where the DL rates are shown, we can observe that
using only a single relay for each MS leads to the best performance, i.e., without an
appropriate scheme to handle multiple relays, the achievable rates drop when additional
relays are activated. This has two reasons: firstly, the relays inject additional noise
and interference into the system which degrades the performance and secondly, the
number of BS antennas is fixed to NB = 24, which leaves less room for optimization
with waterfilling when more relays are active. With Km = 3 relays per MS, the rates
even drop to zero, as the ZF beamforming at the BSs does not have enough spatial
degrees of freedom. In this case, a different precoding scheme should be applied, such
as e.g. a leakage based approach as described in Chapter 8. In the DL, only the relay
that is closest to a user should be activated and forward signals to it. With Km = 1

or 2 relays, the performance improves with higher amplification gains until it saturates
with γc,k = +10 dB due to the interference that is also increased with the signal powers.

In the UL shown on the right in Fig. 7.6, however, the behavior with more relays
looks different. If only a single cell is considered, all signals involved therein contribute
to the desired signal when the BS can jointly decode all UL signals. In this case, all
active relays collect and forward signals that are all useful for the BSs, except the noise,
and no interference is present. The relays are thus rather energy collectors than noise
and interference generators as in the DL and the sum rate of the UL strictly increases.
In Fig. 7.6, the performance with two relays per MS is thus better than with only a
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single relay per MS. But as there are seven cells considered in this simulation setup,
the performance saturates and even drops again when more relays are used due to
the interference the relays of adjacent cells cause. Hence, dense networks with many
cells (or BSs) also require appropriate techniques to mitigate the inter-cell interference.
With type B relays that can reduce this interference, a better behavior can be expected.

In the cases discussed above, the BS antenna arrays consist of a fixed number of
NB = 24 antennas, regardless of how many relays are active. This implies that not
enough spatial degrees of freedom are available to apply the ZF precoding when more
than 12 relays are active in a cell. In the following, we look at the scaling behavior
when the number of BS antennas grows proportionally with the number of relays and
focus on the DL only. In Fig. 7.7, we consider only a single BS cell and vary the number
of relays per MS from Km = 1 to Km = 10 for different amplification gains. All relays
are placed randomly in their respective relay cell. Two relay selection schemes are
considered. In the first case (relay selection) only one out of the Km relays is chosen,
the one that is closest to the MS, and the others are deactivated. In the second case
(relay combination) all relays are active and are jointly served by the BS. The number
of BS antennas grows with the number of relays according to NB = Km ·M ·NR.

We can observe that the performance continuously improves with the number of
relays when the closest relay is selected. With more than two relays to choose for
each MS, the rates are higher than the reference case in which the BS serves the MSs
directly with ZF beamforming, even with the very small relay gain of -20 dBm. As
already seen before, relay gains that are higher than the compensated pathloss do not
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Figure 7.8.: Average user rates for increasing number of relays per MS. Six cells are arranged
in a circle around the cell of interest.

lead to a further improvement as it saturates due to the interference limitedness that
arises from the relay interference to other MSs. When all relays are used jointly, the
improvement with the number of relays saturates much quicker. Moreover, relatively
high relay gains are required to achieve rates that are better than the reference case
without relays.

This effect is even more pronounced in Fig. 7.8, where an additional ring of seven
cells around the cell of interest is considered. In this case, increasing the number of
relays leads to lower rates when more than 4 relays are active for each MS. The overall
rates are also reduced considerably due to the additional interference caused by the
surrounding cells. With relay selection however, a similar scaling behavior can be
observed as in the case before.

7.3.1 Improvements for the Relay Carpet

It is thus important to apply adequate measures against the additional interference
and the amplified noise the relays inject into the system. Otherwise, the benefits of
higher signal power, better coverage and simplified channel estimation are mitigated
or even destroyed when many low-complexity relays are deployed. On one hand, the
beamforming can be improved. As shown by the results in Chapter 6, the approach
of block ZF at the BSs can already offer good results when the same number of relays
is active as MSs are served and when no transmit cooperation at the BSs is applied.
If mobile users are served by multiple relays and if the number of relays within a cell
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can grow, e.g. when additional relays are installed, the ZF approach seems however to
be too inflexible and can lead to less performance gains as compared to conventional
cellular networks. A potentially more promising and flexible approach can be provided
be a leakage based scheme such as SLNR precoding. This approach has the advantage
that no requirements on the number of antennas have to be fulfilled and that it can
easily be applied to transmit cooperation between multiple BSs. For this, no fixed
cooperation clusters need to be applied as in the block ZF approach, but dynamic
cooperation clusters can be obtained, such that each MS is served by its own, possibly
overlapping, set of BSs. This approach is developed and studied in Chapter 8.

A second problem of the approach discussed above is the choice of the relay am-
plification gains. As the relays inject additional and amplified noise into the system
and cause additional interference to other users, the relay gains have to be chosen
appropriately that the network does not become interference limited. It is thus impor-
tant to apply power control to the active nodes in order to control the interference in
the network. Moreover, with power control the network performance can be further
improved as it provides an efficient means for optimization of different objective func-
tions. We will thus develop power control algorithms that optimize different aspects of
the relay carpet network. For the time being, the BS transmission schemes remain as
defined in this chapter but we extend the schemes to include also power control at the
transmitting nodes. An alternative beamforming scheme and an extension to transmit
cooperation is discussed in the next chapter.

7.4 Power Control

Without power control, all nodes are enforced to transmit with full power. Even with
the interference reduction of the BS/relay processing, the relays forward residual in-
terference to other users. Optimization of the power allocation can thus offer further
improvements as the remaining interference can be controlled. Additionally, it can lead
to savings regarding energy consumption and gains in terms of QoS or outage proba-
bility. Such power control schemes are studied e.g. in [70] for pure relay channels or
in [22,95] for traditional cellular networks without relays. However, these schemes can-
not directly be applied to the network considered here, as the BS and relay powers of
multiple links are coupled across different cells. This schemes would result in situations
in which the BS and relay power optimization block each other and do not converge
to a solution. In the following, we outline low-complexity power control algorithms
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for different objectives that guarantee convergence and show that the low-complexity
relays offer large gains regarding power savings and coverage. Thereby, we focus on
two objectives that we have already introduced and applied before: minimize the re-
quired transmit power to achieve a certain target rate and to maximize the minimum
rate within a certain area to achieve the maximum fairness among all users therein.
Furthermore, we also apply an adaptation of the latter that attempts to maximize the
coverage. Thereby, not the performance of the worst user is maximized, but rather the
number of users that can fulfill a target rate. With this, we can avoid cases in which
a bad data rate of one user can worsen the rates of all others such that none of them
can achieve the target anymore. To evaluate the power control schemes, we apply the
same simulation settings as in Chapter 6.

7.4.1 Minimize Power

The first goal is to minimize the required transmit power to achieve a target rate R?

at each of the MSs. To this end, the scaling factor αc,k from (7.1) at relay (c, k) can be
adjusted. On the BS side, we assign a scaling factor βc,k > 0 for the signal to each MS
in the corresponding cell, i.e. the beamforming matrix of the signal from BS c to MS
(c, k) is Mc,k =

√
βc,k ·Qc,k. The objective is now to minimize both the relay and BS

transmit powers by adjusting αc,k and βc,k such that the MSs achieve the target rate
R?.

As in other power minimization problems, there are situations in which no feasible
power allocation exists due to the stringent rate constraints [95]. Additionally, feasible
scenarios can lead to transmit powers that are too high for practical systems with
regulatory restrictions. We thus introduce a maximal power at each node that must
not be exceeded: a maximal power PB,max and PR,max is assigned to the BSs and relays.
These powers are then minimized in an alternating fashion.

Relay Power Minimization

Assuming that the beamforming matrices of the BSs as well as the relay gain matrices
of all surrounding cells are fixed, the relays of a cell of interest c can iteratively optimize
their transmit powers. The relays initialize their scaling factors according to PR,max by
setting

α
(0)
c,k = PR,max

/
Tr
{
E
[
Gc,krc,k · rHc,kGH

c,k

]}
, ∀k. (7.18)

235



7. The Cellular Relay Carpet

Then, in iteration step n = 0, 1, . . ., the relay with the highest rate R(n)
c,l at the corre-

sponding MS is identified and the power of this relay is updated according to

P
(n+1)
R,c,l = P

(n)
R,c,l − µP

(n)
R,c,l

(
1− R?

R
(n)
c,l

)
, (7.19)

where µ is a step size parameter that has to be small enough that the resulting rate
cannot fall below R?. This can be realized by a backtracking line search. The update
equation (7.19) reduces the power based on the ratio of the desired and the actual rate
and guarantees that there is no change as soon as the target rate is achieved. The relay
gain matrix is then scaled by

α
(n+1)
c,l = P

(n+1)
R,c,l

/
Tr
{
E
[
Gc,lrc,l · rHc,lGH

c,l

]}
. (7.20)

These steps are repeated as long as there are rates that exceed R? by more than some
tolerance ε. In each step, the relay transmit power is reduced and the interference for
all other MSs is strictly decreased and their rates improved. Therefore, the algorithm
converges and any further change in the scaling factors αc,k cannot reduce the transmit
power without letting a rate fall below R?. The solution is thus a local optimum. The
algorithm, however, does not necessarily lead to a solution in which all rates are higher
than R? (e.g. if R? is set too high for the interference scenario). After the optimization,
some MSs with poor initial rates might stay in outage, i.e. their rates remain smaller
than R?.

BS Power Minimization

Similar to the optimization of the relay powers, the transmit power of BS c can also
be minimized. To this end, the power allocated to each beamforming matrix Qc,k

is controlled while the relay gain matrices are fixed. Starting with equally allocated
power, i.e.

β
(0)
c,k =

PB,max

M · Tr
{∑M

i=1 Qc,i ·QH
c,i

} , ∀k, (7.21)

the highest rate Rc,l in the selected cell c is identified and the corresponding power is
reduced according to

β
(n+1)
c,l = β

(n)
c,l −

R
(n)
c,l −R?

m
. (7.22)
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Here, the step size can be chosen as

m =
1

ln(2)
· Tr

{(
K

(i+n)
c,l

)−1

K
(sig)
c,l

}
, (7.23)

which corresponds to the derivative of Rc,l evaluated at αc,l = 0. This step size is thus
an upper bound on the slope of Rc,l with respect to αc,l > 0 and guarantees that the
resulting rate after the update cannot fall below R?.

Alternating Optimization

We can now combine both schemes such that the BS and the relay powers are minimized
and the algorithm can be extended to the whole network. When the BS power is
optimized in one cell, lowering the relay powers within this same cell cannot lead to
further improvements, as MSs that already achieve R? could fall below that value.
In order to guarantee convergence, the algorithm is extended to all (or a cluster of)
cells. Running the BS optimization once in each cell offers a potential to optimize the
relays in a second turn, as the rates are further increased by the lower interference of
the neighboring cells. The relay powers can thus be further reduced and we can again
iterate over the relay and BS optimization until all MSs achieve R? within the tolerance
ε or are in outage as no further improvement is possible. The alternating procedure
is summarized in Algorithm 1. The order of the BS and relay power optimization can
also be swapped.

Algorithm 1 Minimize power
1: Initialization: PB,c,i = PB,max, PR,c,i = PR,max, ∀c, i
2: while some Rc,i > R? + ε do
3: for c = 1 : C do
4: while ∃l : Rc,l > R? + ε do
5: update βc,l according to (7.22), calculate Rc,i, ∀i
6: end while
7: end for
8: for c = 1 : C do
9: while ∃l : Rc,l > R? + ε do
10: update αc,l according to (7.20), calculate Rc,i, ∀i
11: end while
12: end for
13: end while
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The optimization can be realized in a distributed way, where each node updates its
scaling factor itself, or centralized at the BSs. In the latter case, only signal covariance
matrices need to be fed back to the BSs. After computation, the relays can then be
informed about their scaling factors via their control channel. This does not increase
the signaling overhead significantly, as similar feedback and control signals are already
included in current systems. If the optimization is distributed among different nodes,
communication to exchange the necessary information between them would be required,
which might introduce additional overhead.

7.4.2 Maximize Minimum Rate

In order to achieve fairness across the users, power control can also be applied to
maximize the minimum rate under a sum transmit power constraint. To this end,
Algorithm 1 is adapted such that the transmit power for the strongest MS is not only
reduced, but transferred to the weakest user in the cell. For the derivation of this
scheme, we focus on BS power control.

As before, the transmit power at BS c is equally distributed among all users of this
cell. Then, in iteration step n, the MS (c, j) that achieves the lowest rate R(n)

c,j = R
(n)
min

and the one that achieves the highest rate R(n)
c,l are identified. The power allocated to

MS (c, l) is then reduced by updating

β
(n+1)
c,l = β

(n)
c,l −

R
(n)
c,l −R

(n)
min

m
, (7.24)

in which m as in (7.23) guarantees R(n+1)
min ≥ R

(n)
min. The updated BS power is

P
(n+1)
B,c,l = β

(n+1)
c,l · PB,max

M
(7.25)

and the saved power ∆P = P
(n)
B,c,l − P

(n+1)
B,c,l can be allocated to the weakest user (c, j)

according to

β
(n+1)
c,j =

(
P

(n)
B,c,j + ∆P

)
· M

PB,max

(7.26)

in order to scale the corresponding beamforming matrix. These steps can be repeated
until all rates in the cell are equal within a tolerance ε. The scheme summarized in
Algorithm 2 can also be applied to the relays when a sum transmit power constraint
among all relays of the same cell is imposed.
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Algorithm 2 Maximize minimum rate
1: Given: desired cell c
2: Initialization: PB,c,i = PB,max

/
M , ∀i

3: while
(
max
l

(Rc,l)−min
j

(Rc,j)

)
> ε do

4: identify strongest and weakest user with Rc,l and Rc,j

5: update βc,l according to (7.24)
6: update βc,j according to (7.26)
7: calculate new rates Rc,i, ∀i
8: end while

7.4.3 Outage Reduction

While the max-min algorithm attempts to make the rates equal, resulting in maximal
fairness, it can happen that a single user with very poor conditions can lower all
other (possibly much higher) rates to a value that is not useful anymore for acceptable
communication. To avoid this, we can slightly modify Algorithm 2 such that the
probability that an MS is in outage is reduced.

To this end, we can proceed similar as in Algorithm 2 but with a different power
allocation update. Initially, the power PB,max is equally distributed for each MS. Then,
the power for the MS with the highest rate Rc,l is reduced as in (7.22). The step size
m guarantees R(n+1)

c,l ≥ R?, which is important to not get an additional outage. The
saved power of the strongest user,

∆P = P
(n)
B,c,l − P

(n+1)
B,c,l , (7.27)

is allocated to MS (c, j) with

j = arg min
j

(R? −Rc,j)
+ , (7.28)

where (·)+ = max{0, ·}, i.e. the MS whose rate is closest below R?. The power for this
MS is updated as in (7.26) and the steps are repeated as long as there exists an l such
that Rc,l > R? + ε. This scheme is summarized in Algorithm 3.

7.4.4 Evaluation of Power Control

For the evaluation of the power control algorithms, we consider a network of the same
form as described in Chapter 6. The network consists of C = 7 regularly arranged
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Algorithm 3 Minimize outage
1: Given: desired cell c
2: Initialization: PB,c,i = PB,max

/
M , ∀i

3: while ∃l : Rc,l > R? + ε do
4: Identify strongest user with Rc,l and user with Rc,j closest below R?

5: update βc,l and βc,j according to (7.22) and (7.26)
6: calculate new rates Rc,i, ∀i
7: end while

hexagonal cells. The BSs are located in the center of each cell and the distance between
adjacent BSs is 1000 m. The number of MSs and relays in each cell is M = K = 6,
where the relays are regularly placed and the MSs randomly. Each MS, relay, and
BS is equipped with NM = 2, NR = 4, and NB = 24 antennas. All antennas are
omnidirectional and we apply the usual channel model with Rayleigh fading, pathloss,
and shadowing according to the urban scenario of the WINNER II model. Assuming
a system bandwidth of 100 MHz and a noise figure of 5 dB, the noise variances are
σ2
n = σ2

w = 5 · 10−12 W and, if not stated otherwise, the maximal allowed transmit
powers are PB,max = 40 W and PR,max = 6 W. The target rate is R? = 1 bps/Hz. In the
following simulations, we exclude the prelog factor 1/2 in (7.10), as it would occur with
half-duplex in-band relays, as we are mainly interested in the performance of power
allocation. Moreover, as discussed before, we can consider a second hop in a frequency
band that is unlicensed or unused at the moment. Otherwise, the achievable rates with
relaying have to be divided by two to obtain the two-hop in-band rates.

Figure 7.9 shows the empirical CDFs of achievable user rates in the center cell and
the required sum transmit power (BS plus relay power) allocated for one user when
Algorithm 1 is applied. The performance of the relay carpet is also compared to the
case of a conventional network without relays where the same power control scheme is
applied. The BSs perform block ZF on the direct channels to the mobiles within their
cell. The conventional network is shown once with the BS transmit power PB = 40 W

and once with the power P̃B = PB + K · PR = 76 W, which corresponds to the same
sum power of a BS and the relays together.

In the upper plot (CDF of the user rates), we can observe that not all users achieve
the target rate R? = 1 bps/Hz. With a certain probability, some users are in outage.
This outage probability can however significantly be lowered with the help of the relays.
While the reference without relays has an outage probability of 43 % and 35 % with
increased power, the use of simple type A relays already leads to an outage probability
of 33 % when no power control is applied. With power control, this value is reduced
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Figure 7.9.: Empirical CDFs of instantaneous user rate and the required transmit power (BS
plus relay power) allocated to the transmission for one user.

to about 25 % or to 12 % with type B relays. Also the required transmit power is
reduced to a large extent. When no power control is applied, each user is served with
a fixed power of 12.67 W. With power control, this value is only required when the
corresponding user is in outage. In all other cases, the transmit power can be reduced.
With the help of relays, the power required to achieve the target can be lowered down
to 1 W with type B relays. On average, these relays achieve an user rate of 0.94

bit/channel use and the average power per user is 3.51 W, whereas the conventional
network with PB,max = 76 W (same sum power as BS and relays together) achieves an
average user rate of 0.80 bit/channel use and require a mean power of 5.38 W per user.
By the help of the relays, the power consumption as well as the outage probabilities
can thus be improved.

Algorithm 2, that attempts to maximize the minimum rate, is considered in Fig. 7.10
which shows the empirical CDF of the minimal rate within the cell of interest. Also
here, the relay carpet shows a significantly better behavior than the conventional net-
work without relays, even for the relays that do not have CSI (type A). With type B
relays, the minimal rates are even more increased.

Also shown in the plot is a comparison of the minimal rates when the network with
type A relays is optimized by a gradient search method, within a single cell as well
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Figure 7.10.: Empirical CDF of the minimal rates after max-min optimization with Algo-
rithm 2. For comparison, also the rates with optimization with a gradient
search for type A relays are shown.

as jointly over all cells. The gradient based optimization, providing an upper bound,
is similar to the one described in Chapter 3 and attempts to solve the optimization
problem

max
αc,k

min
l
{Rc,l} s.t.

K∑
k=1

PR,c,l = PR,tot, ∀c, (7.29)

where the gradient of the achievable rate Rc,l is calculated with respect to αc,i. Al-
ternatively, the algorithm can also be applied to optimize the BS power allocation by
optimizing the factors βc,i. Note that the optimization can either be performed in each
cell separately, or jointly over multiple cells. The performance of the gradient opti-
mization is identical to the scheme proposed in Algorithm 2 and the extension to the
whole network does not lead to large improvements. When it is applied in each cell
separately, the interference between the users is already decreased significantly.

In Fig. 7.11, we study the performance of Algorithm 3 that attempts to minimize the
outage probability of the users. We can also observe here that the relay carpet concept
leads to a much lower outage probability and thus offers a significant improvement
compared to conventional cellular networks. The algorithms can be further improved,
when MSs achieving very low rates are discarded and the power for them is assigned
to the remaining MSs.
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Figure 7.11.: Empirical CDF of the user rates after outage reduction with Algorithm 3.

7.5 Conclusions

The relay carpet with its simple transmission and power control schemes presented
in this an the previous chapter offers a significant performance gain as compared to a
conventional multi-user MIMO approach, not only in terms of achievable rates but also
with regard to power savings and outage behavior. By considering Fig. 6.16, we see
that the performance of relaying scales beneficially with the node density, particularly
with the simple type A AF relays. With these relays, many users can be served
by each BS and high data rates can be achieved. When power control is applied,
further gains can be achieved and less power is required for a good QoS in the entire
network. By using simple frequency conversion relays, the two-hop concept for cellular
networks does not lead to additional delays and the relays can be implemented in
a low-complexity and inexpensive fashion. A massive deployment of relays can thus
act as an enabler of massive MIMO at the BSs and combines sophisticated multi-user
beamforming with small cells. We thus consider the relay carpet to be a promising
concept for cellular networks that can improve their performance by the factors required
for future generations.

Nevertheless, the transmission schemes applied so far do not exploit the available
resources to its full extent. The BS precoding that zero-forces the unintended data
streams to other relays within the same cell is not flexible enough for future networks.
Especially when relaying is combined with transmit cooperation at the BSs, other
beamforming schemes such as SLNR precoding offer more appropriate and dynamic
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possibilities. In the next chapter, we thus expand the relay carpet concept to a further
step and introduce post-cellular networks in which the cellular structure is completely
abandoned. The MSs are then served in a highly flexible way in which we combine
BS cooperation and low-complexity relaying with optimized link selection, BS cluster
optimization, and power control. In this way, the mobile users can benefit from all
advantages of the aforementioned schemes discussed in this thesis so far. Each MS is
then served by its own subset of BSs and multiple relays and all infrastructure nodes
cooperate together in a distributed way that takes the different node complexities into
account.
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In order to overcome the high expectations of future cellular networks, sophisticated
interference management is inevitable as we have seen in the previous chapters. High
data rates, good coverage, and reliability can only be achieved when all resources of
the network can be allocated in an efficient way to the users. The classical approach
thereby is to introduce a spatial reuse that ensures a certain separation between BSs
that use the same physical channel [33]. By exploiting the pathloss, each BS has to be
closer to the users it serves than to other users it interferes with, which leads to the
usual cellular network topology. To increase the network capacity, multiple BSs should
cooperate with each other and additional BSs can be installed in the areas where it
is most needed. With such a densification, the cell sizes are reduced down to pico- or
femto-cells [41, 98]. In practice, however, finding sufficiently many new BS sites is in
many cases difficult or even impossible, e.g. due to the costs, availability of backbone
access, or public acceptance.

To this end, it might be more convenient to abandon the cellular network layout
but rather let backhaul access points operate in places where they can most easily be
installed. With this, the typical cells of traditional networks vanish and the backhaul
access points have to serve MSs that are possibly far away. Such a “post-cellular”
network topology, however, requires an aggressive spatial multiplexing that separates
interfering users. This can be achieved by large antenna arrays at the BSs (massive
MIMO) [94] or by forming large virtual antenna arrays with cooperative transmission
across different BS sites [39, 80]. Dedicated stationary nodes not belonging to the
wired infrastructure, such as relays, can thereby assist the communication between
BSs and MSs. As shown by the relay carpet concept with ubiquitous relaying in the
chapters before, even relays of very low complexity that are spread in large numbers can
substantially reduce system complexity and enable massive MIMO while a favorable
performance scaling is maintained.
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Figure 8.1.: A “post-cellular” network in which a cluster of BSs serves a wide area by the
assistance of many distributed low-complexity relays.

Example scenarios of such post-cellular networks could include cities where sophis-
ticated backhaul access points/BSs are installed around the city where more space is
available and the public acceptance is higher or the roll-out of a new technology or a
developing country where a high density of BSs is available in a confined region (e.g.
the capital city) but no wired infrastructure in the backcountry. The MSs in the city
center or backcountry could then be served by massive relay enabled spatial multiplex-
ing or the help of possibly available existing BSs or residential internet access points.
But also in dense scenarios, e.g. in urban hot spots, the joint use of sophisticated BS
beamforming and ubiquitous relaying can enable the required performance gains for
future mobile communication networks. The network becomes thereby closer to an
ad-hoc like network in which new nodes can seamlessly be integrated into the existing
infrastructure.

In this chapter, we consider such post-cellular networks where sparsely located BSs
serve MSs that are possibly far away by cooperation and the help of low-complexity
relays (see Fig. 8.1). To this end, we combine the insights and approaches from all
previous chapters and bring them together in one framework in which we can profit
from the advantages from the previously studied concepts and schemes:

• BS cooperation with large or massive MIMO arrays,

• network densification by the deployment of many relays,

• link selection with dynamic BS clustering and relay routing,

• power control to manage the residual interference and to optimize the network
performance.
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With this, the most important approaches that are under discussion for 5G network
are combined. The massive deployment of relays acts thereby as an enabler for massive
MIMO antenna arrays and builds a bridge between sophisticated large scale beamform-
ing and densification to ultra small cells with small and low-power nodes.

By BS cooperation studied in Chapter 3, we have already seen that promising gains
can be achieved when multiple BSs transmit their signals with joint precoding. The
applied block ZF approach has thereby been chosen as a technique that allows precod-
ing with relatively low complexity. Combined with optimized power loading, different
objectives such as maximizing the minimum rate, the sum rate, or others can effi-
ciently be solved. When the network geometry is adapted to BS cooperation, this
form of precoding can lead to homogeneous rate distributions and good QoS in large
parts of the network. On the other hand, the ZF approach imposes severe restrictions
on the number of antennas, number of supported users, and requires fixed and non-
overlapping BS clusters. Moreover, in order to formulate optimization problems that
can efficiently be solved, the OCI the BSs cause to other cooperation areas is ignored.
Better performance can be achieved if this OCI was also controlled and mitigated.
With block ZF, this would however require a vast amount of excess antennas that can
then no longer be used for optimizing the desired signals but are needed to null (also
very weak) interference links.

In order to obtain a more flexible solution, we apply a leakage based precoding scheme
that is based on SLNR precoding [121,123]. Interference is thereby not zero-forced but
the signal and the interference caused by the BSs is balanced in a way that allows to
improve the performance in the entire network. The precoding can be calculated in
closed form, which does not require any complex iterative procedures, no restrictions
regarding number of antennas are imposed, and the cooperation clusters can be built
flexibly and dynamically for each user separately. With such dynamic cooperation
sets, the precoding can quickly be adapted to changing user distributions and rate
requirements. As the SLNR-based precoding approach decouples each transmission
from each other, we can also easily incorporate power control to manage the residual
interference between different users. The dynamic BS clustering goes thereby one step
further as e.g. in [37], where BS clusters are built dynamically and optimized, but
have to remain fixed during relatively long time periods to allow to cancel intra-cluster
interference. An alternative is proposed in [125] where the BS beamforming and the
cooperation clusters are jointly optimized. The solution requires however a complex
iterative optimization procedure. Nevertheless, the dynamic clustering can achieve
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large improvements over static approaches which can be expected to carry over also to
the SLNR approach used here.

In most cases considered so far, the networks were very regularly set up. When
the infrastructure nodes are located more randomly, as it is the case in current real
world networks and even more so in future networks where new BSs or internet access
points are installed wherever they can be, the interference scenario and the pathloss
distributions are different [138]. While we have seen in the macro diversity UB scheme
that link selection can already lead to large improvements of the network performance,
we can expect that a dynamic BS-MS assignment in non-regular network topologies
can lead to even higher gains. The higher differences in pathloss and interference at
different user locations can be exploited and we can profit from selection diversity while
the gains from cooperation can be maintained or even extended.

However, when different types of nodes coexist or cooperate with each other, they
might have different backhaul connections and different computational capabilities
which have to be taken into account by the transmission schemes. From a practi-
cal perspective, it is not feasible that all BSs cooperate with each other in a global
fashion, but each MS is desirably served only by a subset of BSs. Such a dynamic
BS clustering approach has already been studied in [28], where a sparse beamforming
design is developed. This approach, however, requires very complex iterative opti-
mization procedures that are computationally very costly, accurate CSI of the entire
network and cannot be extended to relay assisted networks.

When BS cooperation is assisted by additional relays, the performance can further be
boosted as we have seen in Chapter 4. The densification of the network allows thereby
to profit from smaller pathloss and the additional signal power of the supporting nodes
contributes to a better coverage. Based on the analysis in Chapter 6 and the arguments
provided in Chapter 7, we limit ourselves to simple AF relays in the following. Such
AF relays can forward multiple signals and can thereby assist the communication to
multiple MSs simultaneously which is not directly possible with DF relays. Simple relay
implementations further allow to deploy them in massive numbers which simplifies
channel estimation at the BSs when the users are served via such static relays and
enable massive MIMO. When considering the downlink, the relays inject and amplify
however additional noise and interference which needs to be controlled. When many
relays are deployed, only those that contribute to a better performance should be
used. To this end, relays with weak signals have to be turned off and the residual
interference and relay noise has to be controlled. Relay routing and power control
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are thus important to exploit the available resources and keep the interference on a
low level. Power control is thereby an efficient means as shown by the results in the
previous chapter.

Relay routing and link selection, on the other hand, allows to profit from selection
diversity and the interference seen by the different users can further be minimized by
a clever signal path through the relays. As shown in [20], joint relay scheduling and
resource allocation can indeed lead to large improvements in relay assisted networks.
The studies therein are however limited to DF relays that can only forward signals of
a single user and no BS cooperation is considered. By the combination of dynamic
BS clustering, joint beamforming, relay selection, and power control, we can expect to
gain from all the advantages of these schemes jointly.

To this end, we develop a framework that allows to optimize the network performance
by dynamic BS clustering with joint coherent transmission and extend the scheme
such that it can also be applied to relay assisted two-hop networks. The extension is
thereby not straight forward, as we take the limited CSI of the relays also into account
and consider practical conditions such as backhaul rate constraints and power control.
Thereby, we apply a leakage-based beamforming scheme [123] that can be calculated in
closed-form and develop an extension thereof for two-hop communication with simple
AF relays where the fading coefficients of the second hop channel are unknown. The BS
cooperation clustering, relay routing, and power allocation are then optimized by an
evolutionary algorithm [83] that is very efficient and flexible with respect to changing
requirements and/or constraints.

By simulation results, we show that such a relay enabled post-cellular network can
efficiently deliver high data rates to areas where no wired backhaul access is present.
The advantages of the different concepts studied in the previous chapters as cooperative
precoding with large antenna arrays, relaying, and massive deployment of small cells
are thereby beneficially combined such that mobile users can be served with high data
rates in a very dynamic and flexible way. We conclude that such post-cellular networks
topologies offer many advantages over the more traditional network setups.

8.1 System Model

In the following, we focus on DL transmission. Regarding the UL, each BS can perform
joint decoding of all desired signals. As we have seen in the last chapter, additional
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relays thereby improve the rates when they forward signals with a sufficiently high
SNR. When multiple BSs can cooperate and jointly decode the signals of their users
together, further improvements can be achieved. In the DL, however, each additional
node also imposes additional interference and, in the case of AF relays, also injects
additional noise into the system which can potentially lower the data rates again. The
DL is thus the more challenging direction of communication.

In this section, we introduce the network and signal models that are applied in the
rest of this chapter. Thereby, we distinguish two different network topologies. Firstly,
we describe a post-cellular network in which the BSs transmit directly to the MSs,
i.e. no relays are present in this case. In this way, we can develop the precoding
with dynamic BS clustering based on the simpler network description. This basic
network is then extended to the case where also relays are deployed. The signaling and
optimization procedures introduced for the direct transmission can then be adapted
such that also two-hop transmissions are handled. Thereby, we assume that the MSs
are either all served directly by their associated BSs or they are served via relays in a
two-hop fashion where the direct channels from the BSs are not used. A combination
of direct and two-hop communication could also be included in the framework, but we
will comment on that later.

8.1.1 Direct Transmission

The basic network with direct BS-to-MS transmission under consideration consists of B
BSs that transmit signals to M MSs. For the sake of notational simplicity, we assume
that all BSs are equipped with NB antennas and all MSs with NM antennas. With
BS cooperation, each MS j ∈ {1, . . . ,M} can be served jointly by a subset of BSs. In
contrast to the BS cooperation schemes applied so far, each user can here be served
by its own BS cluster that possibly overlaps with clusters of other MSs. In order to
represent which BSs serve which MSs, we define the routing or BS clustering matrix
C ∈ {0, 1}M×B as the matrix whose element C[j, b] in the j-th row and b-th column
is 1 if MS j is served by BS b and 0 otherwise. Each MS can thus be served by an
arbitrary number of BSs and the BS cooperation clusters for different MSs can overlap
or contain different nodes. Furthermore, we use Ij to denote the set of indices of the
non-zero elements of the j-th row C[j, :] (the BSs that serve MS j) and Jb to denote
the index set of the non-zero elements of the b-th column C[:, b] (the MSs that are
served by BS b).
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For a practical implementation, we limit ourselves to linear precoding and describe
the transmit signal of BS b by xb =

∑
j∈Jb Qj,b · sj, where sj ∈ Cds is the data symbol

vector with ds elements i.i.d. CN (0, 1) intended for MS j and Qj,b ∈ CNB×ds the
corresponding precoding matrix from BS b. The transmit signals are constrained to a
per-BS sum transmit power constraint

Tr

{∑
j∈Jb

Qj,b ·QH
j,b

}
≤ PB. (8.1)

For the case of direct BS-to-MS transmission, we use Hj,b ∈ CNM×NB to describe
the block fading channel between BS b to MS j and Hj,Ij =

[
{Hj,b}b∈Ij

]
for the

concatenated channel matrix from all BSs b ∈ Ij to MS j. With wj being the additive
noise with elements i.i.d. CN (0, σ2

w), the receive signal at MS j, split into desired
signal, interference, and noise, is given by

yj = Hj,Ij ·Qj · sj +
M∑
i=1
i 6=j

Hj,Ii ·Qi · si + wj, (8.2)

where Qj =
[{

QT
j,b

}
b∈Ij

]T
is the concatenated precoding matrix for the signal to MS

j from all its serving BSs.

For given clustering and precoding matrices C and Qj, the achievable rate for MS j
can be computed by

Rj = log2 det

{
I +

(
K

(i+n)
j

)−1

·K(sig)
j

}
, (8.3)

with the covariance matrices of the desired signal and interference plus noise which are
given by

K
(sig)
j = Hj,IjQjQ

H
j HH

j,Ij (8.4)

K
(i+n)
j =

M∑
i=1
i6=j

Hj,IiQiQ
H
i HH

j,Ii + σ2
w · INM

. (8.5)

The signal model and the resulting achievable rates thus differ only in the form of the
BS clusters from the other cooperative networks considered in the previous chapters.
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8.1.2 Two-Hop Transmission

When the transmission is assisted by additional relays, we let the MSs be served in
a two-hop fashion and do not include the direct link between BSs and MSs. With
this, the BSs see only the channel to the relays and we can apply and profit from the
advantages discussed in the relay carpet concept. The channels to the possibly moving
MSs, which are hard to estimate when many BS antennas are involved, are thereby
not required by the precoding scheme as we will see. For the network description,
we assume that K relays, each with NR antennas, are present in the network. The
descriptions of the BS clusters by the matrix C and the sets Ij and Jb as well as the
model of the BS transmit signals are adopted from the direct case.

For the two-hop communication, we use H
(1)
k,Ij to denote the first hop channel from

all BSs in the set Ij to relay k. The receive signal of relay k is then

rk =
M∑
j=1

H
(1)
k,Ij ·Qj · sj + nk, (8.6)

with nk being the relay noise with elements i.i.d. CN (0, σ2
n). In order to use relay nodes

of very low complexity and low cost, such that they can be implemented in massive
numbers throughout the network, we consider the simple type A AF relays described
in Chapter 7. These relays perform a frequency conversion and amplify the received
signal with a fixed gain matrix Gk = αk · INR

, where αk is the amplification factor.
Such relays can be implemented in a very inexpensive way (analog) and introduce no
additional delays. With H

(2)
j,k describing the second hop channel between relay k and

MS j, the receive signal at MS j follows as

yj =
K∑
k=1

M∑
i=1

H
(2)
j,kGkH

(1)
k,IiQisi +

K∑
k=1

H
(2)
j,kGknk + wj. (8.7)

For given clustering, precoding, and relay gain matrices C, Qj, and Gk, the achiev-
able rate for MS j over two hops follows as

Rj =
1

2
log2 det

{
I +

(
K

(i+n)
j

)−1

·K(sig)
j

}
. (8.8)

Here we assume in-band relays, i.e. the separation of the two-hop with different fre-
quency bands with FDD relays is reflected in the prelog factor 1

2
. When out-band
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relays are used or when the second hop is for free as discussed in Chapter 6, this prelog
factor can be omitted. The covariance matrices in (8.8) are given by

K
(sig)
j =

K∑
k=1

K∑
l=1

H
(2)
j,kGkH

(1)
k,IjQjQ

H
j H

(1)H
l,Ij GH

l H
(2)H
j,l (8.9)

K
(i+n)
j = E

[
yjy

H
j

]
−K

(sig)
j . (8.10)

In the following, we develop how the precoding and the cooperation clustering can
be designed to maximize the network performance. To this end, we first consider the
case of direct transmission without relays and extend the framework afterwards to the
two-hop case.

8.2 Cooperative Precoding

In order to achieve a good network performance, the cooperation sets described by C

need to be chosen appropriately and the precoding matrices Qj need to be optimized.
In practical systems, it is thereby hardly possible that all BSs of the entire network
can cooperate with each other. Not only would the computational complexity be
prohibitive but also the required data traffic between BSs would exceed any feasible
backhaul capacity. It is therefore desirable that each MS is only served by a small or
moderate number of BSs, i.e. that the clustering matrix C is sparse, and that practical
conditions as limited backhaul rates are considered in the optimization. In this way,
the complexity of sharing data between different BSs and joint signal processing can
be reduced and kept feasible for practical implementation.

This aspect has already been studied in [28], where the authors attempt to maxi-
mize the system performance under per-BS transmit power as well as backhaul rate
constraints. By considering the weighted sum rate as the performance measure, the
resulting optimization problem can be formulated as [28]

max
Qj,b

M∑
j=1

αj ·Rj (8.11)

s.t. Tr

{∑
j∈Jb

Qj,bQ
H
j,b

}
≤ PB, ∀b (8.12)∑

j∈Jb

Rj ≤ CB, ∀b. (8.13)
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The difficult backhaul rate constraint (8.13) is then rewritten as an `0-norm constraint

M∑
j=1

∥∥∥‖Q̃j,b‖2
F

∥∥∥
0
·Rj ≤ CB, (8.14)

where Q̃j,b = Qj,b if j ∈ Jb and Q̃j,b = O if j /∈ Jb. This constraint can then be
approximated by a reweighted `1-norm constraint, as it is often done in the compressive
sensing literature [19]. The rate constraint reads then

M∑
j=1

‖Q̃j,b‖2
F

‖Q̃j,b‖2
F + τ

·Rj ≤ CB, (8.15)

for some small constant regularization factor τ > 0. The resulting approximated
optimization problem can then be solved iteratively over a number of equivalent con-
vex optimization problems that minimize the weighted minimum mean square errors
(WMMSE) [131]. The backhaul constraints are thereby an important ingredient to en-
force sparse clusters, as the more stringent the backhaul constraints are, the less MSs
can be served by a BS. While this approach converges to a locally optimal precoding,
it requires global CSI and high computational power, as the algorithm consists of an
iterative procedure in which an entire convex optimization problem has to be solved
in each iteration. In the following, we attempt to maximize the network performance
in a suboptimal but more efficient way that can be distributed and extended to two-
hop communication in post-cellular networks which is not directly possible with the
WMMSE algorithm.

8.2.1 Leakage Based Precoding

In order to get a low-complexity algorithm for BS clustering, we apply a leakage-based
beamforming scheme as in [121–123]. Although it is suboptimal in terms of achievable
rate, it can be calculated in closed form, which is efficient, and is a well-proven and
suitable choice for flexible BS cooperation, as it decouples the transmissions to different
users. In this way, the BSs do not need to be clustered in fixed groups that can only
serve a closed set of MSs, but each MS can be served by a different subset of BSs.
In contrast to the block ZF approach discussed in previous chapters, this offers the
possibility to apply dynamic and flexible cooperation clustering that goes beyond any
cell or cooperation area boundaries.
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For a given BS clustering matrix C, let Hj,L =
[
{Hi,b}i 6=j,b∈Ij

]
be the matrix that

contains all channels from the BSs b ∈ Ij that are involved in the transmission to
MS j to all other MSs i 6= j, i.e. the channel that leaks interference to other users.
Furthermore, we induce a per-MS power budget Tr

{
QjQ

H
j

}
≤ PM instead of the per-

BS transmit power constraint (8.1). This allows a scaling of the precoding matrices

Q̃j =

√
PM

Tr{QjQH
j }
·Qj (8.16)

across the different BSs that are involved. With this, each MS has the same power
budget, irrespective of how many BSs are involved in the corresponding transmit clus-
ter. As a consequence however, the BSs might have to serve different numbers of MSs
and due to the SLNR beamforming it is not a priori clear with how much power each
BS transmits, or whether the BS power constraint (8.1) is violated at some BSs. How
the power constraint can be incorporated is described later in Section 8.3.

The signal-to-leakage-and-noise ratio (SLNR) of the link to MS j is defined as the
ratio of the receive signal power of the desired signal at MS j and the noise power plus
the total leakage signal power at all other MSs. The SLNR is calculated by [123]

SLNRj =
Tr
{

Hj,IjQ̃jQ̃
H
j HH

j,Ij

}
Tr
{

Hj,LQ̃jQ̃H
j HH

j,L

}
+ Tr {σ2

w · INM
}

(8.17)

=
Tr
{

Q̃H
j HH

j,IjHj,IjQ̃j

}
Tr
{

Q̃H
j HH

j,LHj,LQ̃j

}
+ σ2

wNM

(8.18)

=
Tr
{

QH
j HH

j,IjHj,IjQj

}
Tr
{

QH
j

(
HH
j,LHj,L + σ2

wNM

PM
· INB

)
Qj

} , (8.19)

where the second equality follows from the cyclic shift property of the trace and the
third equality from the variable substitution (8.16). The SLNR is maximized by
choosing Qj as the (scaled according to (8.16)) generalized eigenvector (GEV) that
corresponds to the largest generalized eigenvalue of the matrix pair HH

j,IjHj,Ij and
HH
j,LHj,L + σ2

nNM

PM
· INB

, in short

Q?
j = max GEV

{
HH
j,IjHj,Ij ,H

H
j,LHj,L +

σ2
wNM

PM

· INB

}
. (8.20)
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In order to support multiple spatial streams to each MS, we extend this solution and
choose for Qj the ds largest generalized eigenvectors. For a further improvement of
the achievable rates, the chosen generalized eigenvectors have to be scaled according
to a waterfilling-like optimization. This is handled together with incorporating the
power constraint in Section 8.3. Note that this form of precoding does not impose any
conditions on the number of BSs, MSs, or their antennas and each MS is served by its
own subset of BSs that can overlap with other subsets associated with other users.

8.2.2 Precoding for Two-Hop Networks

When the MSs are far away from the BSs, the performance can be enhanced by relays
that are spread in large numbers. To this end, the relays should be of low cost and
low complexity and can therefore not fulfill complicated tasks. We thus assume that
no CSI is available from the second hop, i.e., the relays are not able to estimate any
channels. For the BSs, however, we assume that they have local CSI of their first hop
channels, i.e. the channels to the relays. This CSI is simple to acquire when the relays
are fixed as argued in Chapter 7. In this case, the BSs only have to track quasi-static
channels which simplifies channel estimation. For the second hop, we consider two
different cases: First, we assume that no CSI at all is available for the relay-to-MS
channels. In this case, the BSs can apply only beamforming on the first hop and
the relays retransmit the amplified signals without further processing. In the second
option, we assume that the BSs might have statistical CSI of the channels between
relays and MSs. This knowledge can e.g. be obtained when the positions of the relays
and MSs are known, possibly by reporting GPS information to the BSs. With this
information, the pathloss (including shadowing) and thus the second order statistics of
the channels are available for the calculation of the precoding. To this end, the BSs can
either calculate the pathloss from the positions of the relays and MSs or these values
are stored in a lookup table. In the following, we adapt the SLNR beamforming for
the relaying scenario for these two cases.

Ignoring the 2nd hop

A simple and straightforward way to calculate the precoding is to treat selected relays
as the receivers and to ignore the second hop. To this end, we introduce a relay
clustering matrix D ∈ {0, 1}M×K which is defined, like the BS clustering matrix C, as
the matrix whose element D[j, k] is 1 if MS j is served via relay k and 0 otherwise and
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I(R)
j for the corresponding index set. The (assumed) channel for the desired signal is

then H
(1)
j =

[
{H(1)

k,b}k∈I(R)
j ,b∈Ij

]
, i.e. only the first hop channels of the involved links are

considered, and the covariance matrix for the SLNR calculation is Rj = H
(1)H
j ·H(1)

j .
Similarly, the leakage covariance matrix is Rj,L = H

(1)H
j,L · H

(1)
j,L, where H

(1)
j,L is the

concatenated matrix that contains all channels from the selected BSs in Ij to all active
relays that are not selected for transmission to MS j (inactive relays, i.e. relays with
all zeros in their respective column in D, are excluded). With this, the precoding for
MS j can, as in (8.20), be found by

Q?
j = max GEV

{
Rj,Rj,L +

σ2
nNR|I(R)

j |
PM

· INB

}
, (8.21)

which maximizes the SLNR at the selected relays

SLNRj =
Tr
{
QH
j RjQj

}
Tr

{
QH
j

(
Rj,L +

σ2
nNR|I

(R)
j |

PM
· INB

)
Qj

} . (8.22)

In order to support multiple spatial streams for each user, we again use the ds largest
generalized eigenvectors and weight them with optimized power allocation as described
in Section 8.3. The signals transmitted by the BSs are then received by the relays,
amplified by the gain matrices Gk and forwarded to the MSs. For appropriately chosen
relay gains and clustering matrices C and D, the interference that these relays generate
should be kept low. The optimization of these clustering matrices developed in Section
8.3 will take care of that.

Expectation over 2nd hop

As an alternative, the BSs can make use of the statistical CSI that is available of the
second hop. Under the assumption of Rayleigh fading, the second hop channels can be
written as

H
(2)
j,k =

√
1

Lj,k
· Fj,k, (8.23)

where Fj,k ∼ CN (O, I) is the unknown small scale fading and Lj,k is the known
pathloss. With this, we can calculate the expectation with respect to Fj,k of the
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desired signal power at MS j

P
(sig)
j = EF

Es

∥∥∥∥∥
K∑
k=1

H
(2)
j,kGkH

(1)
k,IjQjsj

∥∥∥∥∥
2

2

 (8.24)

= EF

[
Tr

{∑
k,l

√
1

Lj,kLj,l
Fj,kGkH

(1)
k,IjQjQ

H
j H

(1)H
l,Ij GH

l FH
j,l

}]
(8.25)

=
∑
k,l

√
1

Lj,kLj,l
Tr
{
EF

[
FH
j,lFj,k

]
GkH

(1)
k,IjQjQ

H
j H

(1)H
l,Ij GH

l

}
(8.26)

= Tr

{
K∑
k=1

1

Lj,k
NM ·QH

j H
(1)H
k,Ij GH

kGkH
(1)
k,IjQj

}
(8.27)

= Tr

{
QH
j

(
NM ·

K∑
k=1

1

Lj,k
H

(1)H
k,Ij GH

kGkH
(1)
k,Ij

)
Qj

}
, (8.28)

which follows from the cyclic shift property of the trace and

EF

[
FH
j,lFj,k

]
=

NM · INR
, if k = l

O, if k 6= l
(8.29)

as the small scale fading is assumed to be independent for channels between different
nodes. Likewise, the expected leakage power can be calculated by

P
(leak)
j = EF

Es

∥∥∥∥∥∑
i 6=j

K∑
k=1

H
(2)
i,kGkH

(1)
k,IjQjsj

∥∥∥∥∥
2

2

 (8.30)

= Tr

{
QH
j

(
NM ·

∑
i 6=j

K∑
k=1

1

Li,k
H

(1)H
k,Ij GH

kGkH
(1)
k,Ij

)
Qj

}
(8.31)

and the expected noise power follows the same lines as

P
(noise)
j = EF

En,w

∥∥∥∥∥
K∑
k=1

H
(2)
j,kGknk + wj

∥∥∥∥∥
2

2

 (8.32)

= NM · Tr

{
K∑
k=1

σ2
n

1

Lj,k
GkG

H
k

}
+NM · σ2

w. (8.33)
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The SLNR, in which NM cancels out, is then given by

SLNRj =
P

(sig)
j

P
(leak)
j + P

(noise)
j

(8.34)

=
Tr
{
QH
j ·Rj ·Qj

}
Tr
{
QH
j ·Rj,L+N ·Qj

} (8.35)

with

Rj =
K∑
k=1

1

Lj,k
H

(1)H
k,Ij GH

kGkH
(1)
k,Ij (8.36)

Rj,L+N =
∑
i 6=j

K∑
k=1

1

Li,k
H

(1)H
k,Ij GH

kGkH
(1)
k,Ij +

Tr
{∑K

k=1 σ
2
n

1
Lj,k

GkG
H
k

}
+ σ2

w

PM

· INB
, (8.37)

which is again maximized by

Q?
j = max GEV {Rj,Rj,L+N} . (8.38)

With the expectation of the second hop, no relay clustering matrix D is required
anymore. The routing of the signal paths via the different relays is done implicitly
with the beamforming. Due to the known pathloss of the second hop, the transmit
signal of the BSs can be directed to the relays which provide the best expected signal
power at the corresponding MS and suppresses the interference accordingly. With
properly selected BS clusters, a good tradeoff between signal and interference power
can thus be found and the relays that provide the best signals are selected while less
useful relays are not included. With additional power control at the relays, a good
performance can be achieved and an optimized relay selection can be realized, where
each relay is integrated into the transmission or not depending on its relative distance
to the MSs and the expected signal strengths. This optimization is developed in the
following section.

8.3 Constrained Cluster Optimization

After having calculated the precoding for fixed and given clustering matrices, we now
attempt to find optimal clustering matrices C (and D if required). To this end, we
apply an evolutionary algorithm [83] in which we also incorporate power control to fur-
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ther improve the performance and to satisfy the per-BS transmit power constraint (8.1).
Finding the optimal clustering matrix is a combinatorial problem that is generally hard
to solve. Evolutionary algorithms are heuristic search techniques that simulate natural
selection and evolution that can solve such problems efficiently. Thereby, initializations
(called individuals in the jargon of evolutionary strategies) are varied by random vari-
ations as mutation or crossovers. By a selection procedure according to the resulting
value of the fitness or utility function, the individuals converge toward the optimum
while bad choices die out with the iterations. This procedure is quite efficient, as only
evaluations of the fitness function have to be calculated and no gradients or other com-
putations are required. Especially for optimization problems with many local optima
and with large search spaces, a solution which is close to the global optimum can be
found in an efficient way.

For the optimization, we consider one of the following utility or fitness functions of
the clustering C (and thus the achievable rates):

1. the sum rate fΣ(C) =
∑M

j=1 Rj,

2. the minimum rate fmin(C) = min{R1, . . . , RM}, or

3. the outage probability fout(C) = Pr {Rj < R?} for some target rate R?.

Also other, possibly more complicated fitness functions can be applied, but we focus on
these three as they provide a good overview over the different performance measures
that are of importance to the communication networks.

In the optimization process, a population of Nind individual clustering matrices C
(t)
n ,

for n = 1, . . . , Nind and iteration index t = 0, 1, . . . Tmax, is generated, where Tmax is
the maximal number of iterations after which the algorithm is terminated. In each
iteration step t, the evaluated fitness function of the different individuals are compared
and sorted according to their value and the clusters are updated by mutation until a
sufficiently good solution is found.

As initialization, Nind clustering matrices C
(0)
n are randomly generated. For each of

them, the SLNR precoding as well as the resulting achievable rates are calculated as
described before. All individuals of the population are then sorted according to the
evaluated fitness function and the Nsur best (surviving) clustering matrices are selected.
In each iteration step t, the surviving clustering matrices are reused and Nchild mutated
children are generated from each of them. To this end, each bit of the actual clustering
matrix C

(t)
n is flipped with a probability pt that can change during the iteration steps
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for an accelerated convergence, i.e.

C(t+1)
n =

(
C(t)
n + Crand(pt)

)
mod 2. (8.39)

For a good tradeoff between performance and convergence speed, we update the bit
flip probabilities with pt+1 = τ · pt, for some update factor τ ∈ (0, 1). Additional to
the survivors and the children, we also generate Nnew = Nind −Nsur −Nsur ·Nchild new
individuals randomly in each iteration step. After Tmax iterations, the optimization is
terminated. The procedure is summarized in Algorithm 4. The option to include con-
straints such as the power constraint, backhaul constraint or others is already included.
In the following, we discuss the extension of the scheme to such additional constraints
and to incorporate power control for the BSs as well as the relays.

Algorithm 4 Evolutionary Algorithm
1: Initialization: population of Ninv clustering matrices C

(0)
n

2: for t = 0 : Tmax do
3: Calculate Q

(t)
k and R(t)

k , ∀k according to (8.20), (8.21), or (8.38) and (8.3)
4: if Additional constraint is active then
5: Set R(t)

k = 0 if constraint is violated
6: end if
7: Choose Nsur best C

(t)
n according to f(R

(t)
k )

8: Mutate bits in Nsur surviving C
(t)
k with probability pt

9: Generate Nnew new random individuals C
(t)
n

10: end for
11: Choose Qk = maxn{Q(Tmax)

n }

8.3.1 Power Control

The SLNR precoding matrices are designed based on a per-MS power budget. Due
to the cooperation between multiple BSs, a per-BS transmit power constraint is not
straightforward to apply, because the entire precoding matrix Qj needs to be scaled
with one scaling factor, otherwise the SLNR optimality would be destroyed. To this
end, the per-MS power budgets PM,j are applied which can be chosen such that the
per-BS power constraint is met during the iterations of the optimization. To achieve
this, the clustering matrix C is extended to C̃ = [C,P], where row j of P is the binary
representation of qj+1

2Nbits
·PM,max with Nbits bits that describes the fraction of the maximal

power PM,max that is allocated to MS j. The extended matrix C̃ is then optimized in
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8. Post-Cellular Networks

the evolutionary algorithm as before, attempting not only to find the optimal BS-MS
association, but also an optimal power scaling for each data stream. The per-BS power
constraint can be incorporated by setting

R̃j =

Rj, as in (8.3) if power constraint is met

0, if power constraint is violated,
(8.40)

i.e., a rate resulting from a precoding that violates the constraint is rejected and the
optimizer tries to find a valid solution.

The same procedure can also be applied to the amplification gains of the relays.
Thereby, a binary matrix G whose j-th row is the binary representation of αk =
qk+1

2Nbits
·αmax, i.e. the fraction of the maximal amplification, is applied. The relay power

control can the be incorporated into Algorithm 4 in the same way as the BS power
control.

8.3.2 Additional Constraints

In a similar way, we can incorporate additional constraints as e.g. a per-BS backhaul
rate constraint

RΣ,b =
∑
j∈Jb

Rj ≤ Cb, ∀b, (8.41)

where the total delivered data rate of BS b must not exceed the capacity Cb of its
backhaul connection. Note that in (8.41) only the actual user data is included in the
backhaul constraint. Additional traffic (e.g. control signals) can easily be included by
an additional additive or multiplicative constant. Alternatively, also other constraints
are possible, such as e.g. a maximal number Mmax of MSs a BS can serve, i.e. a
constraint of the form

|Jb| ≤Mmax. (8.42)

For the optimization, RΣ,b is calculated in each iteration. If this value fulfills constraint
(8.41), the current achievable rates are used, otherwise, they are set to zero as in (8.40).
In this way, the algorithm can also deal with additional, possibly difficult, constraints.

8.3.3 Relay Networks

The performance of the relay network can also be optimized in the same way. If the
SLNR scheme that ignores the second hop is applied, the relay selection matrix D has
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to be included into the optimization. It is thereby treated in the same way as the BS
clustering matrix C. For the case of the second SLNR scheme in which the statistical
CSI of the second hop is considered, no such relay selection matrix is required as the
relays are selected implicitly by the BS beamforming. In order to optimize the relay
gain factors αk, we can proceed as with BS power control: the applied relay gains are
encoded as binary bit strings, where an optimal fraction of αmax is applied to each
relay.

With this algorithm, the difficult problem of BS clustering, relay routing, and power
allocation under practical conditions can be solved very efficiently. To this end, the
achievable rates have to be evaluated for each iteration of the optimization. As the
small scale fading of the second hop is assumed to be unknown, this can be realized
either by a rate feedback of the MSs or by generating random virtual fading coefficients
according to their distribution and to maximize (a fitness function of) the sample mean
Rj = 1

t

∑t
i=0R

(i)
j . As a result, the algorithm can track changes in the network topology

“on the fly” without starting from the beginning, e.g. when some channels change their
fading coefficients or when some MSs drop out of the network or if new nodes come in.
When all MSs are served exclusively via relays, no channel coefficients to the moving
users have to be known. The BSs only require covariance matrices of the desired signals,
interference, and noise on the first hop channels. These can be acquired over relatively
long time periods. Accordingly, the overhead for channel estimation can be kept small
while all users can still profit from the advantages of BS cooperation and small relay
cells.

8.4 Simulation Results & Discussion

For the evaluation of the proposed schemes in post-cellular networks, we again distin-
guish between direct and two-hop transmission. First, we consider networks in which
M MSs are served directly by B BSs. With this, we can study the effects of BS clus-
tering and SLNR based precoding and can compare the performance with reference
schemes from the literature as well as the approaches discussed earlier in this thesis.
Networks with relays are considered later. In all simulations, we apply the WINNER
II based channel model with the settings of the urban environment and assume a total
transmit power at each BS of PB = 40 W if not stated otherwise and a noise variance
of σ2

w = 5 · 10−12 W at the MSs.
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Direct transmission Two-hop communication

1000 m
10

00
 m

2000 m

Figure 8.2.: For the simulations, direct transmission and two-hop communication via relays
are distinguished.

8.4.1 Post-Cellular Network with Direct Transmission

In order to compare the evolutionary optimization with other schemes, we first consider
a setup in which M = 15 MSs and B = 5 BSs are randomly located in a square of
1000 m× 1000 m according to a poisson point process [52]. The setup is schematically
depicted in the left hand side of Fig. 8.2. The BSs and MSs are equipped with NB = 4

and NM = 2 antennas, respectively. The evolutionary optimization as proposed in
this chapter is compared with the WMMSE approach from [28] and different static BS
clustering schemes without any optimization: In the first case, each BS serves the three
closest users (3 closest MSs). With this, all BS clusters have size three but different
MSs can be served by a different amount of BSs; some unlucky MSs might not be
served at all while others can receive signals from more than three BSs. In the second
case (3 closest BSs), each user chooses the three BSs that are closest to it. Thereby,
different BSs might have to serve a different number of MSs, but every user receives
desired signals from a BS cluster of size three. A fairer rate distribution can thus be
expected in this case. In the third static approach (global SLNR), all BSs form one large
virtual antenna array and jointly serve all users together. In all these static clustering
approaches, no optimization is performed. In order to satisfy the power constraint
at the BSs, the BS with the strongest transmit power is identified and all BSs are
then scaled by the same factor such that this strongest BS transmits with PB = 40 W,
while the others are scaled by the same factor. In the case of the BS clusters that
are optimized by the evolutionary algorithm, the power allocation is also optimized,
once to maximize the sum rate and once to maximize the minimum rate. Thereby, a
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Figure 8.3.: Empirical CDFs of average user rates and minimum rates, direct transmission.

power PM = 40 W is applied first to each signal, which can then be reduced by the
included power control with a resolution of Nbits = 32. The same power constraint is
also applied in the WMMSE scheme. The backhaul constraint is unlimited here.

Fig. 8.3 shows the empirical CDFs of average and minimum user rates for these
schemes. It can be seen that the static schemes are clearly outperformed by the opti-
mized ones and that the suboptimal SLNR based scheme with evolutionary optimiza-
tion of the BS clusters is close to the locally optimal WMMSE scheme. In the case
of sum rate optimization, the evolutionary algorithm achieves almost the same perfor-
mance as WMMSE, with a bit worse results in the low rate regime. The average user
rates with the static global SLNR approach are however not much lower than those of
the evolutionary optimization when no stringent backhaul rate constraints are applied.
The BS cluster optimization usually leads to solutions in which the strongest users,
which contribute most to the sum rate, are served by almost all BSs. The performance
gain is to a large part due to the added power control as we will see later. The static
schemes with smaller BS clusters lead to lower rates as the compound BS antenna
arrays are smaller. As a result, the interference mitigation is not as efficient as with
larger arrays as we have intentionally chosen a network setup with a total number of
BS antennas of B ·NB = 5 · 4 = 20 which is only two thirds of the total number of MS
antennas to be served M · NM = 15 · 2 = 30. Accordingly, not all interference terms
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can be cancelled or sufficiently reduced and smaller antenna arrays leave more leakage
in the network. The BS cluster optimization can in this setting however benefit from
link selection. Applied together with power control, the interference can thus be traded
with the strength of the desired signals.

With max-min optimization, the clustering optimization with included link selection
and power control leads to more improvements compared to the static clustering ap-
proaches. In the 3 closest MSs approach, some MSs are not served at all. In this case,
it happens that some MSs are not connected to any BS and the rate of these users is
accordingly zero. When each user is served by three or all BSs, the rate distribution
is fairer and all users are served, with slightly higher rates when global cooperation is
applied. The improvements with the optimization schemes are here much more pro-
nounced than for sum rate optimization. The BS cluster selection can prioritize the
weak users and the power control can further improve their performance by allocating
more power to them than to users that are already stronger due to their position and
fading realization. The WMMSE scheme for the minimum rate maximization is here
realized with a reweighted sum rate optimization as [28] cannot directly by applied with
max-min optimization. In order to approximate the minimum rate, the achievable rate
Rk is in the t-th iteration weighted with

αk =
t∑t

n=1R
(n)
k

, (8.43)

which gives higher weights to weaker users. Even though the evolutionary algorithm is
suboptimal, it is also here close to the WMMSE algorithm which is proven to converge
to a local optimum. However, the evolutionary scheme is of lower complexity and more
flexible as we will see in the following.

In the next simulation, we study the influence of limited backhaul capacities. To
this end, we consider the outage probability for a target rate of R? = 1 bps/Hz for the
different schemes shown in Fig. 8.4. The static schemes without optimization lead to
very poor results when the backhaul of the BSs can only support small rates. Global
cooperation with SLNR precoding but no power control is thereby the worst. When all
BSs cooperate with each other, the backhaul link of each BS must support a data rate
which is at least as large as the sum rate in the entire network. If this sum rate exceeds
the backhaul constraint, we count that as an outage event. Improved results could be
obtained with limiting the data rates to the MSs according to the backhaul constraint,
i.e. each BS could lower the data rates to the MSs it serves. With an appropriate
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Figure 8.4.: Outage probability for different backhaul rate constraints, direct transmission.

rate scaling, the backhaul constraint could be fulfilled while some additional users can
achieve their target rate. This would however involve a different type of optimization
which we do not consider here. For higher backhaul capacities however, global SLNR
performs better than the other static schemes as expected by the results we have seen
before. When each BS serves only its three closest MSs, the backhaul rates are already
limited as only the data rates of these three users needs to be supported. The outage
rate behavior with small backhaul capacities is in this case lower than with global
SLNR but still poor.

The optimized schemes on the other hand are quite robust with respect to the back-
haul rate constraints. Even when the backhaul is restricted to a low rate, the opti-
mization scheme manages to distribute the MSs to the different BSs and thus adapt
the backhaul traffic selecting the BS clusters such that the outage probability is kept
low. With BS cluster optimization, some links to MSs that achieve high rates can
be excluded and the corresponding BS thus serves less users. The backhaul capacity
of this BS can thereby be reduced. The performance saturates around 1

3
because the

number of MSs in the network is one third higher than can be served by the number of
BS antennas. For comparison, the performance of the WMMSE scheme is also shown.
For the latter, we again use the reweighted sum rate maximization (8.43) that approx-
imates the minimum rate maximization. It is thus not directly comparable as the fout

utility is not directly applicable to the WMMSE algorithm. Again, the evolutionary
scheme clearly outperforms the static ones and is close to the WMMSE algorithm. For
very low backhaul capacities (Cb ≤ 4 bps/Hz) however, the evolutionary algorithm has
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Figure 8.5.: Influence of power control on SLNR cooperation, direct transmission.

some difficulties to balance the rates appropriately as no rate scaling is performed here.
The achievable rates to the MSs are evaluated and taken and are not scaled down when
they exceed the target rate. With such a rate scaling, a better outage behavior can be
expected but an additional optimization would be required in this case.

In the following, we look at the influence of power control on the network perfor-
mance. To this end, we consider the example of sum rate maximization for different
numbers of bits for the resolution of power control. The backhaul rate is not limited.
The average user rates are plotted in Fig. 8.5. Without power control (Nbits = 0),
the optimized clustering is only slightly better than global SLNR. As we have already
argued before, the sum rate maximization without backhaul restrictions leads to solu-
tions in which the MSs with the strongest impact on the sum rate are usually served
by almost all BSs. The difference to global SLNR is therefore small in this case.
When the number of bits for power control is increased, the performance improves
until the performance gain saturates after about 16 bits. With 8 or 16 bits, a sig-
nificant performance gain can be observed compared with the case without optimized
power allocation. For comparison, we also plot the global SLNR scheme where power
control with the evolutionary algorithm is also included. Also here, the average user
rates increase similarly as when the BS clusters are optimized. In the case of sum rate
maximization, the static clustering with full cooperation among all BSs thus achieves
a similarly good performance as when link selection is applied. If the max-min case is
considered, the potential for optimizing the BSs clusters is higher as weak users can be
assigned to larger cooperation clusters than strong MSs. In this way, the rates can be
better balanced than with a static clustering approach.
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(a) Macro diversity UB, reuse 1, 30◦.
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(b) 3 BS cluster block ZF, FDMA, 30◦.
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(c) 3 BS cluster SLNR, FDMA, 30◦.
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(d) Global SLNR, FDMA, 30◦.

Figure 8.6.: 5% outage rate area plots, direct transmission with BS cooperation.

In order to compare the SLNR precoding with the other cooperation approaches
that we have introduced and studied earlier in this work, we consider the regular
urban micro-cell setup with sectorized cells as described in Section 3.5. We choose the
30◦ orientation of the directed BS antenna arrays and separate different cooperation
areas by the FDMA frequency allocation. For the simulations, we limit ourselves to
static BS clustering approaches and do not apply power control. In Fig. 8.6, we show
the area plots with 5% outage rates. As a reference, we use here the macro diversity
UB in the reuse 1 case (as in Fig. 3.13d) as well as the 3 BS cooperation with block
ZF with FDMA (Fig. 3.9d) as described in Chapter 3.

In Fig. 8.6c, we apply the SLNR based precoding and cluster the BSs in the same
way as in the case of block ZF, i.e. the BSs of three adjacent sectors that point towards
each other form one cooperation cluster. Always three MSs are thus served by the same
set of BSs and the clusters do not overlap. For a fair comparison, the transmit power
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of the BSs is here set to PB = 80 W and the BSs are equipped with NB = 8 antennas
in all cases. We can see that the SLNR based precoding leads to 5% outage rates
close to the BS that are significantly higher than with block ZF as well as with the
macro diversity UB. Towards the center of the cooperation and in the corners where
no BSs are located, the performance drops to low values. When this scheme would
be adapted to also include power control to maximize the minimum rates, a better
performance could be expected in these locations. With global SLNR however, the
same high 5% outage rates close to the BSs can be maintained while the rates in all
other locations are also significantly increased. Even though no power control is applied
here and all BSs are scaled such that the BS with the highest transmit power fulfills
the per BS power constraint with equality, the rate distribution is very homogeneous.
Accordingly, a data rate of about 4 bps/Hz can be guaranteed with a high probability
in the entire network. This is almost four times higher than with block ZF. With
power control, the performance could further be increased. The impact of optimized
BS clusters is however not expected to be large because the network geometry and the
FDMA frequency allocation between the different sectors is organized for clusters that
contain three BSs. The more BSs that cooperate with each other can however improve
the performance significantly.

In Fig. 8.7, we compare the empirical CDFs of the global SLNR scheme with the
best cooperation scenarios from Chapters 3 and 4. The SLNR based scheme achieves
significantly higher data rates than all others, even higher than in the six BS super-cells
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Figure 8.7.: Empirical CDFs of instantaneous user rates for different schemes in urban micro-
cells.

270



8.4. Simulation Results & Discussion

or when six infrastructure nodes (three BSs and three SNs) jointly serve three MSs.
The initial reference without cooperation and no CSIT is thereby outperformed by a
factor of about 20 when the performance on the 5% outage line is considered.

This is also reflected in the KPIs shown in Table 8.1, where the global SLNR cooper-
ation has full coverage with a target rate of 1 bps/Hz and the average 5% outage rate is
3.38 bps/Hz, which cannot be achieved with all other considered scenarios. The SLNR
based scheme does thus not only achieve a significantly better performance than the
other scenarios, but it is also more flexible and can dynamically be applied to changing
networks and user demands. Moreover, the acquisition of the CSIT is also simpler as
only covariance matrices are required instead of the full channel matrices in the case
of block ZF. The global SLNR scheme however involves a large data traffic between all
BSs as all have to cooperate and need to exchange all user data of the entire network.
However, as we have seen before, a similar performance or even a better one can be
achieved when the BS clusters are optimized and when power control is included. With
limited backhaul capacities or when the size of the BS clusters is limited, the proposed
clustering algorithm can still achieve very promising results.

Scheme Configuration Coverage Av. R5% (bps/Hz)
Reference FDMA, 0◦ 15 % 0.53
Macro diversity UB reuse, 0◦ 61 % 1.19
3 BS cooperation FDMA, 30◦ 86 % 1.26
6 BS super-cell reuse, super-cell 77 % 1.88
Relay selection FDMA, 0◦ 25 % 0.87
3 BS + 3 SN cooperation FDMA, 30◦ 99 % 2.38
3 BS SLNR cooperation FDMA, 30◦ 53 % 1.51
Global SLNR cooperation FDMA, 30◦ 100 % 3.38

Table 8.1.: Key performance indicators for the different schemes in dense urban micro-cells.

In the next section, we will see how this SLNR based scheme with constrained cluster
optimization is applied to relay assisted networks. Thereby, we see that we can further
exploit the flexibility of this scheme and can combine the dynamic BS cooperation with
the advantages of the relay carpet concept.
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8.4.2 Post-Cellular Relay Carpet

In the following, we consider a relay assisted post-cellular network and focus on the
mobile users that are on the right hand side of the schematic depicted in Fig. 8.2. In
this setup, the performance gains due to relaying are more evident. When sum rate is
considered, this measure is dominated by the best MSs, which are the ones that are
close to the BSs. With direct transmission, no prelog factor 1

2
applies (for the results

with relaying, a prelog factor of 1
2
is applied here). Users that are located in the same

area as the BSs can thus achieve higher rates by the direct transmission and comparing
that with the relay assisted communication would therefore not reflect the advantages
of the relaying schemes appropriately. MSs further away from the BSs can profit more
from the relays. To this end, we consider here a setup in which B = 5 BSs (each with
NB = 4 antennas) are randomly located in the first 500 m and serve M = 15 MSs
(NM = 2 antennas) in the rest of a 2000 m long network area (the width is 1000 m as
before). K = 30 relays with NR = 2 antennas, also distributed in the same range as
the MSs, assist the communication. The relay noise is set to σ2

n = 5 · 10−12 W. As all
nodes are located randomly, all channels are assumed to be of NLOS condition.

For such a two-hop network, we show a typical convergence behavior of the evolu-
tionary algorithm in Fig. 8.8. The relay noise is σ2

n = σ2
w = 5·10−12 W and the maximal

relay amplification gain αk,max is chosen that the average transmit power of each relay
is PB/10 = 4 W. For the optimization, we use Nind = 8, Nsur = Nchild = 2 and a bit
flip probability update with τ = 0.95. For this example scenario with a typical channel
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Figure 8.8.: Convergence behavior of the sum rate maximization for a typical network real-
ization with relays.
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realization, we can observe that the two-hop scheme with the relays (SLNR precoding
that ignores the second hop) leads to a significantly better sum rate than if the MSs
were served directly by the BSs. It can further be seen that the algorithm converges
after about 500 iterations, which is quite efficient for a network size of 5 × 15 × 30

nodes. Together with the power control resolution of Nbits = 32 bits, for both the BSs
and the relays, this leads to an optimization space of up to 2M ·B+(M+K)·Nbits = 21515 or
M ·B+(M+K)·Nbits+M ·K = 21965 possible solutions, depending on whether the relay rout-
ing matrix D is required or not. When more nodes are considered in a network or
when more bits for power control are included, the required number of iterations how-
ever grows. In order to keep the simulation effort manageable, we limit ourselves to
relatively small network sizes.
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Figure 8.9.: Influence of power control on relaying for different BS backhaul constraints.

Next, we look at the influence of restricted backhaul capacities and power control
and show achievable sum rates averaged over 1000 channel realizations in Fig. 8.9. For
each BS we impose a backhaul rate constraint of Cb and apply power control with a
resolution of a varying number of bits Nbits. In the case of relaying, we apply the SLNR
precoding scheme that ignores the second hop channels and the same number Nbits is
applied to power control at the BSs as well as in the relays. For comparison, we also
show the results of direct transmission in the same setup without power control, once
where each MS is served only by the BS that is closest to it and once where global
SLNR is applied. When the backhaul constraint is violated, we count that as an outage
event and set the sum rate to zero, i.e. no rate scaling is applied. In the relaying case,
we can observe that the first one or two bits of the power control have the strongest
impact. Beyond 16 bits, the performance gain with a higher resolution is negligible.
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Figure 8.10.: Achievable sum rates for different network configurations with relays.

Again, we can also observe that the optimization leads to particularly good results
when the backhaul rates are restricted to low values. The communication links can be
balanced and the signals are routed such that a good performance is achieved while
the backhaul traffic is distributed among the BSs. The power control can additionally
throttle down the transmit power at the BSs as well as at the relays such that resulting
data rates do not violate the backhaul constraints. Hence, no outage events occur
in this case (unless when Cb = 0). The relay network is thus also quite robust with
restrictions in the network and 16 bits for power control are sufficient. The performance
gain over the direct transmission is here particularly large. However, neither the power
allocation nor the BS clusters are optimized in this case. By optimizing them, the
direct transmission can also be improved but relaying still leads to significantly higher
rates as we will see next.

In Fig. 8.10, we show the achievable sum rates for a varying number of relays and
different numbers of MSs (M = 5, 10, 15). The number of antennas at the B = 5

BSs remains fixed to NB = 4. We compare the two different beamforming schemes for
the two-hop communication (SLNR ignoring the second hop and SLNR with averaged
second hop) and also show the results of the locally optimal WMMSE precoding for
the case of direct transmission without relays. In all cases shown here, the BS clusters
as well as power allocation are thus optimized. When sufficiently many relays are
deployed, the two-hop schemes lead to significantly higher average sum rates than the
optimized direct transmission. Thereby, exploiting the statistical CSI of the second hop
leads to further gains which even grow with an increasing number of relays. In contrast
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Figure 8.11.: Achievable minimum rate for different network configurations with relays.

to the scaling behavior discussed in Chapter 7, where the MSs cannot benefit from too
many relays that are active simultaneously, the link selection and power control leads
here to a beneficial scaling with more nodes. With the optimization, the performance
continuously increases when more relays are present and due to the adapted relay
amplification (which can also turn certain relays off) the network is able to balance the
additional noise and interference injected by the relays. As the BSs have in total only
B ·NB = 5 · 4 = 20 spatial degrees of freedom, the performance gain in sum rate starts
to saturate when more than M = 10 users are served. The further increase in sum rate
with more MSs can mostly be attributed to the increased probability that some users
are closer to a transmitting node, which contributes to a higher sum rate. This form
of diversity gain is more pronounced when many relays are deployed.

When we consider the minimum rate as optimization criterion, the performance gains
with relaying are more pronounced. In this case, the performance is not dominated
by users that can benefit from particularly good propagation conditions and are close
to a transmitting node, but it is limited by remote MSs that are difficult to serve. In
Fig. 8.11, we consider the same network setup as before, but apply max-min optimiza-
tion. With increasing number of relays, the achievable minimum rate in the network
increases almost linearly, at least up to K = 60 relays deployed in the network. The
performance scaling is thus more beneficial as in the case of sum rate maximization
and the performance gain of the SLNR approach with statistical CSI over the SLNR
scheme that ignores the second hop is also larger. In order to provide a fair service in
the entire area, the relays can boost also users that are far away from the wired infras-
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Figure 8.12.: Achievable minimum rate in a post-cellular relay carpet network with B = 5
BSs, M = 15MSs, and K = 50 relays, max-min optimization.

tructure provided by the BSs. When the number of MSs M gets larger, however, the
probability that some users still suffer from bad propagation conditions increases. This
is reflected in the decreased rates for M = 10 as compared to the case with M = 5.
Nevertheless, increasing the number of relays can still compensate this performance
loss and significantly higher rates can be achieved for all users compared to the direct
transmission. With a large number of relays, a high QoS can thus be provided in the
entire network, even when the relays are of very low complexity as assumed here.

When we consider a network without the restriction that the MSs are excluded in
the area in which the BSs are located, the results look similarly good when max-min
optimization is applied. In Fig. 8.12, we show empirical CDFs of minimum rates in
a network where K = 50 relays serve M = 15 MSs. B = 5 BSs are in this case
equipped with NB = 8 antennas and are still located randomly in the first 500 m of the
network. The MSs and relays are in this case however spread over the entire network
area of 1000 m × 2000 m. This scenario resembles more the relay carpet concept with
a large number of relays. Also here, we see that the two-hop transmission achieves
significantly higher rates than when the users are served directly by the BSs. The 5%
outage rate for the case with two-hop SLNR precoding with statistical CSI is about five
times higher than with direct service from the BSs. The relaying scheme with ignored
second hop is less efficient. But also in this case, the relays additionally simplify the
BS signal processing as the requirements of CSIT is drastically reduced. In order to
compare the curves with a direct transmission scenario where the BSs are not able to
obtain accurate CSI, we also include a curve of direct transmission where the BSs have
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Figure 8.13.: Achievable minimum rate in a single cell with a massive MIMO BS and the
help of K = 50 relays with max-min optimization.

only statistical CSIT. The SLNR precoding is thereby calculated in a similar way as in
(8.34), but only of the direct channels, i.e. the expected SLNR with respect to Hj,Ij

is calculated. In this case, the comparison is fairer in the sense that channels to the
possibly moving MSs cannot be estimated at any node but only the pathloss of these
channels is known. The achievable rates are very poor in this case.

The advantage of simplifying the acquisition of CSIT at the BSs is particularly
interesting when the BSs are equipped with very large antenna arrays. In this case,
the channel estimation would impose overheads that might destroy all the gains such
large antenna arrays can offer. In order to illustrate the performance of the relay carpet
concept also in such a scenario, we consider a simulation where a single BS with NB =

50 antennas serves an area of 1000 m×1000 m with M = 15 MSs. The BS is located in
the center and the MSs are randomly placed in the entire area. Additionally, K = 50

relays are also spread randomly in the network area. The resulting empirical CDFs of
the minimum rates are shown in Fig. 8.13. Again, we compare the relaying schemes
with two direct transmission schemes: once with SLNR precoding with perfect CSIT
and once where the BSs only have statistical information. In both cases, the achievable
minimum rate is very poor. With relaying, the minimum rate can be increased by a
factor of almost 15 when the two-hop precoding is done by ignoring the second hop
and even by a factor of almost 40 when the statistical CSI of the second hop is also
taken into account. The relays are thus not only an enabler of massive MIMO signal
processing at sophisticated BSs, but can also provide a high QoS to large areas when
the carpet of relays is sufficiently dense.
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8.5 Conclusions

The post-cellular network concept with its transmission schemes combines the differ-
ent approaches that were studied individually before. The evolutionary optimization
framework allows to apply BS cooperation with dynamically selected cooperation clus-
ters and power control and can also incorporate relay selection and flexible signal
routing. Moreover, practical challenges such as limited backhaul connections or lim-
ited cooperation cluster sizes can also be included without increasing the complexity
gravely. The proposed scheme with extended two-hop SLNR based beamforming is not
only efficient but also very flexible with respect to the network topology and the user
distribution and their demands. The simulation results indicate that the evolutionary
algorithm is an efficient tool to optimize the BS clustering and power allocation for
both classical cellular one-hop networks as well as relay assisted post-cellular networks
where the joint BS selection and relay routing is a difficult problem.

Even though the SLNR based precoding that we applied here is suboptimal in terms
of achievable rates, it is well suited and leads to very good results. It is more flexible
than other schemes such as block ZF as no requirements on number of antennas or
supported number of users need to be fulfilled and the beamforming matrices can
be calculated in closed form. As only channel covariance matrices are required, the
acquisition of CSIT is also simpler than with other schemes.

By the dynamic BS clustering, the network can quickly adapt to changing user
distributions or rate requirements. As no fixed cooperation areas are needed, the
network geometry and the deployment of infrastructure nodes does not have to be
carefully designed, but every node can be used in a way that is best for the network
performance. Even BSs that are far away from the users they serve can contribute to
higher data rates and thus improve the overall coverage. The classical cellular network
topology can thus be abandoned and BSs can be installed where this can most easily
be done. By the help of the relays, high QoS can still be provided in wide areas and
a high performance can be achieved even in places where no wired infrastructure is
available.

With a dense deployment of relays as proposed in the relay carpet, this dynamic form
of mobile communication networks can be carried further up to ad-hoc like networks
in which all kinds of nodes communicate and cooperate with each other. The large
number of relays allows thereby to overcome severe shadowing and the propagation
conditions seen by the users can be made more stable and reliable. The beneficial
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combination of BS cooperation and strong densification through the small relay cells
leads to ubiquitous coverage and all nodes can contribute to an efficient interference
management such that all users can benefit from large bandwidths with small reuse
factors. The installation of these small relay cells do not only improve the coverage
and contribute to interference mitigation, but they can also be seen as a key enabler
for sophisticated multi-user beamforming at the BSs with very large antenna arrays.
Due to the channels between BSs and relays that are much more static than the direct
links to MSs, the overheads associated with massive MIMO signal processing can be
drastically reduced.

The relays considered in this chapter are very simple AF relays that can be imple-
mented mainly in the analog domain. With this, they can be built with low costs and
thus be spread in large numbers. Even though the network is turned into a two-hop
network, additional delays can be avoided when FDD relays are used that can be re-
alized as simple frequency converters. The proposed optimization framework would
however also allow for more sophisticated relays. Type B relays that are able to re-
duce the residual interference by their filters can lead to further improvements of the
performance.

Also the BS precoding that we applied here could be further improved. We have
chosen the SLNR approach as it can be calculated in closed form and allows for an
extension to two-hop networks where the second hop channels are only known by their
statistics. The specific form of the signal powers with the properties of the trace
operator allow thereby to incorporate the expectation of the channels whose fading
coefficients are unknown in an easy way. Other beamforming schemes that can also
handle CSIT uncertainties, as e.g. described in [27,71,125], could be alternatives that
might lead to further improvements. Particularly the reference schemes with direct
transmission considered here are thus somewhat pessimistic. Nevertheless, the SLNR
based scheme does not require any iterative optimization procedures and is thus par-
ticularly attractive for application in practice. However, the evolutionary optimization
can also be applied to other beamforming schemes. The link selection and power con-
trol can optimize the network performance with other approaches. So could the macro
diversity scheme described in Chapter 3 also profit from improvements. Instead of
choosing the serving BS for each MS individually in a binary like on-off manner (a
certain BS transmits a signal to a MS with full power or not at all), a user could be
served by multiple BSs with more variable and optimized signal powers. Besides this,
the optimized power allocation can be extended to other forms of resource allocation
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to improve specific precoding schemes. Furthermore, the objective functions can be
adapted or extended to include other considerations such as traffic demands for dif-
ferent users, resulting energy consumption, or others. To this end, a target rate can
e.g. be specified for each user which should be fulfilled if it is feasible. The network
performance can then be optimized with respect to increasing the rates on top of that
or other objectives can be treated.

The presented solution to optimize post-cellular networks with the help of many low-
complexity relays provides therefore a very dynamic and flexible approach to enhance
the performance of future mobile communication networks. The different components
are chosen and developed such that they can be applied to practical systems. The
relays do not require any CSI and the channels to the possibly moving MSs need only
to be known by their statistics. The static relays further enable massive MIMO at the
BSs and the signal processing tasks are limited to involve only moderate complexity.
We however assumed throughout the thesis that all nodes are perfectly synchronized.
In order to bring the concept of the relay carpet to practice, imperfections at the relays
such as frequency drifts, synchronization errors between cooperating BSs and others
need to be taken into account. We also limited the discussion to static channels to avoid
complicated models of time varying fading. We argued conceptually that the coherence
time of the relay cells is much larger than the one to moving MSs. For practical
implementation, however, this aspects need to be validated and the impairments due to
imperfections need to be studied further. Nevertheless, we see the developed concepts
as a promising way to bring mobile communication to the next generation and beyond.
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9
Conclusions

In this last chapter, we recapitulate the achievements of this work and classify the im-
plications the results have on mobile communication networks of the next generations.
Besides this, we also discuss open aspects and provide directions for future work that
is necessary to bring the concepts introduced in this thesis to practice.

9.1 Achievements & Insights

Cellular networks are mainly interference limited, which makes sophisticated interfer-
ence management essential for a good performance. In order to provide ubiquitous
access to high data rates, the available resources need to be exploited as much as pos-
sible, e.g. with coordination and cooperation. Different nodes that are of different
complexities, that have diverse signal processing capabilities as well as coverage ranges
have to coexist and work together to contribute to a flexible and dynamic service in
large areas. Current research trends thus include aspects as accurate beamforming
with massive MIMO and cooperation, heterogeneous networks with small cells, beam-
forming, and relaying. By the transition from cooperative cells to abandoning the
cellular structure of the networks and introducing ubiquitous relaying, this thesis at-
tempts to combine these approaches to allow future networks to achieve and fulfill their
requirements.

9.1.1 Restricted Cooperation

In the first part, this thesis develops a unified framework that allows to evaluate the
potential of BS cooperation in realistic setups. The focus is thereby set on block
ZF as an efficient approach to realize joint DL signal processing across multiple BSs
and additional supporting nodes of heterogeneous networks. Due to the nulling of

281



9. Conclusions

the interference in clustered cooperation areas, a convex optimization problem can be
formulated that allows to efficiently find a solution that maximizes the performance
in the networks. Thereby, different aspects such as the sum rate, the minimal rate
achievable in a cooperation area, or minimal transmit power required to achieve a
certain QoS are considered. The potential performance gains that can be obtained are
studied under realistic scenarios and assumptions that are inspired by the definitions
of the current LTE and LTE-Advanced specifications.

The studied scenarios show that the applied cooperation schemes can lead to signif-
icant performance gains, are robust to imperfections, and are applicable to practice.
Especially on cell edges between cooperating infrastructure nodes, the data rates can
be considerably increased and outage probabilities reduced. The block ZF approach,
however, is only a suboptimal approach that allows an efficient calculation of an ap-
proximated optimization problem. Different beamforming strategies might therefore
provide better results. The leakage based precoding, as introduced later in this work,
has more advantages than block ZF, also in clustered cooperation areas, as also out-of-
cell interference can be considered in the beamforming and no stringent requirements
on the number of antennas have to be met. Nevertheless, the framework provides
important insights as how cooperative cellular networks should be planned. An appro-
priate orientation of the BS antennas and the placement of supporting nodes have a
strong influence on the performance and the spatial distribution of the achievable data
rates in the area of service. The best performance can be achieved when infrastructure
nodes as BSs, RRHs, or relays are placed around the corresponding area of service and
are evenly distributed. If the complexity that comes with joint beamforming and the
required data exchange between cooperating nodes is feasible, as many nodes as pos-
sible should cooperate with each other. Large cooperation clusters in dense networks
can solve the problem of interference limitedness and ubiquitous access to high data
rates to a large extent. If the complexity is too high, the cooperation has to be locally
restricted. The performance in certain areas can however be improved by installing
relays or other low power nodes. One fundamental problem of conventional cellular
networks remains however also in cooperative ones: With appropriate network plan-
ning, very homogenous rates can be achieved within a cooperation area. These areas,
however, need to be separated from each other to reduce the inter-cluster interference,
e.g. with sectorized antennas and frequency allocation, as it is done in traditional cells.
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9.1.2 Distributed Cooperation with Relays

Making cellular networks heterogeneous by densifying the infrastructure nodes and in-
stalling additional nodes such as relays is a solution to increase the capacity of these
networks. If more nodes with more antennas are included, more users can be served at
the same time and spectral efficiency can be increased. In practical networks, however,
it is often expensive, difficult, or even impossible to find appropriate sites for infras-
tructure nodes. For massive deployment, as it is necessary to satisfy the expected
growth in the number of devices and data traffic in the future, low complexity nodes
that can seamlessly be integrated with low costs are desirable. To this end, wireless
relays seem to be an attractive possibility as they do not need to be connected to the
wired backbone. Such relays should be as simple as possible such that large numbers of
them can be installed throughout the network. DF relays that are part of cooperation
clusters are however quite complex in their functionalities. AF relays might therefore
be a more appropriate alternative as they can potentially be implemented with lower
complexity. The second part of this thesis thus studies how such AF relays can be
included into mobile communication networks.

With a distributed relay gain optimization, AF relays are able to shape the effective
channel between terminal nodes in a way that interference is cancelled and the data
rates increased. The developed gradient based optimization algorithm allows the source
nodes (BSs) and relays to jointly optimize their precoding and combination matrices
with local CSI and very limited feedback only. The overhead that comes from the
distributed optimization does essentially not scale with the number of involved relays.
This makes the precoding and relay gain allocation particularly suitable for channel
tracking in slow fading environments and does not require explicit cooperation via the
backhaul.

Additional performance gains can be achieved when AF relays form linear combina-
tions of signals on different subcarriers. With carrier cooperative relaying, the perfor-
mance gap to the (currently still unknown) capacity of relay networks that might only
be achievable with complex non-linear coding can further be reduced. However, opti-
mizing large networks over many subcarriers also increases complexity. The number
of relays and their functionalities and complexity thus lead to a tradeoff. The better
performance with more sophisticated relays can be balanced with a higher number of
nodes of lower complexity.
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9.1.3 The Relay Carpet

In order to benefit from a combination of large antenna arrays, cooperation, and relay-
ing in large networks and to find the role of relays in which they can contribute most
to high performance, the relay carpet concept is developed. Thereby, various relaying
architectures and strategies are compared with each other with respect to data rates,
robustness, and complexity. Simple AF relays without any CSI turn thereby out to be
very effective. Implemented as FDD relays that perform a simple frequency conversion
and apply a fixed-gain amplification, such devices can be implemented with very low
complexity and can hence be installed in massive numbers. Especially when used with
two-way relaying, high performance gains can be achieved as compared to conventional
single hop networks. In this case, however, additional interference is introduced that
has to be canceled by a simple form of BS cooperation.

Moreover, the relay carpet has also other advantages. The massive deployment of
relays and letting the MSs be served by relays instead of the BSs directly simplifies the
task of the BSs as they see the static relays as the nodes they communicate with and
not the possibly moving MSs. With this, sophisticated beamforming on the first hop
channel can be realized with high accuracy, even if MSs move with high velocity and
the second hop channel undergoes fast fading. The static or only slowly fading first hop
channels are thus an enabler of large antenna arrays and massive MIMO. Static relays
can thereby also solve or at least mitigate the problem of pilot contamination. The
relays in turn provide homogeneously distributed high data rates as they are in close
vicinity of the MSs to be served. Shadowing and large pathloss can thus be avoided and
network operators do not have to rely on random propagation channels anymore but
can achieve much more predictable conditions. With appropriate amplification gains
at the relays, the networks can also be operated with less power, as there are no large
distances with high pathloss anymore. Ubiquitous relaying is thus an effective means
to combine large antenna arrays, distributed cooperation with accurate interference
management, and cell densification. The transmit power or the amplification gains
of the relays need however to be adjusted appropriately, as these nodes also induce
additional noise and interference into the network. Power control is therefore necessary
to be able to benefit from many active relays.
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9.1.4 Post-Cellular Networks

With the relay carpet, the MSs are no longer served by the BSs directly but by relays in
their close vicinity, which makes cell boundaries less important. By the introduction of
post-cellular networks, we go one step further and abandon such boundaries completely.
If a certain area has to be served, it might be difficult or even impossible to find
sufficiently many appropriate BS sites. Such areas without backhaul access points can
be covered by more distant BSs and the help of many relay nodes. With a flexible
and dynamic BS clustering and relay routing, each MS can then be served by its own
optimized cluster of BSs and relays. In this way, the network can dynamically adapt
to the network setup, the involved users, and the current traffic demand. With leakage
based precoding at the BSs and simple fixed gain relays whose amplification gains are
set to appropriate values, no conditions on the number of antennas have to be fulfilled
and users can experience high data rates even if there is no wired backhaul access close
by or the connection is limited. As the proposed algorithm can deal with arbitrary
numbers of users and relays in an efficient way, more and more relays can be deployed,
which further increases the network performance. With this beneficial scaling, the
network can grow evolutionarily and network operators are more flexible with their
network planning.

By studying cooperative communication for mobile networks, we can conclude that
future networks should be highly dynamic and flexible to overcome the boundaries of
current cellular networks. By dynamically adapting the available infrastructure nodes
to the current network utilization, the resources available in the entire network can be
allocated to the users with their different demands and under practical constraints such
as different backhaul connection capacities, computational capabilities, and transmit
powers. The spatial dimension thus evolves to a resource that can dynamically be
allocated to the users as e.g. time or frequency blocks in current LTE/LTE-Advanced
systems. For an optimization of these resources, the post-cellular network architec-
ture with massive relaying offers an efficient possibility. The schemes developed in this
thesis, however, contain in certain cases only suboptimal approaches. The considered
networks are highly complex as they are large, include different types of nodes whose
signals are all interdependent on each other, and have to deal with practical conditions
which make rigorous mathematical treatment difficult. Nevertheless, the results ob-
tained show promising performance gains and advantages that make the combination
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of large BS antenna arrays, flexible cooperation, and massive relaying a key concept
to solve the challenges for mobile communication networks of the next generation and
beyond.

9.2 Outlook & Future Work

In this thesis, we laid the foundation for the concepts of the relay carpet and post-
cellular networks. For this network architectures, different transmission strategies are
chosen and combined in a way that each node can contribute to the network perfor-
mance according to its possibilities and power. These schemes are carefully chosen,
adapted, and developed such that distributed cooperation between the different nodes
can be realized with low complexity. Several aspects remain however suboptimal. For
a practical implementation of the post-cellular relay carpet, open problems thus still
have to be solved and analyzed and further investigations are necessary to gain a more
fundamental understanding of the mechanisms with which the distributed nature of
these networks can be further optimized. In the remainder of this chapter, we sum-
marize the limitations of the achieved studies and outline open challenges and further
work that is necessary to bring the concepts to successful implementation.

The results obtained in this work are for specific channel and signaling models and
assumptions, some of which are idealized while others include certain imperfections.
Further practical difficulties however have been discussed only on a conceptual level
or are ignored. In order to make the relay carpet feasible for practice, more aspects
need to be considered and understood. These include among others a more specific
design of the BSs and relays. For the latter, we argued that when built as FDD
relays, their implementation is simple. In practice, however, aspects as synchronization,
frequency drifts, RF filters, etc. need to be taken into account and carefully designed
and other problems might appear. Also the control link over which the BSs can control
necessary settings in the relays such as the amplification gains, wake up commands,
or the initiation of training phases needs to be designed in more detail. A possible
implementation of that can be realized as a finite state machine that is also simple to
build and of low cost. It remains however to investigate further what other practical
difficulties need to be solved to be able to apply low-complexity relays and if they really
are of low cost as claimed and assumed in this work.

Another step towards a successful realization of relay-carpet-like networks is to gain
more fundamental insights into the tradeoff between node density, complexity (costs),
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Figure 9.1.: Illustration of blind interference alignment with the help of relays.

and performance. The system under consideration is very complicated with many dif-
ferent nodes. Finding optimal solutions is therefore difficult and it remains unclear if
theoretical results obtained under certain assumptions also carry over to more realistic
scenarios. Nevertheless, fundamental results or bounds on the relay carpet as a whole
can lead to further insights into the design of such networks and their transmission
protocols. The approaches introduced and discussed in this thesis work well and are
carefully chosen and developed for a beneficial interplay between the different nodes.
Optimized solutions for rigorously formulated mathematical models of the entire net-
work are however missing.

With the framework of the relay carpet and ubiquitous relaying in post-cellular
networks, also other transmission strategies or ideas can be applied. As an example,
the relays not only have to forward the signals to the MSs, but they can also specifically
shape the effective channel between BSs and MSs into certain forms. One possibility
could e.g. be to realize blind interference alignment similar as proposed in [44, 62, 96].
To this end, the relays can change their amplification gains in a specific and predefined
manner such that different MSs see the links of the desired signals and interference
with different fading blocks as illustrated in the minimal example in Fig. 9.1 with a
BS with 2 antennas and two single antenna MSs. With this, each MS can cancel the
interference intended for the other MS and each user can receive two symbols without
interference in three time slots, which leads to a spatial multiplexing gain of 4

3
for this

small network. In contrast to [44] where a similar scheme is introduced that relies on
reconfigurable antennas at the terminals, the relays can fulfill the channel shaping task
and no changes in the RF chains of the terminal nodes are necessary.
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Other extensions of the post-cellular relay carpet discussed in this thesis can include
a combination of one- and two-hop links. Instead of serving the MSs either directly
by the BSs or via relays as described in Chapter 8, each MS can receive signals from
the BSs and the relays simultaneously as depicted for a simplified network in Fig. 9.2.
If the MS jointly decodes the signals in both frequency bands of the BS and relays
and the two links are weighted accordingly, an optimal combination of both links can
be achieved which further increases the achievable rates. Moreover, the BS can also
transmit additional symbols in the relay frequency band. This allows users that are
close to a BS to benefit from strong single hop links and the prelog loss due to half-
duplex relaying can be reduced.

f1 f2

f1

f2

Figure 9.2.: The MSs jointly decode the combination of direct BS signals and those that are
forwarded by the relays.

Furthermore, ongoing research1 shows that also full-duplex relays can beneficially
be applied to the post-cellular relay carpet. With such relays, additional loop or self
interference is introduced but the performance is not affected by a prelog factor 1

2
that

would arise by the use of half-duplex relays. By a careful allocation of the different
links, the spectral efficiency can further be increased.

Another extension is to serve users that are far way from BSs over multiple relay
stages. With a multi-hop transmission, each relay forwards the received message one
hop further until the message reaches its destination. As a consequence, longer dis-
tances can be overcome and strong BS clusters can serve much wider areas.

Instead of installing dedicated relays as fixed infrastructure nodes, MSs or other de-
vices that are currently unused can also assume the functionality of forwarding signals
to active users. With user cooperation, MSs that do not have relays in their close vicin-
ity can still benefit from the advantages of two- or multi-hop communication and the
network can be expanded without installing more relays. This can e.g. be particularly

1F. Marti, “Distributed Cooperation and Relaying in Post-Cellular Networks,” Master Thesis, ETH
Zürich, May 2015, available on request.
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interesting in temporary hot spots as festivals or other events where a high density of
users is present for a short time period.

Multi-hop forwarding and user cooperation can also be carried one step further to a
more ad-hoc like approach. If relays and/or idle MSs start to forward messages as soon
as they have received them, a much more dynamic spreading or flooding of the signals
can be achieved [126]: Each node that has received a message can contribute to the
cooperative transmission to increase the signal strength for the more distant devices
until the message reaches the intended user. With such an approach, post-cellular
networks can be made even more dynamic and the aforementioned techniques could
seamlessly be incorporated into the network. Post-cellular networks with ubiquitous
relaying are thus a promising approach to fulfill the requirements and demands of future
networks and provide a framework that can flexibly and dynamically be extended to
other emerging technologies.
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A
Simulation Parameters

In this Appendix, we provide detailed descriptions of the parameters used for the
various simulations discussed in this thesis. The parameters are sorted by the chapter
in which the simulation results are presented.

Chapter 3: Locally Restricted BS Cooperation

Table A.1.: Simulation parameters for Chapter 3.
Simulation Specific parameters General parameters

Fig. 3.4 Tx scheme No cooperation Active cells/sectors: 12/36
Reference no beamforming Mobiles: 1 MS per sector
5% out. rate Orientation 0◦ Antennas: NB = 4 per sector

Freq. alloc. FDMA NM = 2 per sector
Fig. 3.5 Tx scheme No cooperation BS antennas: directive (3.25)
Beamforming max-min opt. MS antennas: omni-directional
5% out. rate Orientation 0◦ Tx power: PB = 80W

Freq. alloc. FDMA Noise power: σ2
w = 5 · 10−12 W

Fig. 3.6 Tx scheme No cooperation Carrier frequency: 2.6GHz

Beamforming max-min opt. Bandwidth: 100MHz

Outage prob. Orientation 0◦ Channel: urban micro-cell
Av. user rate Freq. alloc. FDMA BS distance: 700m

OCI: spatially white + i.i.d.
channel

Fig. 3.7 Tx scheme Sector cooperation BS antennas: omni-directional
Sector coop. max-min opt.
Av. user rate Orientation 0◦

Outage prob. Freq. alloc. FDMA
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Fig. 3.8 Tx scheme 3 BS cooperation
3 BS coop. max-min opt.
Outage prob. Orientation 0◦ (left), 30◦ (right)
5% out. rate Freq. alloc. FDMA
Fig. 3.9 Tx scheme 3 BS cooperation
3 BS coop. max-min opt.
5% out. rate Orientation 0◦ (left), 30◦ (right)

Freq. alloc. Reuse 1 (top),
FDMA (bottom)

Fig. 3.11 Tx scheme 6 BS cooperation
6 BS super-cells max-min opt.
Av. user rate Orientation super-cell
5% out. rate Freq. alloc. Reuse 1
Fig. 3.12 Tx scheme Macro diversity
Macro diversity (max-min)
5% out. rate Orientation 0◦

Freq. alloc. FDMA Active cells/sectors: 12/36
Fig. 3.13 Tx scheme Macro diversity UB Mobiles: 1 MS per sector
Macro div. UB (privileged) Antennas: NB = 4 per sector
5% out. rate Orientation 0◦, 30◦ NM = 2 per sector

Freq. alloc. FDMA, reuse 1 BS antennas: directive (3.25)
Fig. 3.14 Tx scheme No cooperation MS antennas: omni-directional
No coop. 3 BS coop. (max-min) Tx power: PB = 80W

3 BS coop. Macro div. UB Noise power: σ2
w = 5 · 10−12 W

Macro div. UB Orientation 0◦, 30◦ Carrier frequency: 2.6GHz

Empirical CDF Freq. alloc. FDMA, reuse 1 Bandwidth: 100MHz

Fig. 3.15 Tx scheme No cooperation Channel: urban micro-cell
No coop. 3 BS coop. (max-min) BS distance: 700m
3 BS coop. 6 BS coop. (max-min) OCI: spatially white + i.i.d.
Macro div. UB Macro div. UB channel
6 BS super-cell Orientation 0◦, 30◦

Empirical CDF Freq. alloc. FDMA, reuse 1
Fig. 3.16 Tx scheme No cooperation
Sum rate maxi- 3 BS coop. (sum-rate)
mization Macro div. UB
Empirical CDF Orientation 0◦, 30◦

Freq. alloc. FDMA, reuse 1
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Fig. 3.17 Tx scheme 3 BS cooperation
3 BS coop. max sum rate
Sum rate Orientation 30◦

Av. user rate Freq. alloc. FDMA, reuse 1
Fig. 3.18 Tx scheme No cooperation
Power minimi- Sec. coop (min power)
zation 3 BS coop (min power)
Empirical CDF 6 BS coop (min power)

Orientation 0◦, 30◦

Freq. alloc. Reuse 1

Fig. 3.19 Tx scheme No ccooperation Channel: rural macro-cell
No coop. 3 BS coop. (max-min) BS distance: 1.5 km
3 BS coop. 6 BS coop. (max-min)
Macro div. UB Macro div. UB
6 BS super-cell Orientation 0◦, 30◦

Empirical CDF Freq. alloc. FDMA, reuse 1

Fig. 3.20 Tx scheme 2 BS coop. (max-min) Channel: Rayleigh CN (0, 1)

Max-min gradient search Antennas: NB = 4, NM = 2

gradient Num BS 2 all omni-directional
Num MS 2 Tx power: PB = 1

Noise power: σ2
w = 0.1

Chapter 4: Small Cells and DF Relaying

Table A.2.: Simulation parameters for Chapter 4.
Simulation Specific parameters General parameters

Fig. 4.3 Tx scheme Link selection Active cells/sectors: 1
Relays DF relays Supporting nodes: 1 per sector
Varying distance no beamforming Mobiles: 1 per sector
5% out. rate Network 0◦, FDMA Antennas: NB = 4 (directive)
Outage prob. BS-RS dist. varying NS = 4 (directive)

SN power PS = 6W NM = 2(omni-directional)
Fig. 4.4 Tx scheme Link selection BS power: PB = 80W

Relays DF relays/femto-cells Noise power: σ2
w = 5 · 10−12 W

Femto-cells no beamforming Carrier frequency: 2.6GHz

5% out. rate Network 0◦, FDMA Bandwidth: 100MHz
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A. Simulation Parameters

Av. user rate BS-RS dist. 3000m Channel: rural macro-cell
SN power varying BS distance: n.a.

Fig. 4.5 Tx scheme Link selection No OCI
Relays DF relays/femto-cells
Femto-cells no beamforming
Average 5% Network 0◦, FDMA
outage rate BS-RS dist. varying

SN power varying

Fig. 4.6 Tx scheme Link selection Active cells/sectors: 12/36
Relays DF relays/femto-cells Supporting nodes: 2 per sector
Femto-cells no beamforming Mobiles: 1 per sector
Outage prob. Network 0◦, FDMA Antennas: NB = 4 (directive)
5% out. rate SN location cell corners NS = 4 (directive)

SN power PS = 6W NM = 2(omni-directional)
Fig. 4.7 Tx scheme Link selection BS power: PB = 80W

Relays DF relays/femto-cells Noise power: σ2
w = 5 · 10−12 W

Femto-cells no beamforming Carrier frequency: 2.6GHz

Av. user rate Network 0◦, FDMA/reuse 1 Bandwidth: 100MHz

SN location cell corners Channel: urban micro-cell
SN power PS = 6W BS distance: 700m

Fig. 4.8 Tx scheme Link selection OCI: spatially white + i.i.d.
Relays DF relays/femto-cells channel
Femto-cells no beamforming
Urban micro-cell Network 0◦, FDMA/reuse 1
Empirical CDF SN location cell corners

SN power PS = 6, 80W

Fig. 4.9 Tx scheme Link selection Channel: rural macro-cell
Relays DF relays/femto-cells BS distance: 1500m
Femto-cells no beamforming
Rural macro-cell Network 0◦, FDMA/reuse 1
Empirical CDF SN location cell corners

SN power PS = 6, 80W

Fig. 4.10 Tx scheme Cooperation with Channel: urban micro-cell
Cooperation + assisting SNs BS distance: 700m
assisting SNs (block ZF + max-min)
Empirical CDF Network 0◦, reuse 1

SN location cell corners
SN power varying
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Fig. 4.11 Tx scheme Cooperation with/out
Cooperation assisting SNs
with/out SNs (block ZF + max-min)
5% out. rate Network 0◦/30◦, FDMA/super-

cell
SN location cell corners
SN power PS = 6W

Fig. 4.12 Tx scheme Cooperation with/out
Cooperation assisting SNs
with/out SNs (block ZF + max-min)
Empirical CDF Network 0◦/30◦, FDMA/super-

cell
SN location cell corners
SN power varying

Fig. 4.13 Tx scheme Cooperation
Comparison Relays/femto-cells
Cooperation Network 0◦/30◦, FDMA/reuse1
Empirical CDF SN location cell corners

SN power varying

Fig. 4.14 Tx scheme Cooperation with Channel: varying CSI noise
Cooperation + assisting SNs
assisting SNs (block ZF + max-min)
Empirical CDF Network 0◦, reuse 1

SN location cell corners
SN power varying

Fig. 4.15 Tx scheme Cooperation
Cooperation DF relaying
DF relaying (max-min/link selec.)
Av. 5% out. rate Network 0◦, reuse 1

SN location cell corners
SN power varying

Fig. 4.16 Tx scheme 3 BS cooperation Channel: quantized CSI
Cooperation CSI imperfections
5% out. rate (max-min)

Network 30◦, FDMA
SN location cell corners
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A. Simulation Parameters

Chapter 5: Distributed Cooperation with AF Relays

Table A.3.: Simulation parameters for Chapter 5, AF multihop relaying.
Simulation Specific parameters General parameters

Fig. 5.2 Tx scheme Sum rate maximiza- Channel: Rayleigh CN (0, 1)

Sum rate opt. tion (gradient search) Antennas: 2 at each node
gradient Network N0 = 2 S-D pairs all omni-directional

L = 2 relay stages Tx power: P = 100

N1 = N2 = 2 relays Noise power: σ2
w = σ2

n = 1

per stage No OCI
CSI Global, local

Fig. 5.3 Tx scheme Sum rate maximiza- Tx power: varying
Sum rate opt. tion (gradient search)
gradient Network N0 = 2 S-D pairs
Empirical CDF L = 2 relay stages

N1 = N2 = 2 relays
per stage

CSI Local

Fig. 5.4 Tx scheme Sum rate maximiza- Tx power: P = 10

Sum rate opt. tion (gradient search)
gradient only relay/joint opt.
Empirical CDF Network N0 = 2 S-D pairs

L = 1 relay stage
N1 = 1, 2, 4 relays

CSI Local

Fig. 5.5 Tx scheme Sum rate maximiza- Tx power: P = 100

Channel track- tion (gradient search)
ing only relay/joint opt.
gradient Network N0 = 2 S-D pairs
Empirical CDF L = 2 relay stages

N1 = N2 = 2 relays
per stage

CSI Varying imperfections
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Table A.4.: Simulation parameters for Chapter 5, subcarrier cooperative two-way relaying.
Simulation Specific parameters General parameters

Fig. 5.7 Tx scheme Block ZF Channel: Rayleigh CN (0, 1)

Subcarrier coop- Compare null space Tx power: Ps = Pr = 1

eration combinations Noise power: σ2
n = σ2

w = 0.001

Sum rate single Network K = 2 terminal pairs Antennas: omni-directional
channel realiza- L = 2 relays CSI: global
tion Antennas Mk = 2 (terminals) No OCI

Nl = 4 (relays)
Subcarriers C = 4

Fig. 5.8 Tx scheme Block ZF with Tx power: Ps = Pr = C

Subcarrier coop- null space selection Noise power: σ2
n = σ2

w = 0.01

eration, null Network K = 2 terminal pairs
space selection L = 2 relays
Empirical CDF Antennas Mk = 2 (terminals)

Nl = 4 (relays)
Subcarriers C = 4

Fig. 5.9 Tx scheme Block ZF with Tx power: Ps = Pr = 1

Subcarrier coop- null space selection Noise power: σ2
n = σ2

w = 0.001

eration, null Network K = 2 terminal pairs
space selection L = 2 relays
Empirical CDF Antennas Mk = 2 (terminals)

Nl = 4 (relays)
Subcarriers C = 1, 2, 4, 6

Fig. 5.10 Tx scheme Block ZF with/out Tx power: Ps = Pr = C

Subcarrier coop- null space selection Noise power: σ2
n = σ2

w = 0.001

eration, null Network K = 2 terminal pairs
space selection L = 2 relays
Empirical CDF Antennas Mk = 2 (terminals)

Nl = 4 (relays)
Subcarriers C = 4

Fig. 5.12 Tx scheme FDMA, Block ZF with Active sectors: 3
Cellular network null space selection Mobiles: 1 MS per sector
direct, two-way Network K = 3 BS-MS pairs BS antennas: directive (3.25)
relaying L = 3 relays per sector MS antennas: omni-directional
Empirical CDF Antennas Mk = 2 (terminals) Tx power: PB = 40W

Nl = 2, 3 (relays) PM = 200mW
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A. Simulation Parameters

Subcarriers C = 1, 3 Noise power: σ2
w = 5 · 10−12 W

Orientation 0◦ Carrier frequency: 2.6GHz

Freq. alloc. FDMA (reference) Bandwidth: 100MHz

reuse 1 (relaying) Channel: urban micro-cell
BS distance: 700m

Chapter 6: Ubiquitous Relaying

Table A.5.: Simulation parameters for Chapter 6.
Simulation Specific parameters General parameters

Fig. 6.4 Tx scheme Reference (block ZF) Channel: urban micro-cell
Ubiquitous all relay schemes Active cells: 19
relaying BS Block ZF, waterfilling Relays per cell: 6
all schemes RS AF/DF, 1-way/2-way MSs per cell: 6
Av. sum rate type A/type B Antennas: NB = 24

MS spatially white NS = 4

CSI local, perfect NM = 2

Prelog yes (in-band) (all omni-directional)
Fig. 6.5 Tx scheme Reference (block ZF) BS power: PB = 40W

Relaying all relay schemes RS power: PR = 6W

all schemes BS Block ZF, waterfilling MS power: PM = 200mW

Empirical CDF RS AF/DF, 1-way/2-way Noise power: σ2
n = 5 · 10−12 W

Downlink type A/type B σ2
w = 5 · 10−12 W

MS spatially white Carrier frequency: 2.6GHz

CSI local, perfect Bandwidth: 100MHz

Prelog no Freq. alloc. reuse 1
Fig. 6.6 Tx scheme Reference (block ZF) BS-RS distance: 350m
Relaying all relay schemes Deadzone: 233m
all schemes BS Block ZF, waterfilling OCI: same Tx scheme
Empirical CDF RS AF/DF, 1-way/2-way
Uplink type A/type B

MS spatially white
CSI local, perfect
Prelog no

Fig. 6.7 Tx scheme Reference (block ZF) BS-RS distance: varying
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Relaying Relaying schemes Deadzone: varying
BS-RS distance BS Block ZF, waterfilling
Mean user rate RS AF, 1/2-way, type B
Downlink DF, 1/2-way, type B

MS spatially white
CSI local, perfect
Prelog no

Fig. 6.8 Tx scheme Reference (block ZF)
Relaying Relaying schemes
BS-RS distance BS Block ZF, waterfilling
Mean user rate RS AF, 1/2-way, type B
Uplink DF, 1/2-way, type B

MS spatially white
CSI local, perfect
Prelog no

Fig. 6.9 Tx scheme Reference (block ZF) BS-RS distance: 350m
Relaying Relaying schemes Deadzone: 233m
Tx power BS Block ZF, waterfilling Tx power: PB = PR = PM

Mean user rate RS AF, 1/2-way, type A/B varying
Downlink DF, 1/2-way, type B

MS spatially white
CSI local, perfect
Prelog no

Fig. 6.10 Tx scheme Reference (block ZF)
Relaying Relaying schemes
Tx power BS Block ZF, waterfilling
Mean user rate RS AF, 1/2-way, type A/B
Uplink DF, 1/2-way, type B

MS spatially white
CSI local, perfect
Prelog no

Fig. 6.11 Tx scheme Reference (block ZF) BS power: PB = 40W

Relaying Relaying link selection RS power: PR = 6W

Av. user rate BS Block ZF, waterfilling
area plots RS AF type A/B
Downlink Link selection

MS n.a.
CSI local, perfect
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A. Simulation Parameters

Prelog no

Fig. 6.12 Tx scheme Reference (block ZF) For comparison:
Relaying all relay schemes • Reference, FDMA, 0◦

all schemes BS Block ZF, waterfilling • 3 BS cooperation: 12 cells,
Empirical CDF RS AF/DF, 1-way/2-way FDMA, 30◦

Downlink type A/type B • 6 BS super cells
MS spatially white
CSI local, perfect
Prelog no

Fig. 6.13 Tx scheme Reference (block ZF) Relays per cell: K varying
Relaying Relaying schemes MSs per cell: M = K varying
Increasing den- BS Block ZF, waterfilling Node location: random
sity RS AF, 1/2-way, type A/B BS antennas: varying
Mean user rates DF, 1/2-way, type B (NB =M ·NR)
Up-/downlink MS spatially white

CSI local, perfect
Prelog no

Fig. 6.15 Tx scheme Reference (block ZF) Relays per cell: 6
Relaying all relay schemes MSs per cell: 6
all schemes BS Block ZF, waterfilling Bs Antennas: NB = 24

Mean user rates RS AF/DF, 1-way/2-way Channel: CSI imperfections
Imperfect CSI type A/type B
Up-/Downlink MS spatially white

CSI imperfections
Prelog no

Fig. 6.16 Tx scheme Reference (block ZF) Relays per cell: K varying
Relaying Relaying schemes MSs per cell: M = K varying
Increasing den- BS Block ZF, waterfilling Node location: random
sity RS AF, 1/2-way, type A/B BS antennas: varying
Mean user rates DF, 1/2-way, type B (NB =M ·NR)
Imperfect CSI MS spatially white Channel: CSI imperfections
Up + downlink CSI imperfections

Prelog no

300



Chapter 7: The Cellular Relay Carpet

Table A.6.: Simulation parameters for Chapter 7.
Simulation Specific parameters General parameters

Fig. 7.6 Tx scheme Reference (block ZF) Channel: urban micro-cell
Relaying Relaying MSs per cell: 6
AF 1-way type A BS Block ZF, waterfilling Antennas: NB = 24

Av. sum rate RS AF 1-way type A NS = 2

Down-/uplink MS spatially white NM = 2

CSI local, perfect (all omni-directional)
Prelog yes (in-band) BS power: PB = 40W

Active cells 7 RS gain: αc,k = Lc,k · γc,k
RS per MS 1, 2, 3 MS power: PM = 200mW

Fig. 7.7 Tx scheme Reference (block ZF) Noise power: σ2
n = 5 · 10−12 W

Relaying Relaying σ2
w = 5 · 10−12 W

AF 1-way type A BS Block ZF, waterfilling Carrier frequency: 2.6GHz

Av. sum rate Antennas NB = KmMNR Bandwidth: 100MHz

Downlink RS AF 1-way type A Freq. alloc. reuse 1
Selection/combination BS-RS distance: 350m

MS spatially white Deadzone: 233m
CSI local, perfect OCI: same Tx scheme
Prelog yes
Active cells 1
RS per MS Km = 1, . . . , 10

Fig. 7.8 Tx scheme Reference (block ZF)
Relaying Relaying
AF 1-way type A BS Block ZF, waterfilling
Av. sum rate Antennas NB = KmMNR

Downlink RS AF 1-way type A
Selection/combination

MS spatially white
CSI local, perfect
Prelog yes
Active cells 7
RS per MS Km = 1, . . . , 10

Fig. 7.9 Tx scheme Reference (block ZF) Channel: urban micro-cell
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A. Simulation Parameters

Relaying Relaying Active cells: 7
min. power BS Block ZF, waterfilling Relays per cell: 6
Empirical CDF RS AF, 1-way type A/B MSs per cell: 6

Control min. power Antennas: NB = 24

CSI local, perfect NS = 4

Prelog no NM = 2

Fig. 7.10 Tx scheme Reference (block ZF) (all omni-directional)
Relaying Relaying BS power: PB = 40W

Max-min BS Block ZF, waterfilling RS power: PR = 6W

Empirical CDF RS AF 1-way, type A/B MS power: PM = 200mW

Control Max-min rate Noise power: σ2
n = 5 · 10−12 W

CSI local, perfect σ2
w = 5 · 10−12 W

Prelog no Carrier frequency: 2.6GHz

Fig. 7.11 Tx scheme Reference (block ZF) Bandwidth: 100MHz

Relaying Relaying Freq. alloc. reuse 1
Min. outage BS Block ZF, waterfilling BS-RS distance: 350m
Empirical CDF RS AF 1-way, type A/B Deadzone: 233m

Control min. outage OCI: same Tx scheme
CSI local, perfect
Prelog no

Chapter 8: Post-Cellular Networks

Table A.7.: Simulation parameters for Chapter 8.
Simulation Specific parameters General parameters

Fig. 8.3 Tx scheme BS cooperation Channel: urban post-cellular
Dynamic Static clustering Area: 1000m× 1000m

BS cooperation Evolutionary opt. Num BS: 5
Empirical CDF • max sum rate Num MS: 15
Downlink • max min rate No relays

WMMSE Node location: random
BS SLNR, power control Antennas: NB = 4

Control Nbits = 32 NM = 2

Backhaul CB =∞ NR : n.a.
RS no (all omni-directional)
CSI local, perfect Max BS power: PB = 40W

Prelog 1 (direct transmission) Max RS power: n.a.
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Fig. 8.4 Tx scheme BS cooperation Noise power: σ2
w = 5 · 10−12 W

Dynamic Static clustering Carrier frequency: 2.6GHz

BS cooperation Evolutionary opt. Bandwidth: 100MHz

Outage prob. • min outage Freq. alloc. reuse 1
Downlink WMMSE No OCI

BS SLNR, power control All nodes same Tx scheme
Control Nbits = 32

Backhaul CB varying
RS no
CSI local, perfect
Prelog 1 (direct transmission)

Fig. 8.5 Tx scheme BS cooperation
Dynamic Static clustering
BS cooperation Evolutionary opt.
Av. user rate • max sum rate
Downlink BS SLNR, power control

Control Nbits varying
Backhaul CB =∞
RS no
CSI local, perfect
Prelog 1 (direct transmission)

Fig. 8.6 Tx scheme Macro div. UB Active cells/sectors: 12/36
BS cooperation 3 BS coop (Block ZF Mobiles: 1 MS per sector
5% out. rate + max min) Antennas: NB = 4 per sector
Downlink 3 BS SLNR (static) NM = 2 per sector

Global SLNR (static) BS antennas: directive (3.25)
Orientation 30◦ MS antennas: omni-directional
Freq. alloc. FDMA, reuse 1 Tx power: PB = 80W

Fig. 8.7 Tx scheme No cooperation Noise power: σ2
w = 5 · 10−12 W

BS cooperation Macro div. UB Carrier frequency: 2.6GHz

Empirical CDF 3 BS coop (Block ZF) Bandwidth: 100MHz

Downlink 3 BS + SN coop. Channel: urban micro-cell
6 BS super-cell BS distance: 700m
Global SLNR (static) OCI: spatially white + i.i.d.

Orientation 0◦, 30◦ channel
Freq. alloc. FDMA, reuse 1

Fig. 8.8 Tx scheme BS cooperation Channel: urban post-cellular
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A. Simulation Parameters

Convergence with relaying Area: 2000m× 1000m

with relays Evolutionary opt: Num BS: 5
Sum rate • max sum rate Num MS: 15
Downlink BS SLNR, power control Num RS: 30

RS Spatially white, Node location: random
gain control Antennas: NB = 4

Control Nbits = 32 NM = 2

Backhaul CB =∞ NR = 2

CSI BS Local, perfect (all omni-directional)
CSI RS No Max BS power: PB = 40W

Prelog 1
2 (2-hop) Max RS power: PR = 4W

Fig. 8.9 Tx scheme BS cooperation Noise power: σ2
n = 5 · 10−12 W

Dynamic coop. with relaying σ2
w = 5 · 10−12 W

with relays Evolutionary opt. Carrier frequency: 2.6GHz

Sum rate • max sum rate Bandwidth: 100MHz

Downlink BS SLNR, power control Freq. alloc. reuse 1
RS Spatially white, No OCI

gain control All nodes same Tx scheme
Control Nbits : varying
Backhaul CB : varying
CSI BS Local, perfect
CSI RS No
Prelog 1

2 (2-hop)

Fig. 8.10 Tx scheme BS cooperation Num RS: 5, . . . , 60
Dynamic coop. with relaying Num MS: 5, 10, 15
with relays Evolutionary opt.
Sum rate • max sum rate
Downlink BS SLNR, power control

RS Spatially white,
gain control

Control Nbits = 32

Backhaul CB =∞
CSI BS Local, perfect
CSI RS No
Prelog 1

2 (2-hop)
Fig. 8.11 Tx scheme BS cooperation
Dynamic coop. with relaying
with relays Evolutionary opt.
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Min rate • max min rate
Downlink BS SLNR, power control

RS Spatially white,
gain control

Control Nbits = 32

Backhaul CB =∞
CSI BS Local, perfect
CSI RS No
Prelog 1

2 (2-hop)

Fig. 8.12 Tx scheme BS cooperation Area: 1000m× 1000m

Dynamic coop. with relaying Num BS: 5, NB = 8

Relay carpet Evolutionary opt. Num RS: 50
Empirical CDF • max min rate Num MS: 15
Minimum rate BS SLNR, power control

RS Spatially white,
gain control

Control Nbits = 32

Backhaul CB =∞
CSI BS Local, perfect
CSI RS No
Prelog 1

2 (2-hop)

Fig. 8.13 Tx scheme BS cooperation Area: 1000m× 1000m

Massive MIMO with relaying Num BS: 1, NB = 50 (center)
with relays Evolutionary opt. Num RS: 50
Empirical CDF • max min rate Num MS: 15
Minimum rate BS SLNR, power control

RS Spatially white,
gain control

Control Nbits = 32

Backhaul CB =∞
CSI BS Local, perfect
CSI RS No
Prelog 1

2 (2-hop)
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DF decode-and-forward.
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GSM Global System for Mobile Communications.
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HSDPA High Speed Downlink Packet Access.
HSPA High Speed Packet Access.

i.i.d. independent and identically distributed.
IC interference channel.
ICI intra-cluster interference.
IO input-output.
IPv6 internet protocol version 6.
ISI intersymbol interference.
ITU International Telecommunication Union.

KKT Karush-Kuhn-Tucker.

LOS line-of-sight.
LTE Long Term Evolution.

312



Acronyms

LTE-A Long Term Evolution Advanced.

M2M machine-to-machine.
MAC multiple access channel.
MF matched filter.
MIMO multiple-input multiple-output.
MMSE minimum mean square error.
MS mobile station.
MVDR minimum variance distortionless response.

n.a. not available.
NLOS non-line-of-sight.

OCI out-of-cluster interference.
OFDM orthogonal frequency division multiplexing.
OFDMA orthogonal frequency division multiple access.

PDF probability density function.
PFR partial frequency reuse.
PHY physical layer.
PMF probability mass function.

QF quantize-and-forward.
QoS quality of service.

RRH remote radio head.
RS relay station.

s.t. subject to.
SDMA space division multiple access.
SIC successive interference cancellation.
SINR signal-to-interference-plus-noise ratio.
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Acronyms

SIR signal-to-interference ratio.
SISO single-input single-output.
SLNR signal-to-leakage-plus-noise ratio.
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SNR signal-to-noise ratio.
SVD singular value decomposition.

TDD time division duplex.
TDMA time division multiple access.
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WLAN wireless local area network.
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Notation

c speed of light, c = 299 792 458 m/s.
a,A scalars a and A.
a vector a.
A matrix A.
AT transpose of matrix A.
AH Hermitian (complex conjugate) transpose of matrix A.
A∗ complex conjugate of matrix A.
A−1 inverse of matrix A.
A[i, j] the element on the ith row and j column of matrix A.
In n× n identity matrix.
1n×m n×m all one matrix.
On×m n×m all zero matrix.
Ei,j matrix with all entries 0 except E[i, j] = 1.
‖a‖p p-norm of vector a.
‖A‖F Frobenius-norm of matrix A.
vec{A} all entries of matrix A stacked into a vector.

A set A.
A set of elements that are not in A.
|A| cardinality of set A.
A ∪ B union of set A and set B.
N set of natural numbers.
Z set of integers.
R set of real numbers.
C set of complex numbers.
Rn×m n×m matrix of real numbers.
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Notation

Cn×m n×m matrix of complex numbers.

min {A} minimum of the elements in A.
max {A} maximum of the elements in A.
a mod b a modulo b.
(·)+ max {0, ·}.
diag(A) diagonal elements of A.
diag({x1, . . . , xn}) diagonal matrix with entries x1, . . . , xn on the diagonal.
blkdiag(A1, . . . ,An) block diagonal matrix with matrices A1, . . . ,An.
det(A) determinant of matrix A.
Tr {A} trace of matrix A.
null {A} null space of matrix A.
GEV {A,B} generalized eigenvector of matrix pair A and B.
loga (x) logarithm with base a of x.
ln (x) natural logarithm of x, ln (x) = loge (x).
∂f
/
∂x partial derivative of f with respect to x.

∇xf gradient of f with respect to x.
� element wise product.
⊗ Kronecker product.
limx→a limit when x approaches a.
o(f) grows slower than f .
M ! factorial M ! = 1 · 2 · · ·M .

Pr{·} probability of an event.
E[·] expectation.
N (µ, σ2) normal distribution with mean µ and variance σ2.
CN (µ, σ2) circularly symmetric complex Gaussian distribution with mean µ and

variance σ2.
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