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Abstract

The study describes and interprets patterns of genetic variation in ponderosa pine (Pinus pon¬

derosa Dougl. Ex. Laws.) from two contrasting regions of the state of Oregon, USA, namely the

east slope of the Cascade Range with parts of the high desert (Warner and Ochoco mountains)
and the Klamath and Siskiou mountains in Southwest Oregon. Isozyme data as well as seed¬

ling quantitative traits of the same families were analyzed primarily by multivariate statistical

techniques. Trend surface analysis was used to describe relationships of allozymes and metric

traits with climate conditions at source location. The resulting multilocus allozyme surfaces

were compared with those of metric traits and the utility of allozymes for describing patterns of

adaptive variance was investigated. Resulting adaptive patterns were also utilized for estimates

of relative seed-transfer risks and to map zones of certain transfer risks in geographic space.
The two regions are described and compared with respect to their single-locus and multilocus

genotypic structures. Measures of diversity and differentiation were analyzed with the tradi¬

tional univariate procedures. Single alleles were also tested for spatial structures by spatial
autocorrelation analysis and associations with climate variables were analyzed with multinomial

response models and Mantel tests of matrix associations.

Ponderosa pine in Oregon maintains a high genetic diversity which is comparable to values re¬

ported for geographically adjoining parts of the range. Diversity estimates were in the upper

range of values found for conifer species. Genetic diversity appeared to be high in quite small

areas. Diversity was slightly higher in Southwest Oregon than in Central Oregon. Several loci

showed a large differentiation among the two regions. Several alleles at many loci showed spa¬
tial variation patterns. Significant heterogeneities of allele frequencies combined with signifi¬
cant spatial patterns suggest that these patterns are rather the result of differential selection in

different environments than a consequence of historic events (races).

Multilocus genotypic frequencies were moderately associated with habitat conditions. Climatic

conditions at source location explained 33% of total variance of 41 allozyme variables. Within

the regions, explained variance was about 23%. Overall, alleles at 13 out of 31 loci showed an

association with climatic conditions. These results clearly argue for the adaptivness of certain

alleles or allozyme loci. Especially enzyme systems involved in important physiological path¬
ways such as MNR-1, MNR-2, LAP-2, PEP-3, G6P-1, ACP-1, GDH-1, IDH-1, PGM-1, SKD-2

and MDH-3 appear to be adaptive. Of the studied alleles, 42% were unrelated to the pattern,
16% showed a correlation of more than 10%, 31% of more than 20% and 11% of more than

30% with the adaptive pattern. Single alleles thus seem to behave like quantitative trait loci,
each gene contributing only small amounts to the pattern of adaptive variance. All results

clearly indicate that temperature at source location seems to be the most important environ¬

mental factor responsible for the observed adaptive patterns. Moisture characteristics of the

site had only a minor overall effect on genotypic variation, except in Southwest Oregon. In

Southwest Oregon, patterning was weak, highly complex and both temperature as well as mois¬

ture conditions of the site showed about an equal influence on multilocus frequencies. Strong
moisture gradients combined with a relatively mild climate may lead to a more important influ¬

ence of moisture characteristics of the site in this area. The distinct geologic substrate and the

soil conditions may also play an important role. The adaptive pattern of allozyme variation in

Central Oregon was primarily related to temperature. The pattern of multilocus frequencies was

nearly identical with patterns based on seedling quantitative traits published by SORENSEN

(1994).

Results from multivariate analyses suggest that observed differentiation among the two regions
is nearly exclusively the result of natural selection in two contrasting environments than the

consequence of evolutionary events. The existence of two races (Pacific race, North Plateau

race) as a consequence of a different evolutionary past, as suggested by several authors,
seems highly unlikely.

Transfer risk estimates revealed that seed should not be transferred across the Cascade

Range. Within Southwest Oregon, seed should not be moved in the east-west direction. Cur¬

rent zones appear to be too large to guarantee an acceptable transfer risk. Seed transfer

should rather be based on models of transfer risk than on discrete seed zones, since the de¬

lineation of such zones seems to be a highly complex task. The current seed zones in Central

Oregon do not seem to reflect the major adaptive patterns. Current zonation seems to be con-
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servative. Only 8 zones would be required to guarantee a maximum relative transfer risk of

30%.

As much as 77% of the patterned variation in growth and phenology traits could be explained

by the climate conditions at source location. The major pattern of adaptive variance related

growth vigor and growth timing to temperature conditions at source location. Growth vigor
seems to be the result of adaptation to temperature constraints at source location. Since elon¬

gation potential appears to be genetically fixed, selection seems to act on phenology traits, at¬

tuning the sources to the length of the growing season. Within Southwest Oregon, patterns of

adaptive variance were rather complex. Growth potential and growth timing were significantly
but weakly associated with temperature at source location. A small scale, ecotypically organ¬

ized pattern was apparent. Even if temperature clearly was the most important factor, about

25% of the significant model variance was related to the moisture characteristics of the site.

Growth vigor and growth timing of the sources in Central Oregon were strongly related to tem¬

perature. Of the variation in growth potential, 45% could be significantly explained by tempera¬
ture at source location. Growth potential appeared to be genetically fixed.

Based on quantitative traits, seed should not be moved across the Cascade Range. As a gen¬

eral rule, seed should not be moved in the west-east direction within Southwest Oregon and not

in a northwest-southeast respectively southwest-northeast direction within Central Oregon. Due

to a rather ecotypic pattern, even short distance transfers within Southwest Oregon may pro¬
duce a considerable mismatch between source locations and planting sites. Current seed zones

do not seem to adequately portray the major patterns. For ponderosa pine, seed zones in Cen¬

tral Oregon could be considerably larger in longitude and latitude than the current zones. A

maximum of 7 to 8 zones are needed to guarantee a transfer risk smaller than 30%; for practi¬
cal reasons 5 major zones seem to be sufficient.

Although quantitative traits reflected much higher proportions of adaptive variance than al¬

lozymes, the adaptive patterns in allozymes clearly approximated the patterns for seedling
traits. For total sampling area, both patterns portrayed the same major ecological gradients of

adaptive significance. With a coefficient of correlation of R = 0.842, predicted scores on the

first allozyme'variate were highly correlated with scores on the first trait variate. Patterns were

also highly similar within Central Oregon (R = 0.66). With a coefficient of correlation of R =

0.142, predicted scores were, however, only weakly correlated within Southwest Oregon. Ac¬

cording to the distinct situation in this area, several reasons for the low congruence of the two

patterns are conceivable.

Allozyme data can contribute useful information to the understanding of adaptive patterns of

genetic variation and may be of practical help for seed-zone formation or transfer risk esti¬

mates.
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Kurzfassung

Die voriiegende Arbeit untersucht und beschreibt genetische Variationsmuster von Pinus pon¬

derosa Dougl. Ex Laws, in zwei gegensatzlichen Regionen von Oregon, USA, einerseits in Zen-

tral Oregon d.h. an den OstabhSngen der Kaskaden inklusive der Gebiete der Ochoco und

Warner Mountains, andererseits in SQdwest Oregon auf der Westseite der Kaskaden mit den

Klamath und Siskiou Mountains. An genetischen Daten wurden Isoenzym-Marker und phSnoty-

pische Merkmale von SSmlingen derselben MutterbSume analysiert, wobei schwerpunkt-

massige multivariate statistische Methoden verwendet wurden. Zusammenhange zwischen

Allelfrequenzen und Samlingsdaten mit den Klimaverhaitnissen des Ursprungsortes wurden

mittels kanonischer Korrelationsanalyse untersucht, und die resultierenden Anpassungsmuster
wurden als dreidimensionale Ebenen («trend surfaces*) Clber den geographischen Koordinaten

dargestellt. Die resultierenden multivariaten Variationsmuster von Allelhaufigkeiten wurden mit

den Variationsmustem von Samlingsmerkmalen verglichen, urn deren Ubereinstimmung zu

priifen und daraus die Niitzlichkeit von Isoenzym-Markem fur die Beschreibung von Anpas-

sungsmustem zu beurteilen. Die Anpassungsmuster dienten zudem dazu, potentielle Risiken

beim Verschieben von Saatgut zu schatzen und kartographisch darzustellen. Die so entwickel-

ten Karten mit Isolinien bestimmter Risiken ermoglichen es, die Qualitat der vorhandenen, rein

geoklimatisch hergeleiteten Saatgutzonen fur Pinus ponderosa zu beurteilen. Die beiden Re¬

gionen werden sowohl in Bezug auf ihre Einzel-Locus- wie Mehr-Locus-Strukturen verglichen.
Fur Einzel-Locus-Vergleiche wurden traditionelle Diversitats- und Differenzierungsmasse ver¬

wendet. Die einzelnen Allele wurden zudem mittels Autokorrelationsanalyse auf das Vorhan-

densein von raumlichen Variationsmustem geprilft und Zusammenhange zwischen Allelhaufig¬
keiten und Klimavariablen wurden mit multinomialen Modellen und mittels Mantel-Test-Statistik

untersucht.

Pinus ponderosa in Oregon verfQgt iiber eine hohe genetische Diversitat, die im oberen Be-

reich liegt, der fur Koniferen beschrieben wurde. Die gefundenen Werte sind vergleichbar mit

Diversitatswerten in den benachbarten Gebieten. Die Diversitat war in Sudwest Oregon leicht

hOher als in Zentral Oregon. An mehreren Genorten zeigte sich eine erhebliche Differenzierung
zwischen den beiden Regionen. Mehrere Allele an verschiedenen Genorten wiesen raumliche

Variationsmuster auf. Die Kombination von heterogenen Allelhaufigkeiten mit raumlichen Va¬

riationsmustem lasst vermuten, dass die vorhandenen Variations- bzw. Differenzierungsmuster
in erster Linie das Resultat von naturlicher Selektion sind und weniger die Folge von histori-

schen Ereignissen.

Die Mehr-Locus-Genotypenfrequenzen zeigten moderate Zusammenhange zu den klimati-

schen Bedingungen des Herkunftsortes. Die klimatischen Bedingungen erkiarten 33 % der Ge-

samtvarianz von 41 allelischen Variablen. Innerhalb der Regionen betrug der erkiarbare Anteil

23 % der Gesamtvarianz. Allelhaufigkeiten an 13 von insgesamt 31 Genorten zeigten eine Be-

ziehung zu den klimatischen Bedingungen des Ursprungsortes. Diese Ergebnisse sprechen fur

die Adaptivitat gewisser Isoenzyme. Speziell Allele an Genorten, deren Enzyme wichtige phy-
siologische Abiaufe katalysieren wie MNR-1, MNR-2, LAP-2, PEP-3, G6P-1, ACP-1, GDH-1,

IDH-1, PGM-1, SKD-2 und MDH-3, scheinen adaptiv zu sein. 42 % der untersuchten Allele

zeigten keinen Zusammenhang, 16 % einen von mehr als 10 %, 31 % einen von mehr als 20 %

und 11 % der Allele einen von mehr als 30 % zum adaptiven Variatiosmuster. Enzym-Genorte
verhalten sich daher mehrheitlich wie Genorte, die quantitative Merkmale kodieren; jedes Gen

tragt lediglich einen kleinen Anteil zur Gesamtvarianz bei. Alle Ergebnisse deuten klar darauf

hin, dass die Temperaturverhaitnisse des Herkunftsortes als die wichtigsten Selektionsfaktoren

fur das Entstehen der vorhandenen Anpassungsmuster zu betrachten sind. Niederschlag und

Wasserangebot hingegen scheinen im ailgemeinen nur einen unbedeutenden selektiven Ein-

fluss auf die genotypischen Strukturen auszuuben. Sudwest Oregon unterschied sich diesbe-

zuglich allerdings von Zentral Oregon. Die Zusammenhange zwischen Mehr-Locus- Geno-

typenstruktur und Klimaverhaitnissen waren in Siidwest Oregon weniger stark ausgepragt und

Temperatur- und Niederschlagsverhaitnisse zeigten einen Zusammenhang von etwa gleicher
Starke. Stark ausgepragte Niederschlagsgradienten in Verbindung mit relativ milden Tempera-
turverhaitnissen mOgen verantwortlich dafur sein, dass die Niederschlagsverhaitnisse in die-

sem Gebiet eine wichtigere Rolle spielen. Zusatzlich mogen die speziellen geologischen Ver-

haitnisse die selektive Bedeutung des Wasserfaktors verstarken. Das Anpassungsmuster in

Zentral Oregon war hauptsachlich durch die Temperaturverhaitnisse bestimmt. Das Muster,
welches sich aus den Mehr-Locus-Genotypenfrequenzen ergab, war praktisch identisch mit
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dem von SORENSEN (1994) fiir das selbe Gebiet puplizierten Anpassungsmuster, hergeleitet
von Samlingsmerkmalen.

Aufgrund der Ergebnisse der multivariaten Analysen scheint die beobachtete Differenzierung in

den allelischen Strukturen zwischen den beiden Gebieten vor allem das Resultat von natiirii-

cher Selektion in zwei gegensatzlichen Umwelten zu sein und nicht die Konsequenz einer un-

terschiedlichen evolutiven Vergangenheit. Die Annahme, dass auf beiden Seiten der Kaskaden

zwei verschiedenen Rassen («Pacific race», «North-Plateau race») als Folge einer verschiede-

nen Vergangenheit existieren, wie sie von verschiedenen Autoren postuliert worden ist, er-

scheint wenig wahrscheinlich.

Gestiitzt auf die Isoenzym-Anpassungsmuster sollte Saatgut nicht ilber die Kaskaden hinweg
verschoben werden. Innerhalb von Sudwest Oregon sollte Saatgut nicht in West-Ost Richtung
transferiert werden. Die existierenden Saatgutzonen scheinen hier fur Pinus ponderosa zu

gross zu sein, urn ein akzeptables Risiko zu garantieren. Die Saatgut Verwendung in diesem

Gebiet sollte nicht durch fixe Saatgutzonen, sondem eher durch Modelle beschrieben werden,
da die Abgrenzung von diskreten Zonen sehr schwierig scheint. Die vorhandenen Saatgutzo¬
nen in Zentral Oregon scheinen die wesentlichen Anpassungsverhaitnisse ebenfalls schlecht

widerzuspiegeln. Aufgrund der Isoenzym-Anpassungsmuster scheinen sie sehr konservativ zu

sein. Fiir ein Risiko von maximal 30 % waren lediglich 8 Saatgutzonen notwendig.

Bis zu 77 % der Variation in den samlingsmerkmalen Ness sich mit den Klimaverhaitnissen am

Ursprungsort erkiaren. Die wichtigste Beziehung ergab sich zwischen Wuchskraft bzw. phano-
logischen Merkmalen und den Temperaturverhaitnissen. Die Wuchskraft scheint das Ergebnis
einer Anpassung an die Temperaturen des Ursprungsortes zu sein. Die natiirliche Selektion

wirkt offensichtlich auf phanologische Merkmale, indem sie die Herkunfte an die Lange der Ve-

getationsperiode anpasst. Die Anpassungsmuster innerhalb von Sudwest Oregon waren wie-

derum komplex. Obwohl die Temperatur auch hier der wichtigste selektive Umweltfaktor war,
waren etwa 25 % der Variation der Samlingsmerkmale mit der Wasserbilanz des Standortes
erkiarbar. In Zentral Oregon waren die Temperaturverhaitnisse hingegen klar der wichtigste
Faktor; 45 % der Variation in der Wuchskraft bzw. in den phanologischen Merkmalen liessen
sich mit den Temperaturverhaitnissen erkiaren.

Aufgrund der Anpassungsmuster der Samlingsmerkmale ergab sich im allgemeinen eine iden-

tische Risikobeurteilung fiir die Saatgutverwendung wie sie gestiitzt auf Isoenzym-Muster ein-

geschatzt worden ist.

Obwohl die Beziehung zwischen Klimaverhaitnissen und Variation von Samlingsmerkmalen
starker war als jene zwischen Klima und Mehr-Locus-Genotypenfrequenzen, glichen sich die

beiden multivariaten Anpassungsmuster sehr stark. Beide Anpassungsmuster widerspiegelten
im wesentlichen dieselben Gradienten von adaptiver Bedeutung. Die Werte auf den beiden

"trend surfaces" waren, mit Ausnahme von Sudwest Oregon (R = 0.142), hoch korreliert

(Gesamtgebiet: R - 0.842, Zentral Oregon: R - 0.66). Mehrere Ursachen fiir die geringe Uber-

einstimmung in Sudwest Oregon sind denkbar und werden diskutiert.

Isoenzym Daten kOnnen nutzliche Information fiir das Verstandnis von Anpassungsmustem lie-

fern. Sie konnen auch fiir praktische Problemstellungen wie das Ausscheiden von Saatgutzo¬
nen oder fiir Modelle zur Risikobeurteilung eingesetzt werden.
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1. Introduction

1.1 General introduction

A major focus of forest genetics is the assessment of patterns of genetic variation within and

between populations. Knowledge of genetic variation patterns as well as information on the de¬

gree of adaptation to contrasting environments, is essential for sound management practices,
effective seed zone delimitation, seed and plant transfer guidelines and tree improvement pro¬

grams. Gene ecology, therefore, provides an important basis of knowledge for all silvicultural

management decisions.

Throughout the ages, natural selection has physiologically attuned populations to their envi¬

ronments. Therefore, for each population there exists an optimal range of environments for

which individuals and their offspring are adapted. Movement of seed or plants beyond their op¬
timal range results in maladaptation and exposes them to risk of poor survival or growth. Opti¬
mal productivity from artificial reforestation or regeneration, as well as management invest¬

ments, are guaranteed only if maladaptation can be avoided or limited to a small extent. To ac¬

complish this, transfer of seed and plant material must be controlled and must be based on

knowledge of genetic variation patterns.

Provenance trials, followed over a long period of time, potentially can yield the best information

on genetic variation, but are limited by time, money and the labor needed to perform such ex¬

periments. Knowledge based on such provenance trials is therefore sparse and often limited to

few provenances and test sites. In addition, the results often cannot be generalized or extrapo¬
lated to a wide area of site conditions due to genotype-by-environment interactions.

An alternative method of gaining insight into genetic variation patterns over a variety of envi¬

ronments is seedling common garden studies. Seeds from different mother trees, sampled over

a part of the species range, are collected and sown under controlled conditions in one or more

nursery test environments. On the basis of a variety of quantitative traits measured on the

seedlings over a period of 1 to 5 years, genotypic values of the mother trees are estimated and

patterns of genetic variation are mapped in terms of topography and other indexes of environ¬

mental variation (CAMPBELL, 1979, 1986, 1991; CAMPBELL and SUGANO, 1987; REH-

FELDT, 1979, 1986, 1989, 1990).

Yet another method of detecting and describing genetic variation is the use of molecular gene
markers such as proteins, DNA fragments (restriction fragment length polymorphisms
(BOTSTEIN et al., 1980) or random amplified polymorphic DNA (WILLIAMS et al., 1990)).
Electrophoresis of isozymes, a technique which has become widespread since the late 1960's,
has been extensively used to estimate and describe genetic variation in plants and animals.

With this technique, enzyme proteins are separated in a gel medium using an electric current.

Since enzymes are coded by DNA segments found at certain chromosome locations (loci) they
may be used as markers for genes. Various forms of enzymes (allozymes) are expressed when
alternative gene variants (alleles) are present. Allozymes differ in their electrical charge and

migrate at different rates through the gel, and can thus be separated in an electric field by elec¬

trophoresis (SOLTIS and SOLTIS, 1989; CONKLE et al., 1982; O'MALLEY et al., 1980). Allozy¬
me data allow accurate estimates of genetic variation and other population genetic parameters.
DNA markers differ from isozyme markers in that they represent variation in DNA sequences
themselves (by cutting the DNA at restriction sites using restriction enzymes and separating the

fragments with electrophoresis), whereas isozymes are transcribed products of DNA se¬

quences. DNA markers are essentially used for the same purpose as isozymes, but they extend

the measurable variation to the total genome whereas isozyme markers are limited to detect¬

able enzymes.

A large number of allozyme studies describing patterns and amounts of genetic variation in

natural populations of forest trees have been reported. These studies have been directed to¬

ward a variety of goals; e.g., assessing the amount of variation present, defining population
structure, defining taxonomic relationships, and demonstrating or testing the adaptive signifi¬
cance of protein variation. Results of these studies are reviewed by HAMRICK et al. (1981,
1992), HAMRICK and GODT (1990), MITTON (1983) and STRAUSS et al. (1992). Allozymes
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might also be useful for establishing breeding zones or seed zone boundaries, gene conserva¬

tion areas and for other purposes such as certifying the source of seedlots or for the identifica¬

tion of clones in breeding programs (FERET and BERGMANN 1976; ADAMS 1981; CONKLE

and WESTFALL 1984; MILLAR and WESTFALL 1992; WESTFALL and CONKLE, 1992;

WESTFALL 1992). Mapping of genetic patterns of geographical variation can be carried out

quickly and easily from allozyme analysis. To be useful for mapping adaptive variation, al¬

lozyme loci or genes closely linked to these loci must be subject to selection pressure. For seed

certification, populations must at least be discernible on the basis of their allozymes.

Twenty-five years after the first occurrence of electrophoretic studies using isozymes, the

adaptive significance of protein polymorphism is still controversial. In fact, few subjects in biol¬

ogy have been more strongly debated than the evolutionary significance of protein polymor¬
phism. Most of the debate centers around two opposing views: The "selectionist" and the

"neutralist". The selectionist view asserts that natural selection maintains and favors protein
polymorphism, whereas the neutralist view assumes that the vast majority of such variation is

selectively neutral or nearly neutral and is just an accumulation of random mutations (KIMURA,
1968, 1983; KIMURA and OHTA, 1971; KING and JUKES, 1969). The ecological significance
of observed allozyme variation is therefore still unclear. If the neutral theory is correct, then the

observed variation is more or less irrelevant to adaptive evolution, at least in the ecological
conditions prevailing at present. Consequently, allozyme gene markers are of little use for

ecological genetics in describing and explaining environmentally significant variation patterns.

1.2 Adaptive significance of protein polymorphisms

The nature of protein polymorphism has been constantly debated since isozyme techniques
were applied to study genetic variation in the mid 1960s. The numerous studies that followed

made evident that protein structure varies substantially within natural populations. At first, this

newly discovered variation seemed to confirm the importance of balancing selection. However,
it was soon realized that selection, acting simultaneously at so many loci, would depress the

mean fitness to such an extent that populations would be unable to survive. This led to the the¬

ory that most protein variation is selectively neutral (KIMURA, 1983). The controversy has con¬

tinued since and was reviewed recently by NEVO et al. (1984), NEI and GRAUR (1984) and

NEI (1987). More than 100 proteins from over 1000 species of plants and animals have mean¬

while been surveyed and the question is still unresolved. Apart from theoretical and mathe¬

matical considerations and predictions, there have been two main approaches to testing selec¬

tionist and neutralist theories with real-world data: 1) Macro and micro geographic surveys of

protein variation combined with inferences about the associations of protein variation with envi¬

ronmental variation, and 2) studies of biochemical kinetics and physiological functions of en¬

zymes.

In the majority of investigations where the adaptive significance of allozymes has been studied,
no adaptive variation has been demonstrated. Allozyme polymorphisms thus appear to be

mostly neutral to selection pressure. The vast amount of literature where no adaptive variation

has been demonstrated, cannot be reviewed here; instead only a number of results showing
exceptions or good support for occasional polymorphisms having significant adaptive conse¬

quences will be cited. The following presentation thus has mere practical reasons; it does not

intend to adopt a selectionist perspective.

The techniques used to demonstrate genetic-environmental patterns include geographic
(spatial) mapping of allele frequencies and gene-environment associations. Spatial allozyme
patterns associated with climate have been described, for example, for Avena barbata (CLEGG
and ALLARD, 1972; KAHLER et al., 1980), Hordeum spontaneum and Triticum dicoccoides

(NEVO et al., 1981, 1988), Oenothera biennis (LEVY and LEVIN, 1975), Lycopersicon
pimpinellifolium (RICK et al., 1977) and many other herbaceous plants. In animal species, as¬

sociations of protein polymorphisms, associated with environmental variation, were found for

the freshwater fish Castostomus clarkii (KOEHN, 1969), the harvester ant Pogonomyrmex bar-

batus (JOHNSON et al., 1969), the fruit fly Drosophila melanogaster (JOHNSON and

SCHAFFER, 1973, OAKESHOTT et al., 1982), the fathead minnow Pimephales proleus
(MERRITT, 1972), the marin fish Fundulus heteroclitus (MITTON and KOEHN, 1975; POW¬

ERS et. al., 1991; CASHON et al., 1981) and many others. These associations of protein poly-
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morphism with environmental variation are primarily descriptive rather than deterministic. They
do not establish direct causal relationships between genetic variation and environment, how¬

ever they inferentially demonstrate that enzyme polymorphisms, or at least parts of it, might be

maintained or influenced by some form of natural selection.

Complementary evidence for a possible, occasional adaptive significance of enzyme polymor¬

phism comes from a large number of biochemical and physiological studies on allozymes.

Many of these studies have demonstrated in vitro kinetic differences between allozyme variants

(KOEHN, 1969; GIBSON, 1970; MERRITT, 1972; HARPER and AMSTRONG, 1973; PLACE

and POWERS, 1979; GROSSMAN, 1980; GRAVES and SOMERO, 1982; GRAVES et al.,

1983; BERGMANN and GREGORIUS, 1993; MITTON, 1983; MITTON et al., 1977; NARISE,

1979; CHARLES and LEE, 1980; HOFFMAN, 1981; POWERS et al., 1991). In vivo differences

among allozyme variants, suggesting that at least some of the in vitro kinetic differences might

give rise to in vivo differences affecting fitness, have been reported, among others, by KOEHN

(1978), PAPEL et al. (1979), ANDERSON and MCDONALD (1981), CAVENER and CLEGG

(1981), DIMICHELE and POWERS (1982a), MARSHALL et al. (1973), POWERS et al. (1991),
CLARKE (1975), SCHWARTZ (1960,1973), SCHWARTZ and LAUGHNER (1969), BROWN et

al. (1976), RAINEY et al. (1987).

Fitness differences related to differences in allozymes have been reported for many species. In

Drosophila, kinetic differences between allozymes of alcohol dehydrogenase were associated

with differences in survival and developmental time (DALY and CLARKE, 1981; DORADO and

BARBANCHO, 1984; VIGUE et al., 1982). Kinetic differences in alpha-giycerophosphate dehy¬
drogenase allozyme variants were correlated with environmental temperature, flight metabo¬

lism and power output (CURTSINGER and LAURIE-AHLBERG, 1981; MILLER et al., 1975;
O'BRIEN and MACINTYRE, 1972; SACKTOR, 1975). Allozyme activity and other kinetic pa¬
rameters of esterase-6 were associated with reproduction (RICHMOND et al., 1980). Differ¬

ences in metabolic flux of glucose-6-phosphate dehydrogenase and 6-phosphogluconate dehy¬
drogenase were reflected in fitness differences (HUGHES and LUCCHESI, 1977; BIJLSMA,

1978; CAVENER and CLEGG, 1991). In Mytilus edulis, osmoregulation and phenotypic fitness

were associated with activity differences between allozymes of aminopeptidase (HILIBISH and

KOEHN, 1985; KOEHN and IMMERMANN, 1981). In Colias butterflies, kinetically different al¬

lelic variation of glucose phosphate isomerase was correlated with survival and mating success

(WATT et al., 1983, 1985). In Methtium senile, differences in allozyme variants were associ¬

ated with a different modulation of the pentose-shunt metabolism (ZAMER and HOFFMAN,

1989). Allelic activities of glutamate-pyruvate transaminase in Tigriopus californicus were as¬

sociated with different rates of alanine accumulation and different responses to hyperosmotic
stress (BURTON and FELDMANN, 1983). In Fundulus heteroclitus, differences in the kinetics

and other biochemical properties of several enzymes involved in the glycolysis, the pentose
shunt and the malate/isocitrate shuttles were reflected in differences in metabolism, oxygen

transport, swimming performance, developmental rate and relative fitness (DIMICHELE et al.,

1986, 1991; DIMICHELE and POWERS, 1982a, 1982b, 1984, 1991; PAYNTER et al., 1991;
PLACE and POWERS, 1979, 1984a, 1984b; ROPSON and POWERS, 1988, 1989; VAN

BENEDEN et al., 1989). The observed differences in fitness components associated with mole¬

cular variants support a possible adaptive significance of certain enzyme polymorphisms since

natural selection might act on such fitness traits.

An adaptive significance of certain enzyme polymorphisms is also supported by observations

that environmental and physiological stress may cause differences in fitness among allozyme
variants of enzymes such as amylase and phosphoglucomutase in marine organisms (NEVO et

al., 1977,1978). Fitness differences could also be reproduced in laboratory experiments, dem¬

onstrating differential survivorship of allelic isozyme variants, singly or in multilocus structures,

caused by single or two interacting pollutants (NEVO et al., 1980,1981,1983).

Numerous studies showing positive correlations between allozyme heterozygosity and fitness

traits in many different species may be viewed as an indirect evidence for the adaptivness of

protein polymorphisms (for an overview see ZOUROS and FOLTZ, 1987). Positive correlations

with fitness could indirectely imply an advantage of having multiple alleles, which is in contra¬

diction to the neutral theory. According to the prediction of neutrality, different molecular forms

should not differ in their kinetic or functional properties, at least not for enzymes with strong
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functional constraints, and heterozygote superiority therefore is unlikely to occur. Consequently,
the occurrence of heterozygote superiority at a molecular locus may be taken as an indication

that functional differences at the molecular level are non neutral and that such loci might be

under natural selection since they seem to be related to fitness traits of the individual. Alterna¬

tively, however, allozyme heterozygosity may only be reflecting levels of inbreeding over the

entire genome and positive associations with fitness traits would thus be a mere consequence
of different inbreeding effects on these traits.

Positive correlations of allozyme heterozygosity and fitness traits such as growth, viability, fer¬

tility or homeostatic stability have been reported in many species and for many enzyme sys¬
tems. For example, the fitness of homozygotes at the Adh locus in a population of Drosophila
melanogaster appeared to be about 90% of of heterozygotes (MUKAI and YAMAZAKI, 1980).
Positive correlations between heterozygosity and growth were found in plants and animals.

Among plant species, growth rate was positively associated with allozyme heterozygosity in Li-

taris cylindrica (SCHAAL and LEVIN, 1976), Pinus rigida Mill. (LEDIG et al., 1983; BUSH et al.,
1987), Populus tremuloides (MITTON and GRANT, 1980), Zea mays (KAHLER and

WEHRHAN, 1986; EDWARDS et al., 1987) and many others. Among animal species, correla¬

tions of growth and allozyme heterozygosity have been reported for American oyster
(Crassostrea virginica; SINGH and ZOUROS, 1978; ZOUROS et al., 1980; FOLTZ et al.,
1983), blue mussel (Mytilus edulis; KOEHN and GAFFNEY, 1984), mollusks (Macoma balthica;
GREEN et al., 1983 and Haliotis discus; FUJINO, 1978), mosquito fish (Gambusia affinis;
SMITH and CHESSER, 1981), herring (Clupea herengus; KING, 1985), sheep (BAKER and

MANWELL, 1977), pig (MAKAVEEV et al., 1977), mouse (Peromyscus polionotus; GARTEN,
1976) and many others.

Positive associations between heterozygosity and age have been found in many species, sug¬
gesting that heterozygote individuals may exhibit higher survival rates (ELLSTRAND et al.,
1978; SCHAAL and LEVIN, 1976; FARRIS and MITTON, 1984; WATT, 1977; ZOUROS et al.,
1983; GREEN et al., 1983; DIEHL et al., 1985; MITTON and KOEHN, 1975). In addition, there

are many reports of size-dependent differences in mean heterozygosity found in natural popu¬
lations, implying that heterozygote individuals may not only exhibit better growth but also better
survival. Species in which single- or multilocus heterozygosity increase with size, include the

abalone (Haliotis discus; FUJINO and SASAKI, 1984), mussels (Modiolus demissus; KOEHN et

al., 1973 and Mytilus edulis; JOHNSON and UTTER, 1975), oyster (Crassostrea gigas; FUJIO,
1982), sand flounder (Rhombosolea plebeia; SMITH and FRANCIS, 1984) and many others. In

the blue grouse (Dendragapus obscurus), heterozygote individuals had an advantage in viabil¬

ity (REDFIELD, 1974). The same result was found for western toad (Bufo boreas) by SAMOL-
LOW and SOULE (1983). Among chickens, heterozygous individuals at the major histocompa¬
tibility complex B locus show an advantage in viability over homozygotes during embryonic de¬

velopment (FUJIO, 1971; MORTON et al., 1965).

Heterozygote advantage in fertility was reported for Litaris cylindrica by SCHAAL and LEVIN

(1976). Flowering plants were more heterozygous than non-flowering individuals and the num¬

ber of ovules was positively associated with heterozygosity at 15 allozyme loci. In Pinus pon¬
derosa Dougl. ex Laws., trees with high fertility (cone production) showed an excess of het¬

erozygotes at three loci, compared to Hardy-Weinberg expectations (LINHART et al., 1979). In

Drosophila euronotus, heterozygous females caught in the wild earned more sperm and pro¬
duced more progeny than did homozygous females (STALKER, 1976). Male Colias butterflies,
heterozygous at Pgm and Pgi loci, had a mating advantage over males homozygous at both

loci (WATT et al., 1985). In pure-bred pigs, average litter size was positively associated with

paternal and maternal heterozygosity (RASMUSEN and HAGEN, 1979). The calving interval in

cattle was found to decrease with increasing maternal heterozygosity. In addition, the total

number of calves bom per female increased with heterozygosity (HIERL, 1976; SCHLEGER et

al., 1978). For the white tailed deer (Odocoileus virginianus) JOHNS et al. (1979) found that fe¬

males carrying twins were significantly more heterozygous than those carrying a single fetus.

Differences between heterozygous and homozygous individuals in performance and metabo¬

lism have been reported in many studies. Vegetatively regenerated Norway spruce cohorts in

high altitude locations were mostly heterozygous for a 6-phosphogluconate dehydrogenase
locus whereas individuals grown from seed were all homozygous at the same locus. Higher ca-
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pacities in energy production, hormone transfer or better nutrient allocation of the founder tree,

which had to support the new vegetative offsprings over a long period of time, is postulated as

a possible explanation (STIMM and BERGMANN, 1994). In the oyster (Crassostrea virginica),

oxygen consumption was least in more heterozygous individuals (KOEHN and SHUMWAY,

1982). A similar correlation was reported for Mytilus edulis by DIEHL et al., (1985). Growth effi¬

ciency increased with individual heterozygosity for the clam, Mulinia lateralis (GARTON et al.,

1984). In the gastropod, Thais haemastoma, heterozygotes had a greater metabolic efficiency
than homozygotes (GARTON, 1984).

The neutral theory, in all its modifications, asserts that most molecular diversity in nature is

non- selective and that this diversity is maintained in populations through mutational input and

random fixation since molecular variants are equal or similar in function. While neutrality and

random processes may be important factors in molecular evolution, they can hardly explain the

rich genetic diversity prevalent in natural populations nor the differences of fitness among mo¬

lecular forms found in the many cases cited above. Even if the cited examples for a possible
adaptive significance of allozyme variation are rare given all the loci and the vast amount of

species studied, they provide good support for occasional allozyme polymorphisms having
siginficant adaptive consequences. Consequently they could be potentially useful for mapping
ecologically significant adaptation patterns in nature.

1.3 Enzyme polymorphisms in forest tree species

Studies of allozyme polymorphism have shown that forest trees are among the most geneti¬
cally variable organisms known (HAMRICK and GODT, 1990). There has been a great deal of

interest in whether observed allozyme variation reflects the work of natural selection and con¬

sequently would be useful for describing the mode and extent of population adaptations. The

search for adaptive explanations for the large amount of genetic diversity observed in most

populations has met with only limited success. Moreover, in spite of considerable work in this

area, there is still very limited knowledge about the phenotypic effects associated with allozyme
variation in forest trees. The large number of allozyme studies in forest tree cannot be re¬

viewed in detail. A summary of the most important results and a number of illustrating exam¬

ples will be given instead.

When allozyme data over many loci are summarized and expressed in a composite index of

differentiation, most allozyme variation is found within rather than among populations, even

when samples are taken across the geographic range of the species. Low levels of interpopula-
tional variation signify that most of the alleles are found in similar frequencies in the different

populations sampled. Exceptions to this generalization have been found for red pine (Pinus
resinosa Ait; FOWLER and MORRIS, 1977; ALLENDORF et al., 1982; SIMON et al., 1986),
torrey pine (Pinus tonreyana Parry ex Carr.; LEDIG and CONKLE, 1983) and western red-cedar

(Thuja plicate Donn ex D. Don; COPES, 1981) which all show little variation, and for stone

pine, Pinus cembra L, where 32% of the variation resided among populations (SZMIDT, 1982)
or Douglas-fir, Pseudotsuga menziesii (Mirb) Franco., which has a high level of differentiation

over its entire range (LI and ADAMS, 1989). Genetic drift as well as bottlenecks were hypothe¬
sized to explain the lack of variability for red pine, torrey pine and westem red-cedar, while

geographic isolation and possibly separate refugia are believed to explain the high differentia¬

tion among populations of stone pine.

Population differentiation is commonly measured using the univariate approach by NEI (1973)
or WRIGHT (1965), in which all loci are weighted equally and the mean over all loci is calcu¬

lated to give the coefficient of genetic differentiation Gs^ (=Fgt). The coefficient G^ measures

the proportion of total gene diversity found among populations; it therefore reflects the degree
of differentiation which might be due to natural selection or genetic drift.

The average GSf value was estimated as 0.076 for 23 wind pollinated conifer species and as

0.075 for nine species of angiosperms such as Alnus, Populus and Quercus (MUONA, 1990).
According to these Gst values, 7 percent of the total gene diversity as detected by allozyme
markers, on average reside among different populations, while 93% is found within populations.
With the exceptions mentioned above, interpopulational differentiation in forest tree species
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ranges generally between 1% and 15% of the total gene diversity as the following examples de¬

monstrate.

Ggt values for lodgpole pine, Pinus contorta Dougl. ex. Loud., range from 1% to 6%

(KNOWLES, 1984; WHEELER and GURIES, 1982; DANCIK and YEH, 1983; YEH and LAY-

TON, 1979). Similar values have been reported for Ponderosa pine (Pinus ponderosa Dougl.
ex Laws.), however, the reported values vary substantially: O'MALLEY et al. (1979) found 12%

inter-population differentiation for 10 populations sampled in the Rocky Mountains, while

WOODS et al. (1983) reported only 1.5% for six small, isolated stands located within a nine-

kilometer radius. G^ values for Monterrey pine, Pinus radiate D. Don, vary between 5.1% and

16.2% for different studies (PLESSAS and STRAUSS, 1986; MORAN et al., 1988). The differ¬

entiation among ecologically different stands is as low as 2%. G^ values for Scots pine (Pinus

sylvesths L), vary widely between 2% and 16% (GULLBERG et al., 1985; RUDIN et al., 1974;

MEJNARTOWITCZ, 1979). In black pine, Pinus nigra Arnold, interpopulational differentiation

was 6% for five populations sampled in the two different subspecies, nigra and laricio, while GS{
values within subspecies were only 0.5% to 2% (SCALTSOYIANNES et al., 1994). For Norway
spruce, Picea abies (L) Karst., estimates of GSf varied between 2% and 6% (LUNDKVIST and

RUDIN, 1977; TIGERSTEDT, 1974; BERGMANN, 1974, LAGERCRANTZ and RYMAN, 1990).
According to different studies, black spruce (Picea mariana (Mill.) B.S.P.), showed between 1%

and 7% interpopulational differentiation (BOYLE and MORGENSTERN, 1987; DESPONTS and

SIMON, 1987; O'REILLEY et al., 1985; YEH et al., 1986; YEH, 1981). Differentiation among

populations of sitka spruce, Picea sitchensis (Bong.) Carr., was reproted to be 7.9% (YEH and

EL-KASSABY, 1980). The values for Douglas-fir range between 0.1% and 7.1% for coastal,
and between 4.3% and 12.2% for interior populations (MERKLE and ADAMS, 1987; LI and

ADAMS, 1989). The low value of 0.1% was reported for 22 coastal Douglas-fir populations
sampled in a small area in Southwest Oregon (MERKLE and ADAMS, 1987). For populations
from different elevations, EL-KASSABY and SZIKLAI (1982) reported a differentiation coeffi¬

cient of 6.8%. Over the entire range of coastal Douglas-fir, LI and ADAMS (1989) found a very

high GSf value of 24.1%, 75% of which, however, was to due to differentiation between the two

varieties.

Results for angiosperm trees show a similar range of gene diversity among populations. Popu-
lus trichocarpa Ton: & Gray showed a Gst value of 6.3% in the Pacific Northwest (WEBER and

STETTLER, 1980). In an animal pollinated, widespread Eucalyptus species, MORAN and

HOPPER (1987) found an interpopulation differentiation of 10% to 12%. In two species of

tropical acacias in Australia and New Guinea, the Gst values ranged from 0.9% to 18%

(MORAN et al., 1989a). In two European oak species, Quercus robur L and Q. petraea (Matt.)
Libel., differentiation was between 0.5% and 5% (KREMER et al. 1991). In six American oak

species the average G^ value was 8.6% (MANOS and FAIRBROTHERS, 1987). In Fagus syl-
vatica L, the average differentiation calculated over 140 populations was 5.4% (MULLER-
STARCK, 1991). In chestnut, Castanea sativa L., a differentiation of 12.2% was reported by
PIGLIUCCI et al. (1991) and VILLANI et al. (1991).

In summary, based on Nei's GSf or Wright's Fst coefficient, only limited amounts of allozyme
variation exist among populations of most forest tree species. These coefficients of genetic
differentiation, however, clearly underestimate the real inter-population differentiation since

they weight loci equally and take the mean over ail loci. In addition, both GSf and FSf attain a

value of 1 if, and only if, all populations are fixed for different alleles at all loci (GREGORIUS,
1978; GREGORIUS and ROBERDS, 1986). Consequently, the small amounts of reported dif¬

ferentiation might be more the result of using an inadequate measure to describe the differenti¬

ation than a lack of differentiation itself. Studies, using the coefficient proposed by GRE¬

GORIUS and ROBERDS (1986), clearly demonstrate that subpopulation differentiation can

vary widely for different loci studied. In Liriodendron tulipifera L, for example, the coefficients

of differentiation by GREGORIUS ranged from 1% for a peroxidase locus to 28.1% for an este¬

rase locus (BROTSCHOL et al., 1986). In ponderosa pine, the coefficient of differentiation

ranged from 4.8% for a phosphohexose-isomerase locus to 17% for a fluorescent esterase

locus (GREGORIUS and ROBERDS, 1986). A coefficient of differentiation calculated over mul¬

tiple loci, therefore, has to weight the loci according to their frequencies in the gene pool in or¬

der to reflect these differences in a composite index. In several studies, which compare the dif¬

ferentiation index by GREGORIUS with the Gst coefficient by NEI, the average differentiation
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index over multiple loci was about 3 times higher than indicated by G^ (GREGORIUS and

ROBERDS, 1986; GREGORIUS et al., 1986; MULLER-STARCK and GREGORIUS, 1986;

MULLER-STARCK, 1987). The method proposed by GREGORIUS and ROBERDS clearly has

greater sensitivity in portraying population differentiation.

However, all measures of diversity are composite indices which in one way or another take an

average over loci or populations. Although the different coefficients of diversity differ somewhat

in their sensitivity, they do not tend to reflect real differentiation among populations, especially
regarding the existing differences among the different gene loci. Patterns of variation may dif¬

fer at individual loci which are not be reflected in a composite index (For other methodological
problems regarding allozyme markers see section 1.4). The reported results, therefore, may not

portray very well small interpopulation differentiation. Consequently, small Gst values are not

proof against the adaptivness of allozyme markers as is sometimes concluded.

Many studies in forest tree populations were conducted in order to find associations of allozyme
variation with environmental variables. There does not appear to be any general relationship
between allozymes and ecological variables since many of these studies failed to find such as¬

sociations, but some have reported significant association between allele frequencies and envi¬

ronmental conditions. Frequently however, there is a confounding of geographic continuity and

environmental continuity. Consequently, other processes than natural selection such as genetic
drift or past migration history could account for the observed patterns. In some circumstances,
however, allozymes appear to be associated with environmental conditions as the following ex¬

amples should illustrate.

GURIES and LEDIG (1981) reported highly significant correlations of allele frequencies for six

out of 11 loci with climatic variables, such as winter temperature and snowfall, that parallel
dines in cone serotiny (LEDIG and FRYER, 1972), wood specific gravity (LEDIG et al., 1975)
and height growth (LEDIG et al., 1976) in pitch pine, Pinus rigida Mill. Significant correlations

were found for malate dehydrogenase (Mdh), isocitrate dehydrogenase (Idh), 6-phosphogluco-
nate dehydrogenase (6pgd), leucine aminopeptidase (Lap), glutamate-oxaloacetate transami¬

nase (Got) and aconitase (Aco) loci. Many other authors have proposed adaptation to local en¬

vironments as'an explanation for a change in allele frequencies across large geographic distan¬

ces, altitudes, changes in slope and soil or climate conditions.

In Norway spruce, strong ciinal variation in an acid phosphatase locus (Acp) was reported by
BERGMANN (1975a, 1978) for a latitudinal transect as well as for two altitudinal transects in

the Austrian and Swiss Alps. The observed variation was hypothesized to be a result of selec¬

tion caused by several temperature variables. The ciinal variation in the Austrian Alps paral¬
leled the variation found in seedling traits and a very high correlation (r=0.99) was reported bet¬

ween the allele frequencies at this locus and time of budset (HOLZER, 1982). Two more loci, 6-

phosphogluconate dehydrogenase (6pgd) and glutation reductase (Grd), showed ciinal variation

in the same altitudinal transect (BERGMANN, 1988). With the exception of ACP, these ciinal

trends could not be verified in another study in the German Alps (RUETZ and BERGMANN,
1989). The association of allele frequencies with elevation found for the Acp locus was applied
to investigate the degree of autochthony of stands in German mountain forests (RUETZ and

BERGMANN, 1988, 1989). Ciinal variation in allele frequencies at four loci (Lap, Gdh

(glutamate dehydrogenase), Got and Acp) associated with altitude was reported for four popu¬
lations of Picea abies in Sweden (LUNDKVIST, 1979). Ciinal variation for an esterase (Est), an

acid phosphatase (Acp) and a leucine-aminopeptidase (Lap) locus in Norway spruce popula¬
tions in Scandinavia was also found by BERGMANN (1973,1975b). Genetic distance between

11 populations was associated with the geographic distances in a north to south direction. LA-

GERCRANTZ and RYMAN (1990), investigating variation patterns based on data of 70 popula¬
tions from the natural range of Norway spruce, found a very high correlation of allozyme fre¬

quencies with latitude and longitude (^=0.80); with ciinal variation oriented in a southwest-

northeast direction. According to the authors, this ciinal variation pattem reflects the effects of

evolutionary factors, imposed by recent historical events related to the last glaciation, and to a

lesser extent adaptation to environmental gradients. STUTZ (1990) found evidence for the

adaptive significance of Lap, 6pgd and Fe (fluorescent esterase) loci in an investigation of Nor¬

way spruce populations in Switzeriand. Factor analyses as well as multiple regression analyses
revealed that Lap was associated with continentality of the climate (precipitation during vegeta-
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tion period, July temperature and soil-water stress). Heterozygosity of Fe was related to precipi¬
tation during the vegetation period and 6pgdwas influenced by soil properties (see later).

A survey over the range of European silver fir, Abies alba Mill., showed overall ciinal variation

for the Idh-B locus, with frequency of the most common allele ranging from 0.80 in the north to

about 0.20 in its southernmost distribution in Calabria, Italy (MOLLER, 1986; BERGMANN et

al., 1990). This ecogeographical variation pattern paralleled a temperature gradient from north

to south. In a later study, ciinal variation in Idh-B was confirmed using additional population

samples. In addition, enzyme kinetic differences in thermostability and catalytic efficiency be¬

tween the alleles were found (BERGMANN and GREGORIUS, 1993). These different kinetic

properties of the allelic forms in combination with the congruence of the frequency distribution

with temperature, strongly suggest that temperature is the selective force acting directly on the

Idh-B locus of silver fir. It is interesting to note in this context that relationships between tem¬

perature-dependent kinetic properties and specific temperature adaptations of genotypes were

found for the same enzyme system in trout species by MOON and HOCHACHKA (1971,1972).
Similar north-south ciinal trends for the locus was verified in a seperate study of Abies alba, by
KONNERT (1992), for a much smaller area in Bavaria, Germany.

Ciinal variation patterns were also reported for black spruce, Picea mariana, in Newfoundland

by YEH et al. (1986). Relatively strong correlations of allele frequencies were found for G6pd

(glucose-6-phosphate dehydrogenase) with longitude, for Pgi (phosphoglucose isomerase) and

G6pd with latitude, and for Aco (aconitase) and malate dehydrogenase (Mdh) with elevation.

According to the authors, it is not likely that one would find significant correlations in five out of

13 loci, if random processes alone were involved in generating the patterns. They therefore

conclude that the complex patterns are the product of underlying genetic processes such as

natural selection and past migration history.

MITTON et al. (1977) reported striking genetic differentiation at a peroxidase allozyme locus

(PER) for ponderosa pine on the eastern slopes of the Colorado Front Range. The frequency of

the most common allele increased steadily with elevation over a distance of only 3 km. In cool

and mesic mountain sites, the frequency was high and the genotypic structure met Hardy-
Weinberg expectations. On warm and xeric sites in the plain, however, the frequency was low

and an excess of heterozygotes was observed. These results have been confirmed by later

studies. In addition, congruent differentiation for the same locus was found between adjacent
north- and south-facing slopes. On warmer and dryer south-facing slopes, an excess of hete¬

rozygotes and a low frequency of the common allele was found, while on cool, north-facing,
slopes the frequency was high, with no deviation from Hardy-Weinberg expectation. Moreover,
the adaptive significance of the peroxidase locus was supported by enzyme kinetic studies

which showed a difference in the temperature optimum between the allelic forms of the enzyme

(MITTON et al., 1977; MITTON et al., 1981; MITTON et al., 1980; LINHART et al., 1979,1981;
BECKMAN and MITTON, 1984). Significant differences in allele frequencies between sites on

mesic, north-facing, slopes and xeric, south-facing, slopes were also observed for loci coding
colormetric esterase (CE), fluorescent esterase (FE), phosphoglucomutase (PGM) and gluta-
mate dehydrogenase (GDH) by HAMRICK et al. (1989).

Similar results for peroxidase have also been reported for beech, Fagus sylvatica, in Europe
(THIEBAUT et al., 1982; COMPS et al., 1987). A frequency dine at this locus paralleled the

temperature gradient from southern to northern locations. In addition, the same associations

were found when temperature changed due to elevation or asped of sites. Ciinal variation as¬

sociated with temperature was also found for a Got locus, with a north-south as well as an alti¬

tudinal trend (COMPS et al., 1987; THIEBAUT et al., 1982). GOMORY et al. (1992) reported
correlations of the frequencies of several alleles with mean annual temperature and precipita¬
tion in beech populations in France: allelic frequencies at Got, Acp, Idh and Mnr (menadione
redudase) loci were significantly correlated with temperature. Frequencies at Got, Per, Acp,
Idh, Mnr and Pgm were also correlated with precipitation. Some of the reported correlations,

however, might be redundant because of intercorrelations among the two climate variables.

Highly significant correlations of isozyme band frequencies with geographic variables were de¬

scribed by FRYER (1987) for the natural range of Pinus n'gida. Some isozyme bands of ACP,
PER and CYO (cytochrome oxidase) were associated with altitude, while some of LAP, ACO,
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ACP and PER showed ciinal variation with latitude or longitude. Forty of the 76 isozyme bands

tested had significant correlations with at least one of the 17 climatic variables. Winter daily
mean temperature, summer mean monthly minimum temperature, winter mean monthly maxi¬

mum temperature and winter mean monthly minimum temperature were most strongly associ¬

ated with the isozyme bands.

In lodgpole pine in British Columbia (ssp. latifolia), YEH and LAYTON (1979) reported ciinal

variation patterns for an aspartate aminotransferase (Aat) locus with altitude and a 6-phospho-

gluconate dehydrogenase (6gpd) locus with latitude.

Eight out of 13 lod studied by YEH and O'MALLEY (1980) in Douglas-fir from British Columbia

showed significant correlations with geographic variables: the frequencies of the most common

alleles at Mdh and Pgm loci were correlated with latitude; at Aco, Aid (aldolase), Mdh and Me

(malic enzyme) loci with longitude; and, at Aid, Me, Pgi and 6pgd loci with altitude. The authors

concluded that, for the number of loci chosen at random, such correlations would not predomi¬
nate if the alleles were neutral.

Substantial differentiation of a peroxidase locus (Per) along an elevational gradient was found

in samples of different growth forms of Engelmann spruce, Picea engelmanii (Parry) Engelm.,
and subalpine fir, Abies lasiocarpa (Hook) Nutt., at tree line by GRANT and MITTON (1977).
The observed heterogeneity of allele frequencies showed a consistent linear trend for two al¬

leles in both species. The enzymic differentiation, in this case, corresponded to clear morpho¬
logical differentiation in growth form.

Although other studies have found significant congruence between allozyme loci and morpholo¬
gical characters, there does not appear to be any general relationship between allozymes and

quantitative traits. The reason for this might at least partly be due to analytical difficulties in as¬

sessing such relationships. Only one study diredly compared the zymograms of parent trees

with those of their progeny and with growth traits of these progenies (FERET, 1974). Another

study by FRYER (1987) compared allozyme data and quantitative traits for the same seedling.
In several other studies comparing allozymes and traits, however, the data were assessed

using different samples for the allozyme analysis and assessment of quantitative traits (for a

further discussion of the analytical problems see section 1.4).

FERET (1974) studied three stands of Picea pungens Engelm. and progeny derived from the

stands for an esterase (Est) and a peroxide (Per) locus, as well as for some morphological
characteristics. Some isozyme and morphological variation was deteded among parent trees

and individual progenies, but there were no differences whatsoever among stands on the basis

of their progeny. The relationship between isozymes and other traits therefore was not conclu¬

sive. No correlation analysis to study the association among the two data sets was performed.

Clusters based on morphological traits and based on isozyme bands from the same seedlings
of pitch pine were in substantial agreement in the study of FRYER (1987), however, the iso¬

zymes used in this study were only phenotypicaly assessed bands from zymograms; i.e. the

bands were not interpreted in terms of allelic variants.

Good agreement between isozyme data and quantitative traits of eight-week old seedlings from

half-sib families in a Douglas-fir population was reported by EL-KASSABY and SZIKLAI (1982).
LAGERCRANTZ and RYMAN (1990) reported a very high correlation (n*0.78) between mor¬

phological and allozyme data for 48 populations of Norway spruce from Europe. Good congru¬

ence of juvenile characters and allozyme frequencies was found in a cluster analysis of 25 Eu¬

calyptus populations from Australia (£. grandis Hill ex Maiden and E. saligna Sm.) by
BURGESS and BELL (1983). KONNERT (1991) reported significant correlations between allele

frequencies at a G6pd locus and several traits, such as phenology and growth, in one-year old

seedlings of Norway spruce. VON WUHLISCH and KRUSCHE (1991) reported significant addi¬

tive effeds at Mdh and 6pgd loci on diameter growth in 21-year old Norway spruce provenance

plots. WHEELER and GURIES (1982) found a moderately high correlation between the ge¬

netic distance based on 42 allozyme loci and the morphological distance based on 12 cone and

seed traits in Pinus contorta. Cluster analysis produced the same grouping for both data sets.
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Many other studies, however, have not found relationships between allelic and morphological
data, for example RAJORA et al., (1991), DICKINSON et al., (1988), EL-KASSABY (1982),
LINHART et al. (1989), GURIES and LEDIG (1982) and FALKENHAGEN (1985).

Associations of enzyme polymorphism with soil conditions, suggestive of an adaptive signifi¬
cance of certain enzymes, were found in several investigations. SHEA (1985) described local

differentiation patterns in Engelmann spruce, Picea engelmanli, which were partly induced by
differences in soil-water availability. Populations on wet sites showed a significant deficiency of

heterozygous individuals at a Pgm locus, while populations on dry sites had an excess of het¬

erozygous. This result was later confirmed by investigations in neighboring populations carried

out by STUTZ and MITTON (1988) and MITTON et al. (1989). In Norway spruce, STUTZ

(1990) found an association of a 6pgd locus with the parent rock formation: the allele frequency

changes at this locus paralleled a gradient from granite to limestone rock formations. Adapta¬
tion to ultramafic soils is also postulated as a plausible explanation for observed allele frequen¬
cy differences in Jeffrey pine, Pinus jeffreyi Grev. and Bait, populations in Southwest Oregon

(FURNIER and ADAMS, 1986). BROTSCHOL et al. (1986) found indications of an adaptation
to soil conditions which was expressed in allozyme differentiation among stands of Liriodendron

tulipifera L. In a recent study on jack pine, Pinus banksiana Lamb., XIE and KNOWLES (1992)
found significant associations of two allozyme loci with soil nutrients. An aldolase (Aid) al¬

lozyme variant appeared more often on soils with high concentrations of potassium and low

concentrations of silicon and titanium, while an allelic form at the Acp locus was positively as¬

sociated with the concentration of heavy metal ions in the soil solution.

The adaptive significance and potential of enzymes in forest tree species have also been stud¬

ied under conditions of stress such as air pollution. Several of these studies have found

relationships between allozyme genotypes and stress tolerance. SCHOLZ and BERGMANN

(1984) were able to show differences in allele frequencies and genotypic strudure between tol¬

erant and sensitive clones of Norway spruce after fumigation with sulfur dioxide. Particularly
striking were the results found for a G6pd locus which seemed to be diredly involved in the

seledion process induced by the pollutant. Besides G6pd, three more loci (Got, Pepca (phos-
phoenolpyruvate carboxylase) and Grd (glutathion redudase)) differed between the two groups.

Generally higher diversity and heterozygosity were observed in the tolerant group compared
with the sensitive group (BERGMANN and SCHOLZ, 1987). Strong indications of seledion by
air pollutants were also found by MEJNARTOWICZ (1983), who studied the allele frequency
variation at an Acp locus among more or less tolerant trees of Scots pine in the vicinity of a

fadory emitting SO2 and fluorides. KONNERT (1992) observed associations of allele frequen¬
cies at Got and 6gpd loci with the degree of needle loss on damaged silver-fir trees in Ger¬

many. In addition, the degree of needle loss was negatively correlated with multilocus gene di¬

versity. Tolerant and sensitive groups were also significantly different in their genotypic fre¬

quencies for two Idh loci and a Got locus, however, no difference in genetic diversity and het¬

erozygosity was observed for these loci. MULLER-STARCK (1989) and MULLER-STARCK and

ZIEHE (1991) reported a higher heterozygosity over 17 loci in a tolerant group of adult beech,
compared with a sensitive group of trees, under the influence of air pollution. Differences in

genotypic frequencies at a Grd locus were also found by RUETZ and BERGMANN (1989) who

compared damaged and undamaged groups of adult trees of Norway spruce in a mountain for¬

est affected by air pollution. Differences in allele frequencies among tolerant and sensitive

groups of trees of Norway spruce were reported by LOCHELT (1994) for the four loci Got,

6pgd, Pgi and Nadh (nicotinamid-adenin-dinucleotid dehydrogenase), in all 24 sampled popu¬

lations, frequency differences among the two groups of trees were observed but no consistent

trend was apparent over all the populations.

MULLER-STARCK and HATTEMER (1989) found indired evidence of diredional seledion

(viability seledion) for a Lap locus, comparing seed and adult trees of the same beech stands

in Germany. In addition, average heterozygosity over 17 loci increased under the natural con¬

ditions of stress. KIM (1980) observed that seedlings, homozygous at a Lap locus, had higher
viability under homogenous glass house conditions whereas heterozygous seedlings revealed

higher viability under the heterogeneous conditions in the forest. Indired evidence for viability
seledion on a 6gpd locus was also reported by KONNERT (1991) for Norway spruce.
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Several studies report a positive relationship between the number of heterozygous allozyme
lod and growth rate. Two central hypotheses may be stated which explain such relationships,
dominance or overdominance. While the dominance hypothesis suggests that heterozygote

superiority is a consequence of the less frequent occurrence of deleterious recessive alleles as

homozygotes in the more heterozygous genotypes, overdominance suggests that having mul¬

tiple alleles is advantagous, causing higher fitness. Under the dominance hypothesis, relation¬

ships between the number of heterozygous allozyme loci and fitness traits are expeded to be

negative because each heterozygous locus causes a slight redudion of fitness compared with

homozygotes for the common alleles because the rare alleles occur predominantely in the het¬

erozygous condition. Association of heterozygosity with fitness traits may then be viewed as a

mere refiedion of the level of inbreeding over the entire genome. Under the overdominance

hypothesis, however, associations between allozymes and fitness traits are expeded to be

positive; polymorphisms may thus be interpreted as an indired evidence for the adaptivness of

certain allozymes and as a result of balancing seledion.

MITTON and GRANT (1980) found a significant positive association of heterozygosity and

growth, as estimated by the average width of the annual rings, in quaking aspen, Populus
tremoloides Michx., in Colorado. Protein heterozygosity was related to the variability of growth
rate in Ponderosa pine and in lodgpoie pine, but in neither of the species was mean heterozy¬
gosity related to growth rate of mature trees (KNOWLES and MITTON, 1980; KNOWLES and

GRANT, 1981; MITTON, 1983; MITTON et al., 1981). In Ponderosa pine, highly heterozygous
individuals exhibited higher growth variability than predominantly homozygous individuals,
while in lodgpoie pine the opposite occurred. These contradidory results may be due to the in¬

dired influence of fertility differences related to heterozygosity and growth rate. A negative re¬

lationship between growth rate and relative levels of female cone produdion was found for

Ponderosa pine, while there was no such relationship for lodgpoie pine. Ponderosa pine is

known for their sporadic reprodudive output during mast years, which leads to reduced radial

growth in years with reprodudion. Lodgpoie pine, on the other hand, produces cones regularly
every year which allows regular annual energy allocation to radial growth each year (LINHART
et al., 1979; LINHART and MITTON, 1985). In Engelmann spruce, taller three-year-old seed¬

lings had consistently higher levels of heterozygosity than the normal control seedlings
(MITTON and JEFFERS, 1989). In pitch pine, results on relationships between heterozygosity
and growth rate were inconclusive, since in 5 stands the correlation was positive and in three

stands it was negative. In addition, the relationships were highly dependent upon the age and

the density of the stands. Correlations between heterozygosity and growth increased with stand

age, density, and environmental unpredictability, observations showing that relationships are

complex, but also suggesting that heterozygotes were better able to withstand greater environ¬

mental variability overtime (LEDIG et al., 1983). In 18 year old beech populations, THIEBAUT
et al. (1992) observed significantly more heterozygote individuals in the group of tall individuals

than in the group of small ones. In jack pine, the relationships between heterozygosity and

quantitative traits were highly non-linear and the degree of association changed under different

environments; maximal expression of heterosis for morphological traits was observed under

stressful conditions (GOVINDARAJU and DANCIK, 1987). MORAN et al. (1989b) found a posi¬
tive correlation between heterozygosity and height at the population level in Casuarina cun-

ninghamiana Miq. In knobcone pine, Pinus attenuata Lemm., heterozygosity was positively cor¬

related with trunk growth, but negatively with cone produdion (STRAUSS, 1986). Eighty per¬
cent of the founder trees in Norway spruce cohorts at tree line, which produced and supported
vegetative propagules over some period of time, were heterozygous for a 6pgd locus, whereas

all other trees without vegetative propagation were homozygous for this locus (STIMM and

BERGMANN, 1994). The authors speculated that being heterozygous at this locus means an

advantage in energy produdion or dry matter allocation which is necessary to support the ve¬

getative propagules for a period of time. In radiata pine, STRAUSS and LIBBY (1987) found a

highly significant positive linear correlation between clonal heterozygosity and growth. A signifi¬
cant negative quadratic correlation, however, was indicating that the effed of heterozygosity
diminished as the level of heterozygosity increased. The increasingly negative relationship of

heterozygosity to growth is explained by negative effeds of deleterious alleles, since each het¬

erozygous locus causes a slight depression in growth compared with homozygotes for the

common alleles and since the rare alleles occur predominantly in heterozygous condition. The

contributions of individual loci to heterosis were highly variable. The results were interpreted by
the authors as evidence against overdominance and in favor of the neutrality of the examined
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alleles. A different conclusion is reached by BUSH and SMOUSE (1992) in a study on 19 year

old loblolly pine, Pinus taeda L. Survival, growth and fecundity were decidedly non-random with

resped to allozyme genotypes. At a Pgi locus they found overdominance, with resped to height

growth and fecundity, of a modestly rare (frequency of 0.18) allelic variant in the heterozygous
form with the most common allele. Although this rarer allele suffered severe survival disadvan¬

tages in homozygous form and a mild disadvantage even in heterozygous form, the net effed

over the whole life cycle is shown to be a mild overdominance which leads to balandng selec¬

tion of the two allelic forms. In agreement with other investigations, BUSH and SMOUSE

(1991) found severe survival seledion against low-frequency alleles, both in heterozygous and

homozygous form. The authors conclude that while polymorphic alleles are obvious candidates

for balancing seledion due to overdominance, rare alleles are not. Negative correlations of

growth with heterozygosity for highly polymorphic lod with rare alleles are explained by delete¬

rious effeds of such rare allelic variants while positive correlations between heterozygosity and

fitness are hypothesized to be the result of overdominance involving more frequent alleles or

other genes which are tightly linked to these alleles.

Examples of associations of heterozygosity and other fitness traits, such as higher tolerance to

air pollution or higher fertility, have already been discussed. In summary there is some evi¬

dence that higher fitness, higher stability and higher plasticity under stressful conditions and

heterogeneous environments may be related to heterozygosity of certain allozymes in forest

tree species. Although many questions, especially about the mechanism causing this heterotic

effed, are still open to discussion, this evidence is in good agreement with the results of other,
non forest tree species presented in section 1.2. In addition, the results showing associations of

allozymes with ecological variation are suggestive of the adaptivness of certain enzyme sys¬
tems. Although other fadors might be involved in shaping the observed patterns, the fairly
congruent results, regarding the enzyme systems which show such environmental associations,
over many species and study areas suggest that they may be adaptive.

1.4 Potential and limits of isozyme markers

Isozymes behave as genetic traits in a strict sense. Polypeptides are the primary produds of

coding regions. Since the nucleotide sequence of the polypeptide is collinear to the sequence
of the gene, a change in the coding region of the gene may diredly lead to a change in the

amino acid sequence of the polypeptide. Since several different combinations of nucleotide

triplets in the DNA code for the same amino acid, not all mutations produce a change in the

amino acid sequence of the polypeptide. If such a change does occur, however, it may alter the

net charge or the structure of the enzyme molecule (peptide), thus it can be deteded by elec¬

trophoresis. Consequently, isozymes are markers which are as close as possible to the DNA

level in the sense that differences in the markers are dired refledions of differences in the

coding genes. Because isozymes are already transcribed produds, they do have properties that

are different from DNA markers. Eledrophoretic detedion, for example, is restrided to func¬

tional proteins; structural proteins as well as water-insoluble or cell structure-bound proteins
cannot be utilized. Consequently, isozyme markers are less abundant than DNA markers.

Isozyme lod represent only a small and non-random sample of all structural genes present in

the genome. POWELL (1975) demonstrated that about 0.5% of the eukaryotic genome codes

for all the proteins in an organism. In addition only about 25% to 30% of substitutions in the

DNA give rise to amino acid substitutions which in turn lead to a change in the mobility (charge)
of the enzyme molecules that can be deteded by standard eledrophoretic procedures. For

these reasons only about 0.1% of all the nucleotide substitutions in the total genome can theo¬

retically be assessed with electrophoresis. However, eledrophoretic procedures are available

only for a fraction of the potential proteins. In other words, only a very small fradion of the pos¬
sible variation in the genome can be deteded with isozyme markers. This lack of representa¬
tiveness may bias the estimates of genetic diversity and heterozygosity. In addition, mutation

rates and thus the variability of the different enzyme systems differ according to their fundion

in metabolic pathways. GILLEPSIE and LANGLEY (1974) subdivided enzymes in two groups:

group I and group II enzymes. Group I enzymes are charaderized by a single physiological
substrate. They are involved in primary metabolism. Group II enzymes are enzymes which use

several different substrates; they are involved in secondary metabolism and their fundions are

often unknown. Group II enzymes are generally more variable than the group I enzymes, since

the group I enzymes are more vital (GILLEPSIE and LANGLEY, 1974; JOHNSON, 1974). Con-
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sequently, an overestimation of genetic diversity is possible whenever the enzyme groups are

not surveyed equally. Differences in diversity measures reported by different authors for the

same species may result from different numbers and types of enzyme loci surveyed in different

studies.

The genetic control and Mendelian inheritance of isozymes can be verified easily, especially in

conifers using haploid megagametopyte tissue. In many of the cases one strudural gene codes

for one enzyme, thus allowing for a simple genetic interpretation. There may, however, be

more than one enzyme in the same enzyme system. In this case, isozyme band patterns have

to be verified for their Mendelian inheritance before they can be used for genetic studies. Al¬

lozymes, e.g. isozymes which are encoded by different alleles of the same strudural gene, are

usually codominantly expressed, thus homozygous and heterozygous individuals are easily
distinguished from each other. In general, isozymes show complete penetrance, without plei-

otropic or epistatic effeds.

Quantitative traits, such as morphological, physiological or chemical characters, on the other

hand, are not genetic traits in a strid sense (with the exception of simply inherited morphologi¬
cal markers), since they are under obscure, mostly polygenic control and strongly influenced by
the environment. Consequently, the relationships between their phenotypic and underlying ge¬
netic control remain unresolved. Quantitative traits are the expressed sums of many different

and interading genes in a specific environment. LEWONTIN (1984) has demonstrated that

these fundamental differences between allozymes and quantitative traits do have implications
for the statistical power of deteding differences. Based on theoretical grounds, LEWONTIN

showed that significant differences among the frequencies of individual loci affeding a quanti¬
tative trait are much more difficult to deted statistically than differences in the trait itself. Com¬

ponents of fitness or physiological traits might have heritabilities as low as 1%. There might be

more than a hundred loci relevant to the character. Hence, on the level of the markers, the

charader is broken down into more than a hundred genes, with each gene contributing only
very little to the expression of the charader. In a random sample of allozyme markers, how¬

ever, it is very unlikely that all, or even a small number, of these genes would be included in

the sample. Consequently, the detedion of any relationship among allozyme markers and phe¬
notypic traits is very unlikely. The many failures to find such associations are therefore primar¬
ily a consequence of these fundamental differences between the two data sets. Allozyme sur¬

veys will generally contain an "average" sample of strudural genes affeding many different

charaders of different heritabilities. In pradice, the comparisons of gene frequency differences

with metric trait differences is a comparison of the "average gene" with the "average trait". As a

consequence of these fundamentally different properties of allozymes and quantitative traits,
results of studies based on quantitative traits are very likely to differ from studies based on al¬

lozyme markers, especially the degree of differentiation uncovered by each data set, and the

strength of association with environmental variables. Even if an allozyme locus influences an

adaptive quantitative trait, adaptive variation at the individual locus may be nearly impossible
to deted. This does however not mean that an individual allozyme locus could not have a large
effed on adaptation. Different results therefore are not proof that allozymes are not adaptively
significant. Moreover, differing results do not necessarily indicate that evolutionary forces, ad-

ing upon the different sets of charaders, differ from each other (see for example MITTON,

1983, page 462; MUONA, 1990, page 286).

Many studies, comparing geographic variation of allozymes with variation of phenotypic traits,
do indeed find that quantitative traits exhibit a much larger degree of differentiation than protein
markers. For example, MERKLE and ADAMS (1986), studying allele-frequency patterns at 27

lod in each of 22 breeding zones for Douglas-fir in Southwest Oregon, found that less than 1%

of the allozyme variation was attributable to differences among the breeding zones. This result

was in striking contrast with observed variation in seedling quantitative traits. Of the total variat¬

ion among family means for six traits of one-year old seedlings, an average of 59% was asso¬

ciated with differences among breeding zones and the remainder with differences among fami¬

lies within zones (LOOPSTRA, 1984). Similar strong differentiation in quantitative traits among

populations of Douglas-fir in Southwest Oregon have also been reported by other authors

(HERMANN and LAVENDER, 1986; CAMPBELL and SORENSEN, 1978; WHITE, 1981; SO¬

RENSEN, 1983; CAMPBELL, 1986). In Pinus contorta, WHEELER and GURIES (1982) found

that only 9% of allozyme variation was distributed among populations while 57% of morpho-



14

logical variation was caused by interpopulational differentiation. In Scots pine, Pinus sylvesths,
several allozyme studies in Scandinavia have shown little latitudinal differentiation in allelic fre¬

quencies (CHUNG, 1981; GULLBERG et al., 1985; MUONA and SZMIDT, 1985). In contrast to

these results, common garden studies revealed a very high correlation (r=-0.97) between bud-

set and latitude (MIKOLA, 1982). Transfer experiments paralleled these findings: ERIKSON et

al. (1980) found that a transfer of seedlings even over a very short range to the north or to an

altitude higher than the source location results in increased mortality.

The special properties of allozyme markers must be considered in the choice of analytical
methods used to describe patterns of variation, differentiation or associations with the environ¬

ment. If populations differ greatly for a small number of marker alleles, differentiation is readily
detedable with only these markers. On the other hand, if populations differ only slightly in their

allele frequencies for each of a large number of lod, any differentiation will be deteded only if

all the lod are considered jointly in the analysis. Especially in forest tree species, where most of

the loci share the same alleles in approximately the same frequencies over large geographic
areas, univariate techniques of analysis may therefore not be sensitive enough to reveal the

existing patterns of variation. Measures of genetic distance or similarity may obscure the un¬

derlying patterns because they weight all loci equally. Under these circumstances, single poly¬
morphic loci are highly unlikely to reveal patterns or associations of any kind.

Human geneticists have faced the same problem in studying genetic differences among human

races. In terms of allozyme frequencies, human races are remarkably similar at a large number
of loci. Differentiation at single polymorphic loci between individuals from different races was

not much larger than differentiation between individuals from the same local populations
(LEWONTIN, 1972; CAVALLI-SFORZA, 1974; LATTER, 1980). This intriguing result prompted
the application of multivariate statistical methods. Multivariate analyses of the same data sets

were able to reveal significant patterns of differentiation between Europeans and South Ameri¬

can Indians (MENOZZI et al., 1978; SMOUSE et al. 1982; SMOUSE and NEEL, 1977; WAR-

TENBERG, 1985; BARBUJANI and MILAN I, 1986). Multivariate techniques make use of the

fad, that a large number of small differences is equivalent to a small number of large differ¬

ences by treating all the loci jointly and equally in the same analysis. Cumulative effeds of

small differences in allele frequencies, summed across many loci, may result in detedable dif¬

ferentiation between populations at the multilocus level. Whereas the conventional univariate

analyses are restricted to studying variation at individual loci or their average over loci, multi¬

variate techniques make it possible to examine variation in multilocus sets, which include cor¬

relations between alleles or interadions among loci. Genes do not ad independently from oth¬

ers in the genome. Coadapted gene complexes might only be deteded when the alleles are

analyzed simultaneously. Multivariate techniques seem to be able to overcome parts of the dif¬

ficulties inherent in allozyme data. Compared to univariate methods, the chance of deteding
significant differences or associations is largely improved by multivariate procedures.

Only few studies have used multivariate techniques to analyze allozyme data in forest tree

spedes. GURIES (1984) reanalyzed published allozyme data of four different species by
means of principal component analysis. In western white pine, Pinus monticola Dougl., the first

principal component accounted for 37% of the variation in allozyme frequencies and was

strongly correlated with both latitude and elevation of populations, while the first three principal
components cumulatively accounted for 66% of the variation in allele frequencies. Western

white pine populations from southern Oregon appeared to form a partially differentiated cluster

while no differentiation among northern populations was observable. In pitch pine, Pinus rigida,
70% of the variation in allele frequencies were accounted for by the first three principal compo¬

nents. The first two components revealed some distind grouping; the patterns however did not

follow clear environmental gradients. Stochastic processes such as genetic drift and "founder-

effects" are believed to be the driving forces involved in producing these patterns. In lodgpoie
pine from British Columbia, 34% of the variation in allele frequencies was accounted for by the

first two principal components. Correlations with latitude, longitude or elevation were only mod¬

erate. Nevertheless, ordination of the two components separated populations north of lat 53 ° N

from those to the south. The patterning of variation is interpreted as a consequence of past mi¬

gration history with populations from two different refugia meeting in central British Columbia.

In eastern cottonwood, Populus deltoides Bartr. ex. Marsh., the first three principal components
accounted for 67% of the variation in allozyme frequencies. Ordination of the first two compo-
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nents revealed several dusters of populations which were congruent with the major river sys¬

tems. Very strong correlations between the first component and latitude (r=0.87), longitude

(r=0.74) and several climatic variables were found. Patterning of variation is interpreted as

partly due to seledion, partly due to migration along riparian habitats.

YEH et al. (1985) used discriminant analysis to study differentiation among 17 populations of

lodgpoie pine (ssp. latifolia) in the Yukon and British Columbia. Two significant canonical dis¬

criminant fundions accounted for 38% of the total variance in the 20 polymorphic loci. The first

fundion paralleled a strong north to south geographic pattem. The second fundion had no ap¬

parent simple geographic interpretation, but separated populations according to their eleva¬

tions. In spite of the fad that most of the variation at a single locus could be found within any

population in lodgpoie pine (WEEHLER and GURIES, 1982; DANCIK and YEH, 1983), the

multivariate analysis uncovered a rich strudure of genetic variation which was associated with

geography and climate conditions.

O'REILLY et al. (1985) used discriminant analysis to study differentiation of upland and lowland

black spruce stands in northern Ontario. The discriminant fundions based on allozyme varia¬

tion were able to correctly classify about 70% of the sampled trees into their respedive upland
and lowland origins. In comparison, only 52% of the one-year old progenies from the same po¬

pulations were corredly classified into the upland/lowland groups by discriminant fundion

based on morphological seedling traits.

With conventional single-locus techniques, MERKLE and ADAMS (1987) found only about 1%

of genotypic variation attributable to differences in breeding zones of Douglas-fir in southwest

Oregon. Discriminant analysis for the same region produced 4 significant canonical fundions.

The breeding-zone contribution to explaining the variation in the scores on these fundions

ranged from 22% in the first to 12% in the fourth canonical fundion. However, the first two dis¬

criminant fundions represented only 25.6% of the variation in the allozyme data set. Thus, only
3.3% of the total genetic variation could be assigned to breeding zones. Although it was possi¬
ble, by means of canonical discriminant analysis, to assign a larger proportion of allozyme
variation to differences among breeding zones, the patterns of variation revealed only moder¬

ate associations with geographic variables. Moreover, the magnitude of differentiation was in

striking contrast to results from common garden studies which, using the same families,
showed strong dines over the same environmental gradients.

CONKLE and WESTFALL (1984) and WESTFALL and CONKLE (1992) were able to deted

geographic patterns in several forest tree species using a variety of multivariate analysis tech¬

niques. Using canonical correlation analysis, the authors were able to account for 49% of the

genotypic variation with two canonical variates in a study on ponderosa pine in California's

Sierra Nevada. The two canonical variates were associated with latitude, longitude and eleva¬

tion. Based on the scores of both canonical variates, groups of similar multilocus genotypes
were formed, which related to seed zones and elevations. Moreover, the average probability of

corredly allocating an individual tree on the basis of its multilocus genotype to one of these

groups, using discriminant fundions, was 51%, which is high precision compared to the random

expedation of 6%. In another survey, WESTFALL and CONKLE (1992) analyzed multilocus

patterns in three more species of the mixed conifer zone in the Sierra Nevada of California:

White fir (Abies concolor Lindl), sugar pine (Pinus lambertiana Dougl.), and Douglas-fir. Geo¬

graphic patterning was strongest for Douglas-fir and weakest for white fir with 43% versus 14%

of variation accounted for by the first three canonical vectors. There was a striking similarity in

the trend-surface among all four species, ponderosa pine included. The patterns were all sad¬

dle-shaped surfaces with the long axis of the saddle oriented in a northwest-southeast diredion.

These saddle-shaped forms of the allozyme patterns were also shared with those of growth
traits from progeny tests in California (KITZMILLER, 1990), whereby growth decreases along
the Sierras to the northwest and increases to the southwest. Eight groups of multilocus contour

intervals were formed based on the canonical scores of the first three vedors. The proportion
of corredly classified trees into these eight groups by discriminant analysis, using the original
multilocus genotypes of each tree, were relatively high (34% to 53% for the different species)
compared with the random classification rate of 14%. A separate analysis of coastal Douglas-fir
from southwestern Oregon and northern California by WESTFALL and CONKLE (1992) pro¬
duced no significant canonical vedors. The patterning was very weak and paralleled the results
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of MERKLE and ADAMS (1987). In all the allozyme data, the correlation between a single al¬

lele and the canonical model only occasionally exceeded 0.25. Although very small proportions
of the variation in any one allele is associated with geography (environment), the aggregate
multivariate patterns were much stronger. Allozyme markers behave, as was outlined before,

indeed in the way expeded for quantitative trait loci. Moreover, it is interesting to note, that al¬

lele frequencies at several lod are related to the pattem in most of the samples, espedally at

lod coding enzymes associated with glycolysis and the Krebs cycle, such as ACO, IDH, MDH,

6PGD, PGM, LAP and GOT.

The multilocus allozyme pattems of white fir, mentioned above, were used by MILLAR and

WESTFALL (1992) to develop gene conservation strategies for this spedes. Based on transfer-

risk analysis (CAMPBELL, 1986; WESTFALL, 1992) from multilocus allozyme pattems, three

major groups were defined. These groups served as starting points for defining genetic re¬

source management units e.g. gene conservation areas in which average transfer-risk was

greater than 6% and smaller than 12%. The allozyme pattems were validated by comparing
them to results from common garden studies and plantations. Average transfer-risk per 300 m

elevation was 18% for allozymes and 19% for the common garden data. This close correspon¬
dence between the results of the different data sets confirmed the value of multilocus allozyme
mapping and transfer-risk analysis in white fir of the Sierra Nevada populations in California.

In summary, there is evidence that multivariate analysis of allozyme lod is able to reveal

greater levels of differentiation, stronger associations with ecological fadors and more subtle

gradients or patterns of variation than the conventional univariate procedures. Mapping of

adaptive multilocus allozyme variation seems to have potential for contributing to seed zone

delimitation, breeding zone formation, transfer-risk analyses and development of gene conser¬

vation strategies or other objedives related to gene-ecology.

1.5 Objectives

The main objedive of this study was inspired by the promising results of recent multivariate al¬

lozyme studies. Accordingly, its major goal was to further evaluate the potentials and limits of

multivariate statistical analyses applied to allozyme data. Different multivariate procedures
were applied to single tree allozyme genotypes in order to reveal and describe patterns of

variation, to test for their adaptive significance and to evaluate their relevance to practical for¬

estry. Present patterns of variation may be the result of different evolutionary forces. In order to

assess the importance of the most relevant underlying processes, pattems of genetic variation

were studied in the context of one central and two alternative hypotheses. The central hy¬
pothesis was:

1) Geographic variation in multilocus allozyme genotypes is the result of recent adapta¬
tion to current environments, caused by natural selection

The two alternative hypotheses to test for were:

2) Geographic variation in multilocus allozyme genotypes is the result of a different evolutionary
history, caused by migration from different refugia populations

3) Geographic variation in multilocus allozyme genotypes is the result of random processes,
caused by genetic drift among populations

Observed single-locus and multilocus patterns of genetic variation as well as associations with

geography and climate were interpreted for their congruence with the expeded pattems under

each of the three hypotheses. The proportion of variation caused by adaptation to current envi¬

ronments (central hypothesis) was primarily tested by relating the allozyme genotypes to cli¬

mate variables which were considered to be the most important determinants for an eventual

adaptive pattern. In order to assess the importance of past migration history and genetic drift

for current patterns of variation (alternative hypotheses), total variation was partitioned into the

proportions of variation which 1) are shared by the environmental variation 2) are shared by
both environmental and geographic variation and 3) are not shared by the environmental varia¬

tion. Since effeds of migration or drift are expeded to result in patterns which are unrelated to



17

environmental variation, they should be refieded in the proportion of variation not shared by
the environmental data.

To further evaluate the adaptive significance of multilocus allozyme variation, patterns of al¬

lozyme variation were compared to patterns of variation from quantitative traits, assessed in a

common garden study. Since seedling quantitative traits are often closely assodated with eco¬

logical fadors of their seed source location, it is commonly agreed that their variation patterns

largely refled adaptation. Moreover, seedling traits are at present extensively used for the pur¬

pose of establishing seed-zones and seed-transfer rules, which are applied in pradical forestry.
The degree of congruence between the patterns of variation in allozymes and quantitative traits

was used to elucidate the adaptive significance of allozyme variation and to help in the inter¬

pretation of the existing pattems. In the present work, the quantitative traits were assessed

from the progeny of the same mother trees used to assess allozyme genotypes. In this resped,
this study adds a new dimension to the investigation of genetic variation pattems. If multivari¬

ate analysis of allozymes should tum out to be a useful approach for revealing patterns of

adaptive variation, the technique might eventually be able to replace common garden proce¬
dures or at least to provide additional complementary information.

More specifically, this study describes and interprets patterns of genetic variation in ponderosa
pine in two contrasting regions of Oregon, USA, namely the east slope of the Cascade Range,
including parts of the high desert (Warner and Ochoco mountains), and the Klamath and

Siskiou mountains in Southwest Oregon, from the Cascade Range to the Pacific ocean. Pat¬

terns of genetic variation, both for allozyme markers and seedling quantitative traits, are ana¬

lyzed for both regions separately and partly for the total sampling area combined. Associations

with geographic and climatic variables are studied and compared with each other as well as

among the two regions. Explicitly, the study attempts to achieve the following primary objec¬
tives:

• A description of allozyme variation and differentiation with conventional univariate tech¬

niques.

• An examination of spatial strudures of single-locus allozymes and their univariate relation¬

ships to geography and ecology.

• A comparison of the two regions with resped to their single- and multilocus genotypic struc¬

tures.

• An assessment of associations between multilocus allozymes, geography and climate con¬

ditions.

• An interpretation of the underlying processes which may have generated the present pat¬
tems of variation.

• A comparison of the allozyme patterns with multivariate patterns of seedling quantitative
traits.

• An evaluation of the adaptive significance of multilocus allozyme variation and an assess¬

ment of the potential and utility of the multivariate allozyme approach for gene-ecology and

pradical forestry.

• An evaluation of the existing seed zones with resped to the observed variation patterns of

allozyme and quantitative traits.
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2. Ponderosa pine

2.1 Distribution, characteristics and ecology

Ponderosa pine is the most widely distributed pine in the western United States. Sometimes it

is even called the most widely distributed and most important pine in North America (HARLOW
and HARRAR, 1969; FOWELLS, 1965). In terms of area, ponderosa pine has the single largest

range of any western species. In terms of acres where ponderosa pine predominates, it is sec¬

ond only to the Douglas-fir type. Overall, ponderosa pine is the principal species on some 11

million hedares (27 million acres) in the western United States. The species, however, occurs

on several million additional acres where it does not constitute the plurality of stocking.

Throughout the western United States, ponderosa pine is the fourth most abundant species,
accounting for about 1.1 billion m3 (38 billion cubic feet) of growing stock (VAN HOOSER and

KEEGAN, 1987). It extends from latitude 51° N and about longitude 123° W in the Fraser River

drainage in British Columbia to approximately latitude 24° N and longitude 105° W in west-cen¬

tral Mexico, and from latitude 42° 30' N and longitude 99° 30' W in north-eastern Nebraska to

the Pacific Coast in California (Figure 1, p. 19). The elevation distribution ranges from sea level

(Tacoma, Washington) to about 2700 m in California, Colorado and Arizona. Within this vast

area of distribution, commercial stands are found in British Columbia, Washington, Oregon,
Idaho, Utah, Montana, South Dakota, Colorado, Nebraska, New Mexico, Arizona, California

and Mexico. The heaviest concentrations of ponderosa pine occur in northern California (2 mil¬

lion ha) and eastern Oregon (1.9 million ha). Arizona and New Mexico also contain substantial

acreages, with each exceeding 1.3 million hectares. Ponderosa pine is a major lumber species
and the source of some of the highest value softwood lumber. Its economic importance is con¬

siderable: 7,000 to 9,000 people are involved in harvesting and hauling of ponderosa pine,
while 10,000 to 15,000 workers are employed in sawmills, and 10,000 in the pulp and paper

production, depending on this species. All in all, there are about 35,000 jobs in the primary for¬

est produd industry depending on ponderosa pine, with an estimated 750 million dollars an¬

nually in total salaries (VAN HOOSER and KEEGAN, 1987).

Ponderosa pine was first recorded in the journal of the Lewis and Clark expedition of 1804, but

was named and described only in the late 1820's by David Douglas. For many years it was

called western yellow pine but the name was changed in 1932 to ponderosa pine. Ponderosa

pine is subdivided into three different varieties: Pacific ponderosa pine (Pinus ponderosa var.

ponderosa), Rocky Mountain ponderosa pine (Pinus ponderosa var. scopulorum) and Arizona

ponderosa pine (Pinus ponderosa var. arizonica). Pacific ponderosa pine is a three-needle pine;
but two-needle fascicles can be found at low frequencies of 1% to 3% (HALLER, 1965;
WEIDMANN, 1939; READ, 1980). Rocky Mountain ponderosa pine, on the other hand, has a

moderate to high proportion (20% to 85%) of 2-needle fascicles, and its needles are much shor¬

ter than elsewhere. In addition, it has stiff needles with sunken stomata, while the Pacific race

has flexible needles with surface stomatas. Arizona ponderosa pine normally has five needles

per bundle. Some authors consider it a distind species, while others consider it a variety of the

ponderosa pine complex.

Ponderosa pine grows to impressive size: stems with diameters as great as 263 cm (103.5 inch

at breast height) and total height of 72m (232 feet) have been recorded (AMERICAN
FORESTRY ASSOCIATION, 1956), while diameters of 75 to 125 cm and heights of 30 to 40 m

are common throughout its range. In Oregon, the tallest tree is 2.7 m in diameter and 49.5 m in

height; it is located close to the Deschutes River south of Bend in eastern Oregon (source:
Oregon Forestry Education Program). Trees often reach ages of 300 to 600 years. In eastern

Oregon a tree of 726 years of age has been recorded by KEEN (1940).

The ecological niche occupied by ponderosa pine is one characterized by high temperatures
and low water availability. Pacific Ponderosa pine grows in the drier portions of a maritime cli¬

mate regime. Extended cover of clouds and rainfall in winter, with prolonged drought and few

clouds in summer, is a common weather pattern. At typical locations in six western states and

British Columbia, average annual precipitation varies from 250 to 550 mm with 50 to 150 mm

during the growing season (May through August). Commonly, July and August precipitation is

about 25 mm or less, and in some places there is none at all. In contrast, Rocky Mountain pon¬
derosa pine grows in a more continental climate. In these areas, winter precipitation is normally
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Figure 1: Distribution of ponderosa pine in the United States, Canada and Mexico (from LITTLE,

1971). Races according to CONKLE and CRITCHFIELD (1988). The circle indicates the

area investigated in the present study

less than in the maritime climate, but storms deliver more moisture in mid-to-late summer

(STEELE, 1987). Average annual temperatures are between 5.4°C and 9.9°C, and average

July-August temperatures between 16.7°C and 20.9°C. Annual extremes are from -44°C to 43°

C, or perhaps even lower and higher. Ponderosa refleds the warm, dry limits of coniferous for¬

ests and forms the lower timber-line throughout its geographic distribution. At lower timber-line,
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it merges with grassland, shrub land or woodland. The success of ponderosa pine on hot, dry
sites is a function of its ability to control water loss and remain photosynthetically adive during
periods of water stress. Ponderosa pine has the ability to close its stomata at night, minimizing
nighttime water loss, to store large quantities of water in both sapwood and heartwood and to

locate water in the soil due to its great rooting potential. In addition, temperature optima for

photosynthesis are high (25°C to 35°C) in comparison to other species (BASSMAN, 1987).

Ponderosa pine occupies a climax role toward the severe limits of its environmental range and

becomes increasingly serai with increasingly favorable environment. On more favorable sites,

ponderosa encounters severe competition from other species and may become established

only when disturbance reduces competition. At its northern limits, ponderosa pine is outcom-

peted on cool, moist sites by Douglas-fir (Pseudotsuga menziesii (Mirb.) Franco), grand fir

(Abies grandis (Dougl. ex D. Don) Lindl.), western red cedar (Thuja plicata Donn ex D. Donri),
or occasionally by subalpine fir (Abies lasiocarpa (Hook) Nutt.) (MCLEAN, 1970; PFISTER et

al., 1977; COOPER et al., 1985). Farther south, the pine's cool, moist limits occur on sites

where the climax is Douglas-fir, white fir (Abies concolor (Gord. & Glend.) Lindl. ex. Hildebr.),
blue spruce (Picea pungens Engelm.), and occasionally subalpine fir (ALEXANDER et al.,
1984; YOUNGBLOOD and MAUK, 1985). On severe sites, however, ponderosa pine is climax

by default because other conifers are unable to survive. Sites where ponderosa pine is climax

typically occur within the lower forest zone, where it grades into non-forest communities. Where

it is climax, ponderosa pine has few associated conifers. Junipers are the most common asso¬

ciates, but in Arizona and New Mexico, an occasional Arizona cypress (Cupressus arizonica

Greene) may appear with ponderosa. In California and Oregon, knob-cone pine (Pinus attenuata

Lemm.), digger pine (Pinus sabiniana Dougl.), Jeffrey pine (Pinus jeffreyi Grev. & Balf.) and

Washoe pine (Pinus washoensis Mason & Stockwell) may be present in stands where ponde¬
rosa pine is climax, while to the north and east, lodgpoie pine (Pinus contorta Dougl. ex. Loud.)
or limber pine (Pinus flexilis James) may occur. As a major serai, ponderosa pine occurs on

sites with frequent surface fires which kill competing conifers and prepare a seedbed

(COOPER, 1960, STEELE et al., 1986).

In summary, ponderosa pine is a species associated with warm and dry habitats, where it oc¬

curs as a climax species. Generalizations about its ecology are difficult to apply, however,
since it occurs in strikingly different climatic regimes, soil conditions, plant communities and

successional roles over a large area in the western United States.

2.2 Races and genetic variability

The large ecological variability present in the area of distribution leads to a strong genetic dif¬

ferentiation within the ponderosa pine complex. Based on morphological and biochemical evi¬

dence, CONKLE and CRITCHFIELD (1988) subdivided Pacific ponderosa pine (P. ponderosa
var. ponderosa) into three major geographic races: North Plateau race, Pacific race and South-

em California race. Rocky Mountain ponderosa pine (P. ponderosa var. scopulorum) consists of

two major races: Rocky Mountain race and Southwestern race (Figure 1, p. 19). Provenances

from Southern California are the least well known today. At present, their strong differentiation

from all other races is based solely on distinct resin patterns.

Pacific race pines have relatively large needles, cones, seeds, and are rapid growing, but lack

the thick hypodermal cell layers in needles that contribute to stiffness and cold resistance

(WEIDMANN, 1939); they are the least cold resistant in provenance tests outside the Pacific

region. In morphological characteristics, the North Plateau race is closely aligned with the Pa¬

cific race. Needle hypoderms, however, are thicker and trees of this race are more adapted to

cold. Seedling growth starts earlier in the North Plateau race, but growth rate is less than Pa¬

cific race seedlings. The Rocky Mountain race is distinguished by smaller cones and seeds,
compad foliage, high proportions of 2-needle fascicles, shorter and stiffer needles, and sunken

stomata. Seedlings from this race are adapted to the cold, slow growing and growth starts ear¬

lier in spring. Compared with the Rocky Mountain race, the Southwestern race has only mode¬

rate proportions of 2-needle fascicles (5% to 15% versus 60% to 85%), and has long needles,
more open foliage, and a higher growth rate. Compared with Pacific ponderosa pine, the

Southwestern race has stiffer needles, deeper stomata and smaller seeds (HALLER, 1965;
PFISTER et al., 1977; READ, 1980; WEIDMAN, 1939).
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Based on the analysis of xylem monoterpene variation in a large sample of 75 trees at each of

70 locations in the western United States, five broad regional groups with similar amounts of

resin components within groups, and significant differences among the groups, were revealed

(SMITH, 1977; CONKLE and CRITCHFIELD, 1988). These regional groups, named in the

same terminology already used above, were:

1) Southern California group;

2) Pacific group;

3) North Plateau and Rocky Mountain group;

4) Southwestern group, and

5) a group consisting of a broad transition zone between the Rocky Mountain and Southwest-

em groups.

The patterns found by SMITH were distind and transitions were sharp between:

1) the Pacific group and the two groups of North Plateau and Rocky Mountains, combined,

2) the Southern California group and the Pacific group,

3) the two groups of Southern California and Pacific combined and the two groups of Rocky
Mountains and Southwestern combined.

A broad transition zone, however, separated the combined North Plateau and Rocky Mountain

groups from the Southwestern group. The three sharp transition zones correspond to physio¬
graphic barriers which prevent gene flow; such as the crest of the Sierra Nevada and Cascade

Range, the Transverse Ranges at the narrow southern tip of the Sierra Nevada and the Mo-

have-Sonoran desert region south of the Great Basin. Distind differences in monoterpene

composition between populations from the east and west sides of the Cascade Range in Ore¬

gon and northern California were also reported by STURGEON (1979), the boundary between

the chemical regions following the crest of the Cascade Mountains. In addition to barriers pre¬

venting gene flow, some races may have come together only recently and may have had little

time for gene exchange (CRITCHFIELD, 1984). Arizona ponderosa pine (P. arizonica Engelm.
or P. ponderosa var. arizonica), often considered a variety of ponderosa pine, is quite distind

from the Southwestern race of ponderosa pine and is recognized, based on its monoterpene
components, as a unique species (PELOQUIN, 1984).

Analyses of genetic distance between the races, based on allozyme allele frequencies, showed

a close genetic relationship between the Pacific and the North Plateau race (Nei's genetic dis¬

tance was 0.011). The genetic distance between the Rocky Mountain race and the western

races was sizable and significant, with a coefficient of 0.082 between the Rocky Mountain race

and the Pacific race, and of 0.060 between the Rocky Mountain and the North Plateau races

(CONKLE AND CRITCHFIELD, 1988; NIEBLING AND CONKLE, 1990). Six gene loci espe¬

cially showed significant differences in their frequencies between eastern and western races:

alcohol dehydrogenase (Adh), isocitrate dehydrogenase (Idh), glutamate dehydrogenase (Gdh),
glutamate-oxaloacetate transaminase (Got) and phosphoglucomutase (Pgm). The differences

revealed from allozyme frequencies, contrasted with the resin patterns, which indicate no diffe¬

rentiation to the west and east of the Continental Divide. Isozyme gene flow must be minimal

between western and eastern populations however, because alleles at some of the loci such as

Adh and Idh, have significant frequencies in the two western areas, whereas they are absent or

in low frequencies in the Rocky Mountain populations. According to the ranges given by NEI

(1974), species are charaderized by distances of 0.1 to 1.0, subspecies and varieties by 0.02

to 0.2, and races by 0.01 to 0.05. While such ranges alone cannot be used to determine taxo-

nomic relationships, they provide useful guidelines for interpreting eledrophoretic data. The

large genetic distance found between the Rocky Mountain and North Plateau and Pacific races

are within the range of distances reported for varieties. The observed distances of 0.060 to

0.082 even exceed some inter-species distances reported for other conifers, for example be¬

tween Pinus clausa Chapm. and P. virginiana Mill, with a distance of 0.014 (WHEELER et al.,

1983) or between Abies balsamea var. balsamea (L.) Mill, and Abies fraseri (Pursh) Poir., with a

reported distance of 0.060 (JACOBS et al., 1984). The genetic distance between the Pacific

and North Plateau races is in the range of races, although allele frequency differences were

only low to moderate. Differences between the two races were found for Idh (0.84 compared to
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0.58), 6pgd (0.39 compared to 0.31), Adh (0.55 compared to 0.59) and Pgm (0.76 compared to

0.60).

Racial differentiation between ponderosa pine from the east and west sides of the Sierra Ne¬

vada and Cascade Ranges is also supported by results of SMITH (1981) for immature cone

color. Congruent with the results found by STURGEON (1979), a sharp separation was re¬

ported between the east and the west sides of the crest in southern Oregon and northern Cali¬

fornia; trees from the west side had light colored immature cones while trees from the east side

had dark colored ones.

Several range-wide provenance tests have been conduded with ponderosa pine (WEIDMAN,
1939; SQUILLACE and SILEN, 1962; WELLS, 1964a, 1964b; READ, 1980, 1983; VAN

HAVERBEKE, 1986). In general, the results of the different trials agree as to the geographic
patterns of variation, e.g. the already described races. KORSTIAN (1924) provided the first

explicit comparison of the western (Pacific and North Plateau) and eastern (Rocky Mountain)
races of ponderosa pine. He described differences in growth, morphology, anatomy, chemistry,
foliage, buds, cones, seed and bark. WEIDMAN (1939) made the first attempts to delineate ra¬

cial differences in the ponderosa pine complex, by analyzing 20 range-wide sources, mostly
from the North Plateau, west of the Continental Divide. Utilizing data from a 25-year old prove¬

nance test, he was able to delineate six distind geographic groups. The west side of the Sierra

Nevada and Cascade Range was subdivided into two groups (northern and southern Pacific),
the area to the east as far as the Continental Divide into three groups (northern, central and

southern Plateau) and finally into a group east of the Divide. SQUILLACE and SILEN (1962)
reported 40-year results form Idaho and 30-year results from Oregon and Washington prove¬

nance plantations. Their results provided evidence for inherent differences in growth rate

among trees of the various regions (36% of total variation). However, they questioned the de¬

lineation of WEIDMAN' s racial boundaries. Instead they found ciinal east-to-west gradients in

growth (64% of total variation) which were closely associated with climate variables such as

winter precipitation and April to May temperature. WELLS (1964a, 1964b) reported results of a

2-year old common garden study with 60 origins from a range-wide colledion. The variation

patterns could be divided into five well-defined ecotypes: California, Northern Plateau and Wil¬

lamette Valley, Southern Interior, Central Interior and Northern Interior. It is interesting to note

that the two populations from the Willamette Valley in Oregon more closely resembled the

populations from California than the populations from the east side of the Cascade Range. Al¬

though he found seedling traits to be associated with certain climatic factors within and among

ecotypes, he concluded that the large differences between the western and the Rocky Mountain

varieties are of more ancient origin. READ (1980, 1983) reported results of a common garden
study with 3-year old seedlings from 80 origins throughout the range of the species. Based on

13 traits, READ delineated a California and possibly a Pacific group on the west side of the Si¬

erra Nevada and Cascade Ranges and a North Plateau race on the east side. A small transition

zone was found between the two varieties. The Rocky Mountain variety was divided into 6

ecotypes: Southern Rockies, Central Rockies, Colorado Plains, East Low Elevation, High
Plains and Central Montana.

In summary, variation of traits show ecotypic as well as ciinal patterns. Obvious differences

exist between the two varieties ponderosa and scopulorum. Apart from the morphological dif¬

ferences already mentioned, provenances from the coastal variety have a slower germination
rate, produce seedlings with more numerous cotyledons, form no mature needles in the first

year and produce lamas shoots. In addition, coastal seedlings have a lower degree of branch¬

ing, fewer and longer primary needles, longer and wider secondary needles and a greater den¬

sity of stomata (GRANT et al., 1989). The shorter, narrower needles, coupled to a lower sto-

matal density, and higher frequencies of 2-needle fascicles in the Interior variety strongly sup¬

port the interpretation, that the scopulorum form has undergone seledion induced by aridity of

the habitat, and that the morphological characteristics are a consequence of adaptation to

warm and dry habitats. This interpretation is supported by physiological differences between

the varieties (MONSON and GRANT, 1989): Ponderosa x ponderosa crosses showed lower

water-use efficiency and higher stomatal condudance than ponderosa x scopulorum crosses.

Results from different provenance trials revealed also a north-south differentiation (CONKLE
and CRITCHFIELD, 1988). Provenances from the Pacific and the Southwestern race had tall 1-
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year seedlings which failed to produce winter terminal buds. Northern sources were shorter,

produced winter buds and started growth earlier in spring. Other differences in morphology in

north-south direction have already been mentioned above.

Reports on adaptive differentiation within racial ecotypes of ponderosa pine are given by sev¬

eral authors (CALLAHAM and LIDDICOET, 1961; MIROV et al., 1952; ECHOLS and CONKLE,

1971; JENKINSON, 1974; AGER and STETTLER,1983; RHEFELDT, 1984, 1986a, 1986b,

1990a, 1990b). Populations from contrasting environments differ genetically for numerous traits

which convey adaptation. Adaptive differentiation, in general, is related to elevation and geo¬

graphic origin of seed sources. Populations from low elevations, for example, tend to have high
growth potential, while populations from areas with short growing seasons (high elevation and

inland) are slower growing. On the Colorado Plateau, significant genetic variation was observed

for 19 of the 20 traits analyzed (REHFELDT, 1990a). Patterns of genetic variation were pro¬

nounced and were related to elevation and geographic location. Seedlings from populations
distributed along elevational gradients displayed adaptations to growing season length. When

growing in the same common garden environment, populations from low elevations expressed
a high growth potential and grew for a longer period of time. Populations adapted to short

growing seasons ceased growth early in summer and thus tended to be small. Populations
separated by 250 m in altitude tended to be genetically different; 250 m difference in altitude is

related to a change of 20 days in the frost free period. REHFELDT also observed two other

geographic dines, both with gentle slopes. The first associated traits influencing growth poten¬
tial with the length of the frost-free period, while the second related growth rhythm and leaf

length to the transition between summer droughts that charaderize the Rocky Mountains and

winter-spring droughts which characterize the Southwest. Similar elevational and geographic
gradients were also found for smaller geographic areas in Idaho and Washington (REHFELDT,
1986a, 1986b). Elevational dines were also reported for the Sierra Nevada populations
(CALLAHAM and LIDDICOET, 1961; CONKLE, 1973), the Inland Northwest (MADSEN and

BLAKE, 1977) and the Rocky Mountains (REHFELDT, 1984).

It is noteworthy that similar genotypes tend to recur across the landscape where similar envi¬

ronments recur. For example, seed transfer models developed by RHEFELDT (1990b) from

seedling common garden experiments, indicate that for a given site at 1100 m altitude in north-

em Idaho, genetically compatible sources are widespread, spanning an elevational distribution

of nearly 750 m. To the north of the planting site, compatible populations are found at higher
elevations because the environment is milder than at the site itself, whereas to the south of the

site, compatible sources must come from elevations lower than the site because the environ¬

ment is more severe. At the location of the site, however, compatible sources are restrided to

an elevational band of only ±175 m (REHFELDT, 1990b).

2.3 Evolutionary history

Fossils of ponderosa pine are rare. In addition, its pollen, needles, seed wings and cone scales

are similar to those of other western yellow pines. Tracing the evolutionary history of ponderosa
pine therefore is difficult and speculative. No macrofossils of ponderosa pine have been found

for the Pleistocene. Ponderosa pine was absent from Southwestern U.S. until after the last

glacial period about 10,500 years ago (VAN DEVENDER et al., 1984). During full glaciation,
ponderosa pine was probably restrided to only a few refugia. The divergent monoterpene types
in the south and the west-east isozyme differences in the north suggest that there may have

been two distant progenitor lines, one perhaps derived from a west coast and another from a

more central progenitor in Mexico (CONKLE and CRITCHFIELD, 1988). The existence of mor¬

phologically distinct races supports this conclusion.

Ponderosa pine has a relatively recent history throughout much of the present range, which

was colonized perhaps within the last 6,000 to 8,000 years. The primary massive range exten¬

sion of ponderosa pine dates back to the Xerodermic period 3,000 to 8,500 years ago. From

this relatively short history of immigration in the northern part of its range, it follows that com¬

plete adaptation to the variability of habitats may not have occurred. Moreover, some transition

zones between different progenitor lines may still represent sharp genetic gradients because of

recent contad. The small number of generations after re-colonization of the northern area has

probably not permitted extensive gene exchange (CRITCHFIELD, 1984). Therefore, genetic



24

variation, as observed today, might at least partly be caused by different evolutionary history.
Consequently, interpretation of variation patterns must account for the past migration history of

the species. The present study will have to address this question in particular since the sampled
area comprises two different races, the Pacific race in Southwest Oregon and the North Pla¬

teau race on the east side of the Cascade crest. In the study area, patterns of adaptive varia¬

tion may be confounded with patterns due to a different evolutionary background, especially re¬

gional differentiation.
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3. Materials and methods

3.1 Mapping genetic variation - general methodology

The study of assodations between genetic variation of plants in relation to environments has

been a major focus of genecology for several decades (TURESSON, 1923). Classically, this

relationship has been examined by seeking correlations between plant type and habitat type.

Consistently found correlations between genotypes and habitat conditions suggest adaptation
of populations to their environments. Adaptively significant genetic variation can then be

mapped in terms of geography and other indexes of environmental variation. Patterns of ge¬

netic variation may provide insight into the evolutionary forces responsible for the genetic
strudure of populations. In particular, seledive forces may be understood, the degree of adap¬
tation to ecological fadors may be quantified and gradients and diredion of changes may be

assessed. Patterns may serve as a basis for the seledion of optimal seed sources for a given
environment. In addition, zones of similar genetic composition may be delineated and may

serve to guide seed transfer and to minimize poor adaptation and maximize produdivity of

future stands. Groups of genotypes genetically suited to the environments of given sites as well

as planting sites environmentally suitable for a particular group of genotypes may be predided
from seed transfer models and risks of transferring seed sources estimated (CAMPBELL, 1974,

1979, 1983, 1986, 1991; CAMPBELL et al., 1989; ADAMS and CAMPELL, 1981; REHFELDT,

1990b). From such models, the concepts of adaptability and geographic (environmental) zones

are defined continuously rather than discretely. A continuous approach is better suited to de¬

scribing reality since most genetic variation is distributed in macro- and micro-geographic gra¬

dients and not in patches (CAMPBELL and SORENSEN, 1978; CAMPBELL, 1979; GRIFFIN,
1978; GRIFFIN and CHING, 1977; SILEN and MANDEL, 1983; SORENSEN, 1979, 1983;

WHITE, 1981). Presumably, such patterns result from natural seledion by a complex environ¬

ment that changes gradually along gradients associated with major topographic and geographic
fadors (i.e. topoclines). From the fad that adaptive variation is usually ciinal rather than eco-

typic, it follows that mapping must be based on regression procedures rather than on classifica¬

tion models. Genotypic values are estimated for location and environmental variables using re¬

gression. The rationale behind this approach is the principle that regression procedures give the

most probable value of one variate given values of other variates regardless of any casual rela¬

tionship. The model describes the difference in average genotypic value associated with a dif¬

ferences in location (environment). If a significant proportion of adaptive variation can be attrib¬

uted to geographic and environmental variation, such models can be used to predid average

adaptive values for each location of a topocline.

Two basic approaches have been used to asses patterns of adaptive genetic variation, with

their major difference being sampling design:

1) Long-term provenance trials based on limited samples of populations and test sites, and

2) Seedling common garden studies based on grid samples of single trees from many loca¬

tions over a sampling area.

The classical provenance test samples several to many trees from populations (provenances)
at several to many locations. Progenies of the sample trees are planted in replicated designs at

several plantation sites. Traits are measured over a period of time and source variation related

to environmental conditions of the source locations. Degree of adaptation to the planting
environments can be diredly measured. Theoretically, this approach seems ideal since sources

are tested under field conditions and in a range of sites. However, mapping complex patterns of

genetic variation over complex environmental gradients is hardly possible since the high costs

of establishment of field trials severely limit the number of sources as well as test sites. Extra¬

polation of results to broader areas covering a wide range of environments is often not possible
or misleading.

Topographic, environmental and adaptive genetic variation are usually very complex within

very small areas (CAMPBELL, 1979). If there is a gradient change in environments in adjacent
locations there should also be a gradient change in genotypes, forming a dine (LANGLET,
1936; LEVINS, 1963). The proportion of adapted genotypes therefore changes in a continuous

manner with gradual changes in site conditions. Furthermore, genetic variation among trees
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within locations along the gradient can be expeded to be proportional to the number of envi¬

ronments sampled at each location (LEVINS, 1969). Adaptive genetic variation attributable to

parent tree locations (and respedive environments) can best be described by a topocline or

ecocline. To do this, colledions of trees at many locations are needed to sample the several

geographic, topographic and environmental variables required to index this variation. Ideally, to

fully asses the complex patterns of variation in space, a systematic grid of sample locations is

used and trees are colleded and charaderized genetically at all the grid points. Spacing of grid
points depends primarily on the complexity of topographic and ecological variation and on the

required resolution of the results. Regression procedures call for a large number of locations

with different site variables. The ratio of observations to variables must be high to avoid errone¬

ous conclusions from regression analyses, especially regarding test statistics. In addition, corre¬

lations among locations in terms of site variables must be kept to a minimum. On the other

hand, sampling several trees per location ensures an adequate representation of within site

variation. Phenotypic variation among individuals within sites comes from two sources: varia¬

tion due to genotypic differences among individuals and variation due to environmental varia¬

tion within the site. If genetic variation among populations refleds natural seledion by an envi¬

ronment that varies across locations (a basic assumption for mapping adaptive variation), it

may also be assumed, in absence of definite information, that the surviving genotypes in

mature stands are adapted to their site conditions, and that differences among adapted geno¬

types at a location thus mainly refied differences in environmental elements within the site

which are adive in natural seledion (CAMPBELL, 1974, 1986). Surviving trees have been

screened from many thousands of zygotes by the microenvironments at a location. In other

words, at a specific location, genotypes and environments should have the same mean and

variance. Consequently, sampling more trees within a site means primarily sampling additional

environmental variation with a resolution too fine to be of pradical importance. Optimal sam¬

pling, therefore, will rather sample few parents at many locations. Repeats at several locations

are needed, however, to estimate the variance within sources and to test lack-of-fit in the re¬

gression analysis.

The second approach to mapping adaptive genetic variation is based on the rationale men¬

tioned above. The mapping procedure is based on a systematic sampling of trees on a grid
over a certain geographic area. Seeds from a single tree at many locations and from an addi¬

tional tree (repeats) at a subsample of locations are colleded and grown in common-garden
nursery tests to estimate the genotypic values of the parent trees. The goal is to estimate a

large fradion of the genotype in a test over a 2- to 3 - year period. As many traits as possible
are therefore measured, including aspeds of vigor and growth timing. To measure expression
of genotypes as affected by environment, seedlings are grown in two or more contrasting envi¬

ronments which are designed to create extremes in growth rhythm. Such tests provide a geno¬

typic value for many parent trees for several traits measured in two or more contrasting envi¬

ronments. In contrast to field experiments, adaptive variation is indiredly mapped because it is

assumed that source variation is a result of natural seledion, that the map of source variation is

therefore a map of environmental variation, and that adaptation thus can be inferred from the

patterns. This "indired" approach to mapping genetic variation has, however, the advantage
that genotypes from a very wide area, and thus from a wide array of environments, can be

tested in a short period of time and at a reasonable cost. Furthermore, seedling tests provide
important information on adaptive variation at a critical stage of development and at a rea¬

sonably fine scale. Nevertheless, the relevance of such patterns to long-term performance is

only speculative until verified by long-term testing. With the ability to sample a wide range of

environments rapidly and cheaply, seedling studies can be used to sort out those environ¬

mental gradients which are relevant to adaptation. Significant adaptive differences may then be

evaluated for their pradical importance using long-term field trials. Mapping genetic variation

patterns using seedling common garden studies is widely used in the westem U.S. in order to

provide a basis for seed zone delimitation and to establish seed transfer guidelines (ADAMS
and CAMPBELL, 1981; CAMPBELL, 1979, 1983, 1986; CAMPBELL et al., 1989; CAMPBELL
and SUGANO, 1987; REHFELDT, 1979, 1983a, 1983b, 1983c, 1984, 1986a, 1986b, 1989a,
1989b, 1990a, 1990b). Nursery tests have their limitations, yet they provide an excellent means

of mapping important adaptive patterns related to major environmental changes. Results of

common garden seedling tests seem to produce results that agree, at least qualitatively, with

long term field tests. In an elevational transed of ponderosa pine in California, representing 71

families from seven elevational zones planted in three different altitudes, the adaptational dif-
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ferences expressed at 29 years of age, for example, strongly correlated with the ciinal trend

evident in 2 year seedling data (MIROV et al., 1952; CONKLE, 1973). In the Padfic Northwest,

seedling data of Douglas-fir (Pseudotsuga menziesii (Mirb.) Franco) indicated higher risks in

east-west transfer of provenances at high elevations than for latitudinal moves of comparable
distances (CAMPBELL and SORENSEN, 1978). Results from 50 year old provenance tests

corroborate these findings. Patterns of variation for Scots pine (Pinus sylvestris L.) in Sweden,
evaluated from seedling test data, were in agreement with results obtained from seed transfer

experiments in the field (LANGLET, 1936; HAGNER, 1970).

According to CAMPBELL (1986), mapping adaptive variation pattems, using a systematic
sampling of trees on a grid over a certain area and evaluating seedling genotypic values in

common garden tests, is based on the following assumptions:

- the area to be mapped has been sampled sufficiently to determine the true patterns of envi¬

ronmental and genetic variation;

- some adaptive variation is associated with the source location of parent trees and can be

separated from other sources of variation;

- seed source variation can be charaderized by measuring phenotypic traits in two or more

nursery environments;

- seed source variation can be related to regional attributes such as longitude, latitude and ele¬

vation and can be mapped in terms of these attributes;

- the environment presumably is the impelling force in natural seledion; the map of adaptive
genetic variation is therefore also a map of the environmental complex adive in natural se¬

ledion

- a population is better adapted to its place of origin than is any other population.

The evidence for these assumptions has been discussed by CAMPBELL (1986).

3.2 Origin and collection of plant materials

The base materials for this investigation were parent trees and their progenies from two sepa¬
rate common garden seedling studies conducted by the US Forest Service, Pacific Northwest

Research Station in Corvallis, Oregon. Each study represented a different region in Oregon:
"Southwest Oregon" and "Central Oregon" (Figure 2, p. 28), but the objedives of both tests

were the same: quantitative traits of 3-year old seedlings would be used to map adaptive ge¬
netic variation in order to provide basic knowledge for seed transfer. Following the rationale

outlined in section 3.1, open-pollinated seed was colleded from parent trees, sampled on grids
within each region, including many locations with one to two trees per location.

Residual seed stocks from the common garden studies were used in the current investigation to

asses allozyme genotypes of the sampled parent trees. Quantitative traits from 1 to 3 year-old
progenies of these parent trees, as well as location information of the parent trees, were pro¬
vided by the Pacific Northwest Research Station.

3.2.1 Central Oregon

The sampled area forms a redangle of approximately 160 km in the east-west diredion and

420 km in the north-south diredion, with the westem boundary at the crest of the Cascade

Range and the northern limit formed by the Oregon-Washington border (Figure 2, p. 28). It in¬

cludes the east slope of the Cascade Range, from the Columbia river to the border of Califor¬

nia, the Wamer Mountains, the Ochoco Mountains and parts of the high desert. Density of

sampling was about one colledion site per two townships, with distances between sampled lo¬

cations of 16 to 32 km. The sampling grid was not exadly regular since colledion sites had to

be located in natural stands of ponderosa pine along accessible roads. Density of sampling was

lighter in the Ochoco Mountains and in scattered stands in the high desert since not all potential
grid points were situated within ponderosa pine stands. Moreover, sample locations were cho¬

sen to maximize the range of elevation and site conditions. The sampling covers an altitudinal
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Figure 2: Map of Oregon showing locations (E) of sample trees in the two geographical regions investi¬

gated in the common garden and allozyme studies. The two regions are referred to as

"Southwest Oregon" (west side of the Cascade Range) and "Central Oregon" (east side of the

Cascade Range). The Cascade crest, separating the two regions is shown by the black line.

The zones with numbers are the official seed-zones used for all species in Oregon

range from 50 m to 2,165 m above sea level, slopes ranging from 0% to 84%, and aspeds
from 0° to 360°.

At each of 227 sites, one or two parent trees were sampled, for a total of 307 families (80 loca¬

tions were represented by two families). Two-tree samples were included in order to estimate

within-location variation and to be able to perform lack-of-fit tests for models relating genetic
variation to geographic and environmental variables. In order to minimize the chance of relat-

edness among trees, the minimum distance between the two trees at any one location was 50

m with asped and slope still the same for both trees. Not all 307 families could be used in the

analyses. Some of the families had no seed remaining for the allozyme assessment. Other

families did not germinate in the common garden study and seedling traits were missing. A few

families had missing values for some of the quantitative traits, and again others were elimina¬

ted from the analyses due to their peripheral location (see section 3.5.2, p. 39).

Seed of about sixty percent of the sample trees were colleded in the years 1983, 1984 and

1985. The rest of the samples came from collections of seleded trees already in storage at the

US Forest Service, Dorina tree improvement center. The years of colledion for those trees

date back to the late 1970's. The goal of the colledion in the 1990's was to obtain 500 filled

seeds per sample tree. With an average of 40 to 50 filled seeds (and a variation of 10 - 125)

per cone, ten cones was the minimum, 25 the average number of colleded cones per parent
tree. Cones were normally colleded from only the upper portion of the crown; but when only a

few cones were available, all cones from the entire crown were harvested.
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3.2.2 Southwest Oregon

The area of sampling in Southwest Oregon is a redangle 155 km north-south and of 145 km

east-west, with the eastern boundary at the crest of the Cascade Range (Figure 2, p. 28). It in-

dudes the Siskiyou and Klamath mountains and the west slopes of the Cascades. Density of

colledion sites was not uniform over the region because ponderosa ping is not uniformly dis¬

tributed. Sampling density on average was one colledion site per 80 km (31 square miles) of

area, which makes roughly about one location per township or an average distance between

locations of 8-10 km. Compared to Central Oregon, a higher sampling was needed because

Southwest Oregon has rugged topography and extreme environmental heterogeneity (FRANK¬
LIN and DYRNESS, 1973). Colledion sites were located in natural stands of ponderosa pine
along roads and were chosen so that the elevational and the site variation were maximally re¬

presented by the sampling. The sampled locations cover an altitudinal range from 245 m to

1,675 m above sea level, a range of aspeds from 0° to 360° and a range of slopes from 0% to

70%. At each of 217 colledion sites one or two trees were sampled, for a total of 277 families

(60 locations represented two trees). For the same reasons mentioned in section 3.2.1, sample
sizes varied for the different analyses. The two trees within a location were not separated by
more than 800 m; no minimum distance was specified.

Ten percent of the parent-tree samples came from colledions of seleded trees (a very weak

phenotypic seledion) and were provided by the US Bureau of Land Management in Roseburg
and Medford. Colledions from these trees were made between 1974 and 1984. Cones of all

other sampled trees were colleded over a 3 year period (1984,1985 and 1988) because of the

generally poor ponderosa pine cone crop in this region. Fifteen to 25 cones per parent tree

were colleded from the upper third of the crown; by shooting for taller trees or by climbing, for

smaller trees.

3.3 Assessment of allozyme data

3.3.1 Laboratory procedures

Genotypes of 488 parent trees from both sampling areas were assayed eledrophoretically us¬

ing six megagametophytes per tree. Because the megagametophyte tissue of seeds is haploid
in conifers and is genetically identical to the maternal contribution to the seed, diploid maternal

genotypes can be inferred diredly using haploid seed tissue (TIGERSTEDT, 1973). Assuming
a 1:1 segregation of allozymes in megagametophytes from heterozygous trees, the probability
of mis-classifying the genotype of any one tree at a particular locus is less than:

where K is equal to the number of megagametophytes analyzed per tree. Thus, for six seeds

the probability of mis-classifying a heterozygote at any single locus as a homozygote is less

than 3.13%.

Seeds of each parent tree were soaked in a fungicide solution (2.5 g Captan / liter of water) for

2 days at 4°C in order to prevent development of fungi during germination. Seeds were kept
separately by family in Petri dishes during all the treatments. After two days the seeds were

stratified by soaking them in a 1% hydrogen peroxide solution (H202) for an additional 5 days
at 4°C in order to improve germination. The hydrogen peroxide was replaced once by fresh so¬

lution after 2 days of soaking. After 5 days the hydrogen peroxide solution was poured off,
seeds were placed on wet filter paper and the Petri dishes were then put in a seed germinator
under a 26/21 °C day-night temperature regime and a 12 hour light/dark cyde. Seeds were

checked twice a day and moisture was added when needed. Germinated seeds were placed in

moist Petri dishes at 4°C in a refrigerator as soon as the radicles had emerged 1 to 5 mm

beyond the seed coats. Trees were used for eledrophoresis when sufficient germinated seeds

from a family were available. Only a few parent trees did not have sufficient germinants within

15 days. Of these trees, some had less than six viable megagametophytes and could not be

used in the analysis, others could be genotyped using viable but ungerminated seeds since

enzyme adivity proved to be sufficient even in ungerminated seeds.
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Six seeds per tree were disseded, and the megagametophytes were separated and placed in

96-well microtiter plates. Two drops of cold extradion buffer were added to each sample (see

Appendix I). Microtiter plates were then placed in an ultra low freezer at -80°C until the next day
when samples were thawed for 15 minutes before tissues were macerated mechanically.

Grinding was carried out using a metal "replica plate" which fitted the 96-well microtiter plates.
Using this replica plate as grinding tool, all 48 samples could be macerated simultaneously
within less than 30 seconds. The crude extrads were absorbed onto 14 mm by 3 mm filter

paper wicks (Whatman, number 2) and inserted into vertical slices in 12% hydrolized potato
starch gels (Sigma Chemical Co., St. Louis, MO, USA). Gels were 21.5 cm by 12.5 cm in size

and 8 mm or 12 mm thick, depending on the number of slices (enzymes) to be analyzed. Each

gel could accommodate 54 wicks. With six megagametophytes per tree, eight sample trees

could be assayed on a gel. Two of the remaining places were used for a red dye and four

places for red pine (Pinus resinosa Ait.) standards. The dye was used to indicate the advance¬

ment of the front during electrophoresis. Red pine samples were used as a standard to facilitate

the scoring, especially for alleles with very slight differences in migration rates. Scoring was

carried out relative to the red pine standards which were placed at regular distances between

the sample trees. Red pine is an ideal standard since it is monomorphic in all enzyme systems
(only 1 exception at a locus for one seed was found).

Eledrophoresis was conduded following standard procedures as outlined by CONKLE et al.

(1982), O'MALLEYet al. (1980) and SOLTIS and SOLTIS (1989). Four gel buffer systems were

used to reveal 18 different enzymes (Table 1). Details of gel and tray buffer solutions are given
in Appendix I. The enzyme systems are described in detail in section 3.3.2.

Four gels for each of the four buffer systems were run per day, in a refrigerator at 4°C. Trays
and gels were refrigerated overnight to cool them down before wicks were inserted in the

morning. To keep the temperature sufficiently low during the run, gels were covered with frozen

water bags or blue ice packs which were replaced each hour. Gels were run at 75 mA for buffer

system A, 70 mA for buffer system B, and 60 mA for buffer systems D and E. Amperage was

regularly adjusted, but voltage not allowed to exceed 320 V. Wicks were removed 15 to 20 mi¬

nutes after the current had first been switched on. Progress of front migration was monitored

regularly using the dye markers. Electrophoresis continued until the markers had migrated 8 cm

from the origin for buffer systems A and B, and 6 cm for buffer systems D and E. After comple¬
tion of eledrophoresis, gels were sliced, stained and incubated at 37°C. Gels were scored the

same day. Gels were then fixed and stored in a coldroom for eventual checking of scoring er¬

rors. Stain recipes basically followed CONKLE et al. (1982) with some modifications taken from

SOLTIS and SOLTIS (1989), O'MALLEY et al. (1980) or ADAMS et al. (1990). For details on

staining procedures see Appendix I.

Sys¬
tem

Gel buffer
a

Tray buffer3 Enzyme systems
°

A Tris citrate pH 8.3 Lithium borate pH 8.3 MNR, PEP, MPI. LAP

B Tris citrate pH 8.8 Sodium borate pH 8.0 GOT, ACP, G6PD, GDH

D Morpholine citrate pH 6.1 same as gel buffer IDH, ACO, SKDH, PGM

E Morpholine citrate pH 8.1 same as gel buffer PGI, MDH, ADH, UGP, FUM, FDP, MNR

Table 1: Gel- and tray buffers used in electrophoresis
'
see Appendix I for details.

'
see Table 2 for explanations ofthe abreviatlons

3.3.2 Enzyme systems and loci

A wide variety of enzyme systems were tested in extensive preliminary test runs and stains and

laboratory procedures were optimized before the sample trees were assayed. Enzymes which

were included in the main investigation had to be polymorphic, had to stain consistently in ger¬
minated as well as in ungerminated seeds and had to fit into the pradical laboratory procedure.
Enzyme systems, which had to be dropped, for example, were G6PD (6-Phosphogluconic de¬

hydrogenase), SRDH (Sorbitol dehydrogenase and ME (Malic enzyme) because their bands

stained inconsistently. CAT (Catalse), GPT (Glutamate pyruvate transaminase) and FLEST
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(Fluorescent esterase) were tested but later dropped because their staining was too time-con¬

suming to fit into the simultaneous staining and scoring of sixteen gels. The following enzyme

systems were included in the main investigation:

Enzyme Abbrevi¬

ation

E.C. num¬

ber

Buffer Sys¬
tem3

Number of

scored loci

Acid phosphatase ACP 3.1.3.2 B 1

Aconitase ACO 4.2.1.3 D 1

Alcohol dehydrogenase ADH 1.1.1.1 E 1

Fructose diphosphatase FDP 3.1.3.11 E 1

Fumarase FUM 4.2.1.2 E 1

Glucose-6-phosphate dehydrogenase G6P 1.1.1.49 B 1

Glutamate dehydrogenase GDH 1.4.1.3 B 1

Glutamate oxaloacetate transaminase GOT 2.6.1.1 B 3

Isocitrate dehydrogenase IDH 1.1.1.42 D 1

Leucine aminopeptidase LAP 3.4.11.1 A 2

Malate dehydrogenase MDH 1.1.1.37 E 3

Mannose phosphate isomerase MPI 5.3.1.8 A 2

Menadione reductase MNR 1.6.99.2 A/E 2

Peptidase PEP 3.4.13.1 A 4

Phosphoglucomutase PGM 2.7.5.1 D 1

Phosphoglucose isomerase PGI 5.3.1.9 E 1

Shikimate dehydrogenase SKD 1.1.1.25 D 2

UDP-glucose pyrophosphorylase UGP 2.7.7.9 E 3

Total 18 31

Table 2: Enzymes, abbreviations used in text, enzyme commission reference number (E.C.), buffer

systems used for electrophoresis, and number of scored loci used in the present investigation
'

see Table 1 and Appendix I for details on buffer systems

An enzyme and its band phenotypes were designated by the enzyme's abbreviation in capital
letters. When multiple loci (;'.e. multiple zones of enzyme activity) occurred for an enzyme, the

most anodally migrating zone (locus) was designated 1, the next slowest zone of mobility num¬

bered 2, etc. Within each zone, the most frequent allozyme (allele) was assigned the value of

1, and other variants numbered sequentially in order of their appearance; they were also char¬

aderized by a mobility value expressed relative to the most frequent allele which was set to

100. In the case of ACO-1 and MNR-1, however, the allozyme originally designated as 1 turned

out to be slightly less frequent than another allozyme, since both loci were highly polymorphic
with two of the alleles in similar frequencies.

Without exception, inheritance and linkage of all 31 assayed loci were previously verified by a

number of studies in different pine species, including ponderosa pine (e.g. CONKLE (1981),
STRAUSS and CONKLE (1986), O'MALLEY et. al. (1979), CHELIAK et al. (1984), ECKERT et

al. (1981), GURIES and LEDIG (1978), MILLAR (1985)). All enzyme systems have been widely
used for many studies of pines (FURNIER and ADAMS, 1986; NIEBLING and CONKLE, 1990;
STRAUSS, 1986; MILLAR et al., 1988; CONKLE, 1979). Related species often resemble one

another in general isozyme charaderistics. They can, however, differ in the number of loci for

the same enzyme (ADAMS and JOLY, 1980; EL KASSABY, 1981). To aid interpretation of en¬

zyme systems and loci, maps of isozyme phenotypes for ponderosa pine, established by the

Pacific Southwest Forest and Range Experiment Station in Berkeley, California (Laboratory of

T. Conkle), were available. Unless otherwise indicated, the variants in each zone of adivity re¬

vealed for an enzyme, are controlled by a separate gene locus.

The following are comments on the zymograms of the 18 enzyme systems assayed in the pre¬
sent analysis:

MNR:

MNR displayed two zones of adivity (Figure 3, p. 32). The most anodal zone was clearly and
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consistently resolved on the A buffer system. The slower zone stained faintly on this system,
but clearly on the E system. Therefore, one slice from both the A and E system were stained

for MNR in order to facilitate scoring both loci. As suggested by STRAUSS and CONKLE

(1986), MNR is identical with Diaphorase. Diaphorase was tested on about fifty trees in the pre¬

liminary test runs and the isozyme phenotypes were absolutely identical with those of MNR

(see also SOLTIS and SOLTIS, 1989).

LAP:

Gels stained for LAP showed three zones of adivity with the most anodal being monomorphic
(Figure 3). A null variant (no band) was found at locus two. A silent variant at this locus was al¬

ready reported by NIEBLING and CONKLE (1986) for ponderosa pine. Null alleles were also

found for LAP in other pine species (GONCHARENKO et al., 1993; MORGANTE et al., 1993).

MPI:

MPI stained rather faintly but consistently in two zones (Figure 3). Two zones of adivity were

also reported by STRAUSS and CONKLE (1986). These authors observed an identical varia¬

tion for MPI-2 with 6-PGD since both enzymes catalyze sequential steps in metabolic path¬
ways. MPI is an enzyme which is rarely assayed and comparisons to other pine species and

studies are not possible. NIEBLING and CONKLE scored only one locus in washoe pine (Pinus
washoensis Mason and Stockwell) and in ponderosa pine.

PEP:

PEP showed four different zones of adivity, all exhibiting variation (Figure 3). Four loci were
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most frequent allele (No 1) whose mobility was set to 100 Band patterns of red pine are

shown in the far left column
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also reported for knobcone pine (Pinus attenuata Lemm.) by STRAUSS and CONKLE (1986).

GOT:

Three polymorphic loci were clearly resolved for GOT (Figure 3, p. 32). Three loci are common

for most pine species (NIEBLING and CONKLE, 1986; MORGANTE et al., 1993; STRAUSS

and CONKLE, 1986; MILLAR, 1985).

G6PD:

G6P showed two zones of adivity with the most anodal zone staining very inconsistently and

showing blurry banding patterns. Therefore, variants only at the slower zone were scored

(Figure 4). Two zones of G6PD activity in pines were also described by other authors

(O'MALLEY et al., 1979; STRAUSS and CONKLE, 1986; MILLAR, 1985; NIEBLING and CON¬

KLE, 1990), with the most anodal zone being monomorphic in all cases.

ACP:

Only one zone of activity, showing two banded phenotypes, was observed (Figure 4). Only one

Acp locus was described by MILLAR (1985) in Pinus muricata D. Don while CHELIAK et al.

(1984) described two for Pinus banksiana Lamb., ADAMS and JOLY (1980) found two for Pinus

taeda L and STRAUSS and CONKLE (1986) reported four loci in knobcone pine (Pinus at¬

tenuata Lemm.). A null variant was found in low frequency (0.025). A null variant for this en¬

zyme was reported for Pinus strobus L. by ECKERT et al. (1981).
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phenotypes are shown in the far left column.
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GDH:

GDH stained rather faintly but consistently for one zone which is common for pine species

(Figure 4, p. 33) (MILLAR, 1985; STRAUSS and CONKLE, 1986; MORGANTE et al.. 1993;

NIEBLING and CONKLE, 1990).

PGM:

PGM showed one zone of activity (Figure 4, p. 33). In pine species, both one and two zones

have been observed for this enzyme. One zone of adivity has been reported for ponderosa
and washoe pine (NIEBLING and CONKLE, 1990), knobcone, lodgpoie, loblolly and Jeffrey pine

(CONKLE, 1979) and knobcone pine (STRAUSS, 1986). Two zones have been described for

pitch pine (GURIES and LEDIG, 1978; GURIES et al., 1978), eastern white pine (ECKERT et

al., 1981) and bishop pine (MILLAR, 1985).

IDH. ACO:

There was a single zone of activity on gels stained for IDH and ACO (Figure 4, p. 33) which is

common for pine species (GURIES and LEDIG, 1978; MILLAR, 1985; NIEBLING and CON¬

KLE, 1990; CONKLE, 1979; STRAUSS, 1986; SHURKHAI et al., 1992).

SKDH:

SKDH is an enzyme infrequently assayed in forest trees. Two polymorphic loci stained faintly
but consistently (Figure 4, p. 33). Two loci were also reported for other pine species by NIEB¬

LING and CONKLE (1990), STRAUSS and CONKLE (1986), MORGANTE et al. (1993) and

SHURKHAI etal. (1992).

FDP:

FDP showed two polymorphic zones of activity with the most anodal zone staining very incon¬

sistently (Figure 4, p. 33). Consequently, only locus two was scored. Two zones of adivity were

also reported by STRAUSS and CONKLE (1986) for knobcone pine (Pinus attenuata Lemm.),
with the most anodal zone being monomorphic. Two monomorphic zones were found in Pinus

muricata D. Don (MILLAR, 1985).

UGPP:

UGPP revealed three polymorphic zones of adivity (Figure 5, p. 35). This enzyme is rarely as¬

sayed in trees. STRAUSS and CONKLE (1986) are the only ones who have assayed this en¬

zyme previously in a pine species. These authors described five zones of activity with four be¬

ing invariant.

FUM:

Two zones of adivity were observed for FUM. The most anodal zone, however, stained too in¬

consistently to be assayed (Figure 5, p. 35). STRAUSS and CONKLE (1986) described three

loci, all being monomorphic in Pinus attenuata Lemm.

ADH:

ADH was polymorphic for two loci (Figure 5, p. 35). The most anodal zone however could not

be scored due to inconsistent resolution. Two loci were reported in other pine species by
STRAUSS and CONKLE (1986) and GONCHARENKO et al. (1993). NIEBLING and CONKLE

(1986) also were unable to score the most anodal locus in ponderosa and washoe pine.

PGI:

Congruent with other pine species, PGI showed two loci (Figure 5, p. 35). Again, the most

anodal zone stained too inconsistent to be scored. Therefore, only the locus coding the most
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Figure 5 Enzyme phenotypes of UGPP, FUM, ADH, PGI and MDH Mobility is expressed relative to

the most frequent allele (No 1) whose mobility was set to 100 Band patterns of red pine are

shoyvn in the far left column

cathodal zone was assayed for PGI.

MDH:

MDH is the most complex enzyme system in pine species. Three complexities make allozymes
of this enzyme difficult to assay. First, the two most anodal loci code allozymes having the

same migration distances, thus the allozymes of one locus are often hidden by allozymes of the

other locus. Second, interlocus hybrid bands between locus 1 and 3 are formed which compli¬
cate the scoring and third, a modifier locus is present which causes very slight shifts in certain

alleles of both second and third loci (HARRY, 1983). In this situation, only three easily interpret-
able loci were scored (Figure 5). The hidden locus (number 2) as well as the modifier locus

were not assayed.

3.3.3 Coding of allozyme genotypes for multivariate analyses

For use in multivariate analyses, it was necessary for genotypic data to be transformed into

scores. Following SMOUSE et al. (1982), the diploid genotype of each parent tree was trans¬

formed into genotypic scores for each allele by assigning a value of 1, 0.5 or 0 depending on

whether the allele was homozygous, heterozygous or absent in the diploid individual. This scor¬

ing system has the advantage of representing the frequency of any one allele at a given level

of sampling (locus, tree, population). Moreover, variables which are transformed in this way,

will show a multivariate normal distribution and will meet the assumptions for multivariate pro¬

cedures (WESTFALL and CONKLE, 1992; WESTFALL, 1992). For each locus, the number of

variables needed to code all observed genotypes is equal to the maximum number of observed

alleles minus one. An example of the scoring system is given in Table 3, p. 36
.
A total of 71

variables was necessary to code the multilocus genotypes of all the 31 assayed loci.
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Possible combinations of genotypes

Variables 11 12 13 22 23 33

Variable 1 1 0.5 0.5 0 0 0

Variable 2 0 0.5 0 1 0.5 0

Table 3: Transformation of genotypes into scores. Example of a locus with three alleles, numbered 1,

2 and 3. Two variables are needed to code all existing genotypes. Allele 3 is implicitly coded

having a value of 0 for both variables

3.4 Assessment of seedling quantitative trait data

3.4.1 Common garden studies

Genotypic values of parent trees were evaluated in separate common garden seedling tests for

the two geographic regions sampled. Seeds of parent trees were sown in replicated, random¬

ized test designs in nursery beds in Corvallis, Oregon and seedling quantitative traits were

measured for the first three years. Although the first years of establishment are critical for sur¬

vival and adaptation, genotypic values of parent trees evaluated from such tests must be inter¬

preted with some caution. Maladaptation to site conditions may not be revealed in the first few

years. It may depend on the occurrence of rare climatic extremes or on the accumulation of

seemingly minor damages. In harsh environments, detrimental effeds and adaptive value of

genotypes develop more rapidly than in favorable environments. Consequently, to evaluate the

genotypic values of the parent trees, two contrasting environments were created in the nursery
beds: a favorable environment with optimal growth conditions and a harsh environment with

stressful periods for the seedlings. The two contrasting environments consisted of a cold air

treatment in normal, uncovered beds and a warm air treatment, which was obtained by ereding
polyethylene covered frames over the nursery beds. The covers were put on in mid November

and removed at the beginning of April. The temperature differences between the covered and

the uncovered beds were 5.5°C on a cold day (with an outside temperature of 4.5°C) and

19.5°C on a warmer day (with an outside temperature of 13°C). Budbreak in the warm treat¬

ments occurred about 15 days earlier than in the uncovered beds. In addition, warm air treat¬

ments were regularly watered and lightly fertilized with a balanced liquid fertilizer with micro¬

elements added. In contrast, the cold air treatments were only slightly fertilized in the first year.
In subsequent years no fertilizer was applied and watering was reduced to the very minimum in

order to create a stressful environment. The nursery beds (cold frames made of wood, 14.4 m

by 1.50 m by 1.0 m) contained a 100 cm deep soil of agricultural origin. Before sowing, seeds

were stratified at 2Xelsius for 60 days.

3.4.1.1 Central Oregon

Seeds from 307 parent trees were sown in two different years (1986 and 1987) to include year
effeds (replication in time). Tests were established as split plot designs using family sub-plots
within environmental-treatment main plots. Four-seedling family-row-plots were used as ex¬

perimental units. Two completely randomized blocks (replications) were used within each

treatment and sowing year. The complete test therefore consisted of two sowing years, two

treatments within each sowing year, two replications within each treatment and sowing year and

four seedlings per family within each replication, eight seedlings per family within each treat¬

ment, sixteen seedlings per family within each sowing year and 32 seedlings per family for the

complete test. Each block within a bed contained 78 rows with 16 positions within a row. Each

seedling was charaderized by its treatment, block number, row number, plot number within the

row and position number within the plot. Two rows of border trees were used along the length of

the beds, with 4 border rows at the ends.

Three ungerminated seeds per spot were sown in the first week of April in 1986 and in the third

week of April in 1987. In the fall of the first year the most western (or a dead/damaged) seed¬

ling per spot was removed. In spring of the second year, the most eastern (or a dead/damaged)
seedling per spot was eliminated (pruned). Spacing of the seedlings was then 7.5 cm between

seedlings within rows and 9 cm between rows.
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5% of the seedlings were attacked by inseds, which affeded the growth-form of the leader.

10% of the seedlings were lost due to drought in the fall of the third year.

Measurements were made over three years. The following traits were assessed for each seed¬

ling or family plot:

- EMERG: Date of seedling emergence, recorded every 3.5 days, as days after the emer¬

gence of the very first seedling of the test.

- GERM: Percentage of germination (plot means of the 12 seeds sown per plot).
- COTY: Number of cotyledons recorded on 8 seedlings.
- BUDSET1: Date of first-year budset, recorded once a week.

- SECNED: Presence and quantity of secondary needle fascicles on 1 year old seedlings.
- FHT1: Final first year height.
- H21: Early second year height.
- H22: Mid second year height.
- FHT2: Final second year height.
- DIA2: Final second year diameter.

- H31: Early third year height.
- H32: Mid third year height.
- FHT3: Final third year height.
- DIA3: Final third year diameter.

- TDWT: Final third year top dry weight (plot means for 4 seedlings).
- RDWT: Final third year root dry weight (plot means for four seedlings).

3.4.1.2 Southwest Oregon

Seeds from 268 parent trees were sown in spring 1989 (one year only). The test was estab¬

lished as a split plot design using family sub-plots within environmental treatment main plots.
Four seedling family-row-plots were used as the experimental units. Each treatment was repli¬
cated in 3 complete randomized blocks. The complete test, therefore, consisted of two treat¬

ments, three replications within each treatment and four seedlings per family within each repli¬
cation, 12 seedlings per family within each treatment and 24 seedlings per family for the com¬

plete test. Each block within a bed contained 67 rows with 16 positions within a row. Each

seedling was charaderized by its treatment, block number, row number, plot number within the

row and position number within the plot.

Three ungerminated seeds were sown on April 17 and 18 in 1989. All other experimental con¬

ditions (treatment, soil, pruning) were the same as in the Central Oregon Mountain study, but

spacing between seedlings was 7 cm between seedlings within rows and 9 cm between rows.

No losses due to insects or drought occurred in this study.

Measurements were made over a three year period. The following traits were assessed for

each seedling or family plot:

- EMERG: Date of seedling emergence (plot means only) in days after emergence of

first seedling in the test.

- GERM: Percentage of germination (plot means of the 12 seeds sown per plot).
- BUDSET1: Date of first year budset, recorded once a week.

- FHT1: Final first year height.
- FHT2: Final second year height.
- BUDBUR3: Date of budburst at beginning of third growing season.

- FHT3: Final third year-height.
- DIA3: Final third year-diameter.

3.4.2 Preparation of seedling raw data for analyses

In a first step, all original seedling traits were tested for location effeds within the nu/sery beds.

All traits were regressed against the location variables (row, position, row
, position apd row x

position). Traits which were influenced by location effeds within the nursery beds (R greater
than 0.10) were adjusted using regression procedures in order to remove these location effeds.
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In the Central Oregon study, only final third year diameter for the cold air treatment in replica¬
tion 2 of the 1987 sowing showed location effeds and was adjusted. In the Southwest Oregon

study, final third year diameter in replication 1 of the cold air treatment and final second year

height in replication 3 of the cold air treatment were adjusted for location effects.

In a second step, differences among the replications (nursery beds) were tested using analysis
of variance procedures. Significant differences were found for the following variables:

Study - treatment - year Significant differences among replications (p*0.0001)

EMERG, BUDSET1, FHT1, DIA2, H32, FHT3, DIA3, TDWT,
RDWT

Central Oregon - cold -1986

Central Oregon - warm -1986 EMERG, BUDSET1, FHT1, HT21, HT22, FHT2, DIA2, H31, H32,
FHT3

Central Oregon - cold -1987 EMERG, FHT1, H21, H22, FHT2, DIA2, H31, FHT3 DIA3, TDWT,
RDWT

Central Oregon - warm -1987 EMERG, FHT1, H21, H22, H31, RDWT

Southwest Oregon - cold -1989 EMERG, BUDSET1, FHT2, FHT3, DIA3

Southwest Oregon - warm -1989 EMERG. GERM, FHT1, BUDSET1, FHT2, FHT3

Table 4: Traits exhibiting significant differences among replications in the nursery tests. Abbreviations

for traits are given on p. 37

Because of heterogeneous means and variances, linking the replications (and different sowing

years in the Central Oregon study) required that the separate data sets be transformed and

scaled to obtain a single dataset. Following a method used by REHFELDT (1989a), traits

measured within each replication, treatment (and sowing year for the Central Oregon study)
were transformed in a third step to standard normal deviates:

Zijkl ~

(Xjju - Xjjk)
or 7 _

(Xijk ~xij )

zw<
~

Z

for Central Oregon for Southwest Oregon

Where ZiJkl is a standard normal deviate for seedling / from sowing year k, tested in replication

/ of treatment;' in the Central Oregon study; Xijkl is an original observation; and *,,* and cri/k
are the mean and standard deviation of all individuals of replication / in treatment) and sowing

year k. For Southwest Oregon Zljk is a standard normal deviate for seedling k from replication /

in treatment/; Xijk is an original observation; and x,y and cr,y are the mean and standard devia¬

tion of all individuals of replication / in treatment/

Finally, family mean values of these standard normal deviates for all traits were calculated for

each study and treatment separately.

Since traits were measured in different years, some traits were assessed in one study but not in

the other, and some of the traits were not assessed equally in both studies, the data sets of the

two studies could not be combined into one dataset covering the total sampling area.

3.5 Geographic and environmental data

3.5.1 Geographic data

Each parent tree is charaderized by a number of geographic variables which were recorded

during sampling (Table 5, p. 39). Location information was transformed to metric units where

necessary. Coordinates of all sample trees were input into a geographic information system
(arcinfo). The official seed zone map of Oregon was digitized and tree and seed zone informa¬

tion was combined into a map and corresponding data base. Seed zone memberships for all

sample trees were evaluated by the geographic information system and were taken from the
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data base. Besides the variables listed in Table 5, more variables such as asped, slope, dis¬

tance from the Cascade crest, distance to the top and bottom of the slope and sun exposure

were recorded but not used for the present investigation. Since primarily environmental vari¬

ables were used for the analyses, no details are given on these variables. All geographic infor¬

mation of the parent trees was provided by the US Forest Service, Pacific Northwest Experi¬
ment Station, Corvallis, Oregon.

Location Variable Description

Latitude In V100 of degrees N

Longitude In V100 of degrees W

Elevation In m above sea level

Seed zone Number from seed zone Map of Oregon (1973)

Table 5: Geographic information on sample tree locations used for the analyses

3.5.2 Climate data

Mapping adaptive genetic variation is commonly done by relating genetic variation to geo¬

graphic variation expressed by variables such as latitude, longitude and elevation. Because cli¬

mate variables are partly correlated with geographic variables, climate and location data are re¬

dundant to some extent and location variables may be used as a replacement for climate vari¬

ables. Often however, environmental gradients are highly complex within small areas and loca¬

tion data alone may not describe environmental conditions adequately. Consequently, describ¬

ing adaptive variation directly on the basis of environmental variation is preferable especially in

areas with rugged topography and complex climate patterns. Information on climate conditions

however are commonly available for established weather stations which are infrequent in forest

areas. Hence, climate conditions must be estimated for tree locations, either by interpolation or

the use of climate models.

In the present investigation, climate values for tree locations were estimated using local regres¬
sion models (for details on local regression models see section 3.6.3, p. 51). Long term climate

values (dependent variables) of 195 weather stations in Oregon (JOHNSGARD, 1963) were re¬

gressed on the latitude, longitude and elevation of the weather stations (independent vari¬

ables). For each dependent climate variable, different local regression models were calculated

and tested in order to optimize model fit. In addition, models were evaluated using the same

basic data set of the 195 weather stations as input in the regression models and for comparing
the predided values from the model with the adual values. Optimized models were then used

to estimate climate variables for all parent tree locations, based on their latitude, longitude and

elevation. The weather stations are geographically well distributed and sample a range of ele¬

vations (3 m to 1,973) comparable to the range of tree locations (49 m to 1,963 m). Two exam¬

ples of adual and modeled values for the weather stations as well as estimated climate values

for parent tree locations are shown in Figure 6 and 7, p. 40 and 41. Local regression models

are very powerful in modeling the complex climate changes over short distances as the two ex¬

amples demonstrate. However, they tend to be sensitive to edge effects. At the edges, where

the data basis is insufficient due to a lack of points outside the sampling area, the modeled e.g.

interpolated values become unreliable. Consequently, climate values could not be estimated

for all 488 tree locations. No climate values were estimated for trees close to the limits of the

sampling area. Sample size therefore is reduced to 411 trees for all analyses using climate

variables.

Derived climate values for tree locations are estimates only; they refied general weather pat¬
terns, but do not reflect local climate which is certainly modified by slope and asped. Since no

information about slope and aspect of the weather stations was available, these variables could

not be used for model building.

In total, 15 climate variables were estimated for the 411 tree locations using local regression
models (Table 6, p. 42).
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a)

Figure 6: Actual and estimated average annual precipitation [mm]:
a) Actual long term values from 195 weather stations in Oregon b) Predicted values from

local regression model for the same 195 weather stations c) Predicted values from local re¬

gression model for 411 tree locations
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a)

Figure 7: Actual and estimated average annual temperature [degrees Celsius]
a) Actual long term values from 195 weather stations in Oregon b) Predicted values from
local regression model for the same 195 weather stations c) Predicted values from local re¬

gression model for 411 tree locations
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Estimated climate variables were then subjeded to a principal component analysis (see section

3.6.4.1 p. 54) in order to remove strong intercorrelations among the single variables and to re¬

duce the number of variables for further analyses. Two major principal components accounted

for 91% of the variation in the original data set (Table 6, p. 42). High final communalities for all

original variables indicate an excellent fador solution; on average more than 90% of the vari¬

ance of each original variable is retained by the two prindpal components. In addition, the ex-

traded principal components are readily interpretable: The first prindpal component (Factor 1),
accounting for 57.13% of total variation, represents a temperature gradient. Increasing values

of Factor 1 mean milder winters but hotter and drier summers (as the negative and high loading
for average July precipitation indicates), while decreasing values mean colder winters but
cooler summers and a more balanced precipitation regime over the year. The second compo¬
nent (Factor 2), accounting for 33.9% of total variation, represents a moisture gradient which is

independent of the variation already extraded by Factor 1. Increasing values of Factor 2 mean

higher rainfall in all seasons (but especially in winter) and lower overall moisture deficits (or a

positiver water balance), while low values charaderize drier climates with lower precipitation in
all the seasons (but especially in winter), exhibiting an increasingly negative water balance over

the year.

Values in Table 6, p. 42 and the frequency distributions of the two principal components in Fig¬
ure 8, p. 44 demonstrate, that climatic conditions differ considerably between the two regions.
Southwest Oregon has warmer winters, but hotter and drier summers than Central Oregon
(Mean values on first principal component of 0.863 compared to -0.735). Climate is much more

oceanic with less temperature extremes (especially in winter) than found east of the Cascade

Range. Precipitation is slightly higher on average and less extreme regarding water balance
than on the east side of the Cascades. However, the major part of precipitation occurs during
the fall, winter and spring; summers are charaderized by a period of very low predpitation. The
east side of the Cascade Range has somewhat less pronounced seasonal differences in pre¬
cipitation with higher precipitation during the summer months than on the west side of the

range. Overall however, water balance is less favorable in areas to the east of the Cascades
and in the high desert area. Mean, minimum and maximum values on Factor 2 indicate a

higher variability as well as greater extremes in the water balance than occurs to the west of
the Cascade Mountains. Although Southwest Oregon has more favorable overall moisture

conditions, dry sites with unfavorable water balance do occur. A zone situated between the
Coast Range and the mounting slopes of the Cascade Mountain (longitude 122.5 to 123.5) is

especially charaderized by low rainfall and dry overall conditions (Figure 6 c, p. 40).

The considerable differences in climate between the two regions are also illustrated by results
of a one-way analysis of variance, indicating the percentage of variance accounted for by re¬

gional differences (Table 7, p. 45). All temperature variables and the composite variable Factor
1 show a highly significant influence of region, indicating the marked differences in the tem¬

perature regime between the two regions, especially during winter. Rainfall and water balance
variables show less marked differences between the two regions. The highest difference is
manifested in summer rainfall, being higher in Central Oregon than in Southwest Oregon.
Overall, there is not much difference in water balance among the regions, however, since the

difference in Factor 2 is not significant (p=0.41).

3.6 Statistical methods and models

3.6.1 Testing spatial structures of genetic variation

The recognition of patterns of genetic variation in space is a first step toward an analysis of the

causes that lead to the establishment of these variation patterns. In gene-ecology, such forces

generating non-random pattems might, for example, correspond to population size and struc¬

ture, adaptation to climate and edaphic gradients, isolation by distance for seledively neutral

genotypes or historical migration patterns. Testing, describing and quantifying spatial strudures
in genetic data may therefore shed light on the evolutionary forces involved in shaping the pat¬
tems. Two different methods were applied to test the existence and to describe pattems of ge¬
netic variation related to location or environment:
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Figure 8: Frequency distributions of climate principal components Factor 1 and Factor 2 for the two re¬

gions, based on 411 tree locations
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VARIABLE SSQ

REGION

SSQ

TOTAL

F - VALUE Probp X Var among

REGIONS

X Var within

CENTRAL

X Var within

SOUTHWEST

AVMIJA 4349 6290 916.3 0.0001 69.1 24.6 6.3

AVMIJU 1298 2729 371.2 0.0001 47.6 49.3 3.1

AVMIYE 2101 3495 616.5 0.0001 60.1 34.6 5.3

AVMAJA 2086 2911 1034.8 0.0001 71.7 4.3 24.0

AVMAJU 420 1712 133.1 0.0001 24.5 48.7 26.8

AVMAYE 860 1816 367.7 0.0001 47.3 28.7 24.0

AVJA 2595 3574 1084.6 0.0001 72.6 16.5 10.9

AVJU 790 1606 395.7 0.0001 49.2 39.7 11.1

AVYE 1650 2448 845.5 0.0001 67.4 21.3 11.3

APJA 423996 5229288 36.1 0.0001 8.1 45.9 46.0

APJU 8329 39785 108.3 0.0001 20.9 56.8 22.3

APYE 5592039 178638550 13.22 0.0003 3.1 56.6 40.3

SURP 3553361 151136695 9385 0.0018 2.3 53.3 44.4

DEFIC 411921 3102657 62.6 0.0001 13.3 68.2 18.5

WATBI 1550884 179898896 3.56 0.0600 0.8 59.4 39.8

FACTOR 1 264.2 410 741 0.0001 64.4 20.4 15.2

FACTCR2 0.6581 410 0.66 0.4179 0.1 68.9 31.0

Table 7: Analysis of variance, testing differences of climate variables among the regions. Partitioning
of variance into components among and within regions

1) Tests of matrix associations using genetic, geographic and climatic distance measures

among the sample trees and their locations, and

2) Spatial autocorrelation analysis.

3.6.1.1 Mantel test for matrix associations

A useful, non-parametric method for comparing two distance matrices was introduced by MAN¬
TEL (1967). The procedure, known as the Mantel Test, was further developed by ROYALTEY
et al. (1975) and SOKAL (1979a) and was applied to testing spatial patterns of genetic variation

by different authors such as JONES et al. (1980), SOKAL et al. (1980), PIGLIUCCI et al. (1990)
and others. Basically, the procedure tests the null hypothesis that differences between pairs of

samples in a given variable are independent of their geographic or environmental differences.

In a first step, different similarity or distance matrices from genetic and geographic or environ¬

mental data are constructed. In order to test and quantify any associations between genetic and

geographic or environmental distance, the genetic distance matrix is compared in a second

step to each of the other distance matrices. The two matrices are compared by computing the

sum of the produds of their corresponding elements over all rows and columns as

Z=I,IlXiiYii
i i

and comparing 2 with that expeded under an empirical null distribution (E(Z)). The expedation
of Z is computed on the null hypothesis of random permutations of the rows and columns of

one matrix, say X and the computation of the inner product of each of these permutations with

the matrix Y. The test for significance of Z being different from random expedations is given as

the departure t from random expectation relative to its permutational standard deviation, i.e.

eriZ)

which follows the standard normal distribution. Alternatively, the calculated z value may diredly
be compared with a generated and sorted z - distribution for say 1000 random permutations,
and probabilities of obtaining a value greater or smaller than the calculated z may be diredly
inferred from this randomized distribution. Besides testing the significance of any association,
the strength of association may also be quantified by calculating a matrix correlation which is

the ordinary Pearson coefficient of correlation between the elements of the two matrices. The
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formula for the computation of the correlation coefficient in a Mantel test is given by MANLY

(1985).

A number of geographic, climatic and genetic distance matrices were constructed. Distances in

kilometers between sample trees were calculated using the coordinates of the sample trees,

given as latitude and longitude. A matrix of reciprocal distance was calculated as

1

d + 1

with d being the distance in kilometers between respedive sample trees. The reciprocal dis¬

tance matrix considers all longer distances to be more or less equal, while emphasizing differ¬

ences among shorter distances. Consequently, the reciprocal distance matrix focuses on local,
small scale patterning while the normal distance matrix emphasizes long distance e.g. large
scale patterning. Testing for regional differences was done by construding a third distance ma¬

trix with a dummy coding for regional membership of each tree, assigning a value of 0 for trees

coming from the same region and a value of 1 for trees coming from a different region (Central
Oregon-Southwest Oregon).

Climate distance matrices were constructed following a method suggested by MANTEL and

VALAND (1970). A distance matrix was calculated for each of the two principal components
e.g. climate Factor 1, Factor 2 and for both components combined, using ranks. The values for

these variables were ranked from 1 to n (sample size) with any equal values being given an av¬

erage rank. The distance between sample location / and j was then calculated as

dn = \ri-n\

Four different distance matrices were constructed for genetic data. Genetic distances among
individual sample trees were calculated using the two distance measures proposed by
GREGORIUS (1974) and by NEI (1972, 1978), using either all analyzed 31 loci or only those

15 loci which showed significant spatial patterns in the spatial autocorrelation analysis (see
section 3.6.1.2, P- 47). Genetic distance by GREGORIUS is defined as

dpq = E,0.5I>„-o,*|

with plk and qlk being the allele frequencies of sample p and q for allele k at locus /

Consequently, it measures the proportion of alleles not shared by tree p and q. A value of zero

is reached only if tree p and q have all alleles in common and the maximum value of 1 is ob¬

tained only if they have absolutely no alleles in common. In addition, distances are symmetrical
and the distance between tree p and q cannot exceed the sum of their distances to a third tree

r. It must be noted here, that this measure of distance is identical to the distance already used

earlier by Prevosti (WRIGHT, 1978).

Genetic distance by NEI is defined as

*P,=-loge(, I'I*2W/* 2) or as

VS/S*p* Z/Z*<7*

d„=-log.(
(2n-1)^/J^kplkqlk

&*!**.'-'>Zf2"I***-'>
with plk and q/k being the allele frequencies for samples p and q for allele k at locus / and n

being the sample size. The second formula is the unbiased genetic distance (NEI, 1978). Nei's

genetic distance is zero when both samples have the same alleles at all loci; it is infinite when

they have no alleles in common.

All distance matrices were calculated using especially developed SAS-IML programs (© SAS
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Institute Inc., Cary, NC, USA). Computations of the Mantel tests were carried out using a

FORTRAN program running on a mainframe computer. The FORTRAN program was devel¬

oped based on a program listing given by MANLY (1985) which was adapted and extended to

the special needs of the analysis, the input and output requirements and the FORTRAN ver¬

sion.

3.6.1.2 Spatial autocorrelation

Spatial autocorrelation is defined as the association of the value of a variable with the value of

the same variable at geographically adjoining locations (SOKAL and ODEN, 1978a). Spatial
autocorrelation analysis was developed by MORAN (1950), GEARY (1954), CLIFF and ORD

(1973), and was adapted to ecological and biosystematic research mainly by JUMARS et al.

(1977), JUMARS (1978), SOKAL and ODEN (1978a, 1978b), and SOKAL (1978). Spatial auto¬

correlation has been applied to the study of gene frequency distributions by different authors,
such as SOKAL and ODEN (1978b), SOKAL and MENOZZI (1982), EPPERSON (1992), EP¬

PERSON and ALLARD (1989), BARBUJANI and MILANI (1986), PERRY and KNOWLES

(1991), PIGLIUCCI et al. (1990), GEBUREK (1993) and others.

The computation of spatial autocorrelation requires a set of localities represented as points in

the plane. One or more variables are mapped onto these points with one value per variable for

each point. Association among values of a variable with the values of the same variables at ad¬

joining localities are then computed. If the value of the variable is dependent on the values

from neighboring localities, the variable is said to exhibit spatial autocorrelation. Amounts,
signs and changes of associations with distance classes may help in understanding the varia¬

tion pattern of the respedive variable in space. Spatial autocorrelation analysis may help in the

description of gene frequency variation in space without any preliminary assumptions about the

underlying population structure. Each allele and each gene locus must be taken into account

separately, however. Hence, spatial autocorrelation is a multi-variable rather than a multi-vari-

ate approach.

Basically, allele frequencies for all sampled locations are compared to all other localities within

suitably chosen distance classes, autocorrelations are computed for each distance class, and

deviations from expectations are tested for significance. A graph of the relationship between

spatial autocorrelation coefficients and distance is then constructed in order to help interpreta¬
tion of the spatial structure of the data. Such graphs are called correlograms; they summarize

the pattern of geographic variation exhibited by the response surface of a given allele (e.g. Fig¬
ure 9, p. 49). Inferences about the spatial structure of the allele frequency may then be made

based on the shape of the correlogram.

Autocorrelation normally is estimated using Moran's / coefficient which is defined as

"ZZ wij(*/ - x~)(*j - x)

where in our case x, and *. are the allele frequencies of the / th and j th sample tree, 7 is the

mean frequency of the n samples, w^ is a weighting fador that was set to 1 for all pairs of

sample trees falling in the distance class considered, and equal to 0 for all other pairs, and W is

the number of pairs in the distance class of interest.

Geographic distance in kilometers among all sample trees were calculated and all pairs of trees

were classified into five distance classes (Table 8, p.48). Class widths were chosen in order to

have roughly the same numbers of pairs in each distance class.

Moran's / may range from a maximal value of 1 for a positive association of allele frequencies
for a certain distance class to a minimal value of -1 for a negative relationship. Values signifi¬
cantly greater than the expected value of

E(l) = -(n-1)'1
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indicate a greater similarity of individuals within that distance class than would be expeded by

chance, while values of / significantly lower than E(l) signify less similarity among individuals

within that class than would be expeded were chance the only fador determining the spatial
distribution of the allele in question. Differences between observed and expeded values of /

were tested for significance (for levels of p=0.05 and p=0.01) following the formulas given in

SOKAL and ODEN (1978a). For diallelic loci only one allele was considered as the second

would contribute identical information.

Total sampling area Southwest Oregon Central Oregon

0-50 km 0-25 km 0-25 km

51-100 km 26-50 km 26-50 km

101-150 km 51-100 km 51-100 km

151-250 km 101-150 km 101-150 km

>250 km >150km >150km

Table 8: Distance classes used for spatial autocorrelation analyses of allele frequencies

Three major patterns common in correlograms are described by SOKAL and ODEN (1978a) as

follows:

The "dine": characterized by a monotonic decrease of / with distance, starting from signifi¬
cant positive values and ending at significant negative values (e.g. Figure 9, p. 49, G6p2-
1).

- The "depression": characterized by significant positive values of / in the first distance class,
a near-zero non-significant / in the second class, a negative significant / in the third and

fourth class and a non-significant near-zero / in the last distance class (Figure 9, p. 49,

Mnr1-1).

- The "crazy quilt": characterized by high values of / surrounded by low values and vice

versa without any clear ordering (Figure 9, p. 49, Mnr1-3).

SOKAL (1979b) has demonstrated that spatial correlograms indicate patch size e.g. the diame¬

ter of a homogeneous area in the surface of the variable. The distance at which the correlo-

gram first intercepts the expeded value E(l) represents the shortest side of an irregular patch
on the surface of the variable. Patch size gives information about the scale and resolution of

the variation in space and may help in interpretation of eventual shaping forces.

Morans' / for all the distance classes and significance test were computed using especially de¬

veloped SAS-IML programs (© SAS Institute Inc., Cary, NC, USA) running on a mainframe

computer.

3.6.2 Multinomial response models

Multinomial response models may be used to model categorical data, e.g. variables that can

assume only a limited number of discrete values. Multinomial response models may be used to

model either a single dichotomous target variable, or a single polytomous variable or several

dichotomous or polytomous target variables. Furthermore, one, or more dichotomous or polyto¬
mous predictor variables may be introduced as covariates. One, or more of these predidor
variables may be continuous. The large number of possible combinations of variables involved

in modeling generates a whole family of multinomial response models which are all part of the

generalized linear model family (HABERMAN (1978).

Generalized linear models as derived from NELDER and WEDDERBURN (1972) may be ex¬

pressed as

Yj = Hj + ef where Y, is a response variable derived from the exponential

family of probability distributions;

//, is the expeded value (mean) of Y,, i.e. n, =E( Ys);

E: is a randomly distributed error;
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SPATIAL CORRELOGRAMS FOR LOCUS G6p2
THE HORIZONTAL REFERENCE UNE AT -0.0021 IS E(l), THE EXPECTED VALUE OF MORAN'S I
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Figure 9: Examples of spatial correlograms: Locus G6p2 as an example for a ciinal pattern and Mnri

for a depression and a crazy quilt pattern
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The effed of other variables on the variability of Y-, is expressed as a "linear predidor" (tj,) of

the form

t1i=YaPkxik where Xik are known explanatory variables;
k

pk are parameters which are estimated from the data.

This linear predictor is related to the expeded value of Y/ by a "link fundion" (g) of the form

fli-Oif/)

The most important link fundions used are logit, cumulative logit, probit and complementary

log-log fundions. Excellent overviews of generalized linear models and the different multino¬

mial response models (logistic regression, logit regression, probit regression, log-linear models)
are given by MCCULLAGH and NELDER (1983) and WRIGLEY (1985).

Multinomial response models were used to study associations between genotypes and climate

variables. Genotypes of sample trees were used as response variables, climate principal com¬

ponents as explanatory variables. The genetic response variables were polytomous with three

possible values: a value of 0 for genotypes with no copies of a specified allele, of 0.5 for indi¬

viduals with one copy, and of 1 for an individual homozygous for the allele in question. Ex¬

planatory variables were continuous.

In the polytomous case with three possible response categories, three distind sets of odds for

choosing one particular response category can be defined as

Pui / Ps/n p2/i / P3/1 and pin / P2/1 with Pt//+P2/i+P3/i = 1

which can be expressed in two fundions (one of three fundions is redundant) of an explanatory
variable X, based on the general form for multiple response categories

W = '°9e %*- = ar +prxr r=1, 2, 3, ...
R-1

for the case of three response categories as the two functions:

L13/i\0Qe^- = a1+p1Xi
^3/i

p

L23/i=^Qe-^L = a2+/}2Xi
r3/i

For several explanatory variables the logit equations can be written as

W/ = log.-£*- = *'„•#

The logistic model (which is simply a re-expression of the linear logit model) takes the general
form

Pr/i = -f r=1,2,3,.... R

s=t

with the three equations for the case of three response categories
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a,+fi,X,

P"'
^+ea1+p1Xi+ea2+p2Xi

P2/1 ~

P3/, =

a2+p2Xi

1 +ea,+fiXi+ea2+p2Xi

1

1 +eai+PtX,+ea2+/32X,

Maximum likelihood estimates are used to estimate the parameters of the linear model in order

to maximize the value of the joint likelihood fundion of the responses. All computations were

carried out using the SAS CATMOD procedure (CATegorical data MODeling; © SAS Institute

Inc., Cary, NC, USA).

Different models were specified in order to evaluate the probabilities of occurrence of certain

genotypes in relation to climate (and climate within region) predidor variables (PCA's).

Model 1: Saturated model with climate Factor 1, Factor 2 and the interaction term Factor 1

times Factor 2.

Model 2: Reduced model with either climate Factor 1 or Factor 2, keeping the more signi¬
ficant predictor variable only.

Model 3: Reduced model with either climate Factor 1 or Factor 2, keeping the more signi¬
ficant predictor variable only and adding a second order term of the one predic¬
tor variable. The square of the predidor variable is used to test linearity assump¬
tions (fit of the model) since the likelihood-ratio test is not appropriate for conti¬

nuous predidor variables.

Model 4: Nested model with region and climate Factor 1 within region as predidor varia¬

bles in order to separate climate effeds from regional (historic) effects.

Model 5: Nested-by-value effed model with region and climate Factor 1 within each of

the two regions separately.

Plots of probabilities versus climate predidor variables were generated for the total sampling
area (for an example see Figure 10, p. 52) as well as for each region separately and congru¬

ence of associations in the two regions were judged from these plots. A dired influence of cli¬

mate upon genotypes may be reasonably assumed if associations are congruent in the two

areas. Since climate is expeded to have the same effed on genotypes in both regions, pa¬
rameters of functions should exhibit the same signs within both regions. Two examples of

genotypic frequencies, significantly associated with climate Factor 1 lor the total sampling area,

are shown in Figure 11, p. 53. For allele Mnr2-2 a dired association with Factor 1 may be as¬

sumed while Mnr1-1 shows non-congruent, inverse associations in the two regions. Hence, a

climate influence is not likely for Mnr1-1; other effeds indirectly mimic an association with tem¬

perature.

3.6.3 Local regression models

Local regression models provide a non-parametric approach to fitting regression fundions, or

regression surfaces, to data. The regression surface at x is estimated by local fitting of a linear

or quadratic fundion of the independent variables. For each x in the space of the predidors, it

is assumed that in a certain neighborhood of x the regression surface is well approximated by
the linear or quadratic function. The size of the neighborhood in the space of the independent
variables is an adjustable parameter that determines how local the fitting is. As the neighbor¬
hood size increases, the estimate becomes smoother. An important property of local regression



52

1.0-

0.9-

0.8-

0.7

0.6

0.5

0.4:

0.3-

0.2

0.1

0.0

ESTIMATED PROBABILITIES OF OCCURRENCE OF GENOTYPES ASSOCIATED WITH CLIMATE CONDITIONS

LOCUS/ALLELE: Mnr2-2

2 i-t

V

-3

T 1-1 1 I I 1 1-1—I 1-1 1 1-1 1 1-

-2

CLIMATE FACTOR

1.0

0.9"

0.8-

0.7:

0.6-

0.5

0.4-

0.3

0.2

0.1

o.o-l

ESTIMATED PROBABILITIES OF OCCURRENCE OF GENOTYPES ASSOCIATED WITH CLIMATE CONDITIONS

LOCUS/ALLELE: ldM-1

-3

| I I I I ?? I I 1 I I I 1 1 I I I I I [ | 1"TT I I I ^'TT |

-I 0

CLIUATE FACTOR 1

Figure 10: Examples of estimated probabilities of occurrence of genotypes associated with climate con¬

ditions. Models with climate Factor 1: Total sampling area. Examples of Mnr2-2 and ldM-1.

Legend: 2: 2 copies, 1:1 copy, 0: no copy of allele
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is that the estimate at x is a linear combination of the values of the dependent variables. Con¬

sequently, the distributional properties of the least-square fitting of parametric fundions are

more or less conserved. The advantage of using local regression in place of standard paramet¬
ric surfaces is that much wider classes of regression surfaces may be estimated without major
distortion. An example of the excellent model fit for a complex surface is shown in Figure 6, p.

40.

In a local regression model the response and predidors are assumed to be related by

Yi =g{Xi) + e,

lor / = 1 to n, where y, is the / th observation of the response, x, is the / th observation of p pre¬

didors, g is the regression surface, and e, is a random error. If x is any point in the space of the

predidors, g(x) is the value of the surface at x.

Local regression is conceptually quite simple. A neighborhood of q points whose x, are closest

to x is seleded, the points are weighted according to the distance of x from x;, a line or a quad¬
ratic is fit by weighted least-squares, and g(x) is the fitted value at x.

For p independent variables, x, is a vedor of p values and x is a value in the p dimensional

space of the independent variables. If 77 is a distance fundion in this space and d(x) is the dis¬

tance of x to the q th nearest x,, then a set of weights is calculated for the points (x,-, y,) as

w>, (x) = Wl-^i ) with Wbeing the tricube weight function

A linear or quadratic fundion of the independent variables is fitted to y, and evaluated at x to

obtain an estimate of g(x). In the linear case the fitting variables are only the independent vari¬

ables; in the quadratic case the fitting variables are the independent variables, their squares,
and their cross-products.

For details on local regression models, for example the possible choices of W, n and neighbor¬
hood size, the reader is referred to the detailed overviews by CLEVELAND et al. (1988) and

CLEVELAND and GROSSE (1991).

All computations for local regression surfaces were made using S-PLUS statistical software (©
StatSci, Statistical Sciences Inc., Seattle, WA, USA) running on a Personal Computer. Local

regression fitting using S-PLUS is described in detail by CHAMBERS and HASTIE (1992).

Local regression surfaces were used to model and estimate climate values for tree locations

and to model multivariate response surfaces from canonical correlation analyses using sample
coordinates as predidors. Moreover, contour maps of seed transfer risks were based on local

regression surfaces of response variables from multivariate analyses.

3.6.4 Multivariate statistical procedures

Multivariate statistics refers to an assortment of descriptive or inferential techniques that have

been developed to handle situations where "sets" of variables are involved either as predidors
or as measures of performance. Multivariate techniques offer several advantages for multidi¬

mensional data sets. For example, they provide a way of summarizing redundancies in large
data sets, refied the true multivariate nature of complex data sets, provide a way of handling
large data sets with large numbers of variables and offer a means of deteding and quantifying
truly multivariate patterns that arise from the correlation strudure of a variable set.

3.6.4.1 Principal component analysis

Principal component analysis (PCA) is a statistical technique used to analyze the interrelation¬

ships among a large number of variables and to explain those variables in terms of a smaller
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set of underlying dimensions (components). The technique involves condensing the information

contained in the original variables into a smaller set of uncorrelated dimensions such that there

is minimal loss of information. PCA creates weighted linear combinations of the original vari¬

ables (i.e. principal components) which are oriented in diredions that describe maximal varia¬

tion among sample entities. Consequently, principal components represent gradients of maxi¬

mum variation among entities. PCA summarizes data redundancy i.e. identical information or

high correlations among variables and generates new, fully uncorrelated variables. PCA may

also be used to explore and describe covariance patterns in complex multivariate data sets and

to screen out various important variables. Principal components may be derived either from the

sample covariance or correlation matrix. A principal component analysis of the covariance ma¬

trix gives more weight to variables with larger variances while the analysis of the correlation

matrix treats all variables equally. If there is no a priori basis for deciding that one variable is

more important than another, PCA of the correlation matrix is the preferred method.

The explanatory power of a principal component is measured by its eigenvalue. An eigenvalue
represents the extent of variation among sample entities along the dimension specified by the

principal component. The first PCA defines the dimension (or gradient) with the single greatest
variance. The second component provides the greatest explanation of sample variance after

the first has done its best and so forth. Principal components therefore are uncorrelated with

each other. The produd-moment correlations between a principal component and the original
variables, i.e. the factor loadings, indicate how closely the component represents the original
variables. These loadings (factor patterns) are used to interpret the component i.e. the informa¬

tion it represents. A good principal component solution is characterized by a few principal com¬

ponents extracting most of the original variance, a factor pattern with each variable loading
high only on one component, a straightforward and meaningful interpretation of the compo¬

nents, and high final communalities of the original variables. Final communalities are equal to

squared multiple correlations for prediding the variable from the principal components. Conse¬

quently, final communalities indicate how well the original variables are accounted for by the

retained principal components. Principal component solutions may be improved by rotating the

components. Rotating the axis normally enhances the interpretation of the components by in¬

creasing the loadings of important and decreasing the loadings of unimportant variables. A

number of different rotation procedures exist with "varimax" rotation being the most effedive

under most circumstances (HAIR et al. 1987).

Rules for adequate sample sizes were given by HAIR et al. (1987) and JOHNSON (1981).
HAIR suggests a sample size of four to five times the number of variables, whereas JOHNSON

postulates a required sample size of twenty plus 3 to 5 times the number of variables.

Each sample entity in the data set has a score for each of the components, derived by multiply¬
ing the observed values for each variable (in standardized form) by the corresponding stan¬

dardized scoring coefficients and summing the products for each component. Principal compo¬
nent scores represent the values of the new uncorrelated variables (components).

Principal component analysis was used to reduce the high redundancies present in the climate

data set and in the seedling quantitative data set by extracting a few uncorrelated components
for further analyses. SAS FACTOR procedure (SAS Institute Inc., Cary, NC, USA) was used to

perform the analyses.

3.6.4.2 Cluster analysis

Cluster analysis refers to a large family of techniques that share a similar goal of organizing en¬

tities into discrete classes or groups such that within-group similarity is maximized and among

group similarity is minimized. There are many different clustering techniques depending on

whether a hierarchical or non-hierarchical, an exclusive or non-exclusive or an agglomerative
or divisive method is used (SNEATH and SOKAL, 1973, GAUCH, 1982). Hierarchical cluster¬

ing techniques combine similar entities into groups and arrange these groups into a hierarchy
which helps reveal relationships in the data. Most widely used are agglomerative hierarchical

clustering techniques, which begin with each entry in a class of its own and then fuse the

classes into larger, hierarchical clusters. Entities are assigned to groups based on distance

coefficients among the entities in multivariate variable space. Different distance measures may
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be used; the most familiar distance being Euclidean distance. In addition, different fusion

strategies may be applied to group the entities into classes on the basis of their respedive dis¬

tances in variable space. Single linkage, complete linkage, centroid linkage, median linkage,

average linkage and Ward's minimum variance linkage are the most widely used techniques to

agglomerate entities into clusters. Some of these techniques are space conserving i.e., they
conserve the distance in the variable space, others are space contrading or space dilating,

moving entities closer or further away from the remaining entities. The most widely used fusion

strategies are complete linkage and average linkage. Complete linkage is a space dilating
strategy which defines the distance of an entity to a cluster to be equal to its distance to the fur¬

thest entity in that cluster. The objedive of this strategy is to minimize the dissimilarity between

neighbors and to produce dusters of very similar samples. Consequently, a complete linkage
fusion strategy produces very distind groups of homogeneous entities which are easily recog¬

nized. Average linkage, the most common fusion strategy, on the other hand is space conserv¬

ing. An entities' dissimilarity to a cluster is defined to be equal to the average of the distances

between the entity and each point in the cluster (unweighted pair-group method, UPGMA).
Clusters are less distinct and less homogeneous than with complete linkage, but clusters por¬

tray the real, unchanged structure of the multidimensional data cloud.

Cluster analysis was used to test for ecotypic strudures in genetic data, i.e. strudures that are

organized in patches or groups. Cluster analysis was also applied to test similarities in genetic
structure of adjoining seed zones. Furthermore, areas of similar climate conditions were formed

based on cluster analysis of climate data and were used in subsequent discriminant analysis. In

the same way, groups of similar genotypes were formed based on cluster analysis of scores

from 31 loci, and differences in climate among these groups were then described using dis¬

criminant analysis. All cluster analyses were performed with the SAS CLUSTER procedure (©
SAS Institute Inc., Cary, NC, USA).

3.6.4.3 Discriminant analysis

Discriminant analysis (DA) is a technique used to objectively discriminate among pre-specified
groups of sampling entities. Discriminant analysis seeks to find gradients of variation among

groups of entities, such that variation among groups is maximized and variation within groups
is minimized along these gradients. Discriminant analyses has two main objedives. One objec¬
tive may be to exhibit optimal separation of groups, based on certain linear transformations of

the discriminating variables, and to evaluate which variables are most related to the separation
of the groups. This discriminant analysis is called descriptive DA and the associated linear

fundions are called canonical fundions (or variates); it may also be referred to as canonical

analysis of discriminance (CAD). The other main objedive of DA may be to predid group

membership for an entity of unknown origin based on its measured values of the discriminating
variables. Such a formulation is referred to as predictive discriminant analysis or as classifica¬

tion. CAD seeks to describe the relationship among two or more groups of entities based on a

set of two or more discriminating variables. Specifically, CAD involves deriving linear fundions

of two or more discriminating variables that will discriminate best among the a priori defined

groups. The canonical fundions are weighted linear combinations of the original variables,
where each variable is weighted according to its ability to discriminate among the groups. The

best linear combination of variables is achieved by maximizing the ratio of among-group to

within-group variance in canonical scores. In a N by P data set with G groups (N being the

sample size, P the number of variables) there are Q (equal to G-1 or P, whichever is smaller)
possible canonical fundions. Multiple CAD has the added advantage that most of the variation

among groups can be explained in fewer than the original Q canonical fundions thus dimen¬

sionality may be greatly reduced and interpretation of group differences may be facilitated.

Classification is based on separately derived classification fundions. When group dispersions
are equal, linear discriminant fundions, using the pooled within-group sums-of-squares and

cross produds matrix are used to derive the functions, otherwise quadratic classification func¬

tions are derived from the individual within-group sums-of-squares and cross produds matrix.

Alternatively, classification of entities may be based on the Mahalanobis distance in multidi¬

mensional space from each entity to the group centroids by classifying each entity into the

nearest group. Following WILLIAMS and TITUS (1988), sample size should be at least three

times the number of discriminating variables; alternatively, stepwise seledion of variables may

be used to reduce the number of variables. Eigenvalues in CAD represent the variance of the
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corresponding canonical fundions; hence, they measure the extent of group differentiation

along the dimension specified by the canonical fundion. The eigenvalue of the first fundion is

always the largest; this fundion defines the gradient with the single most discriminatory power

(maximum among group variance). The second function is orthogonal to the first; it explains
the greatest and independent discrimination after the first has done its best. The squared ca¬

nonical correlation (Fr) is equal to the ratio of among-group to pooled within-group variation. It

represents the proportion of total variation in the corresponding fundion explained by differ¬

ences in group means i.e., how much of the canonical variation is due to group differences.

The produd moment correlations between the fundions and the original variables (strudure

coefficients) indicate how closely a variable and a canonical fundion are related. Thus, the

strudure coefficients provide a means for interpretation of each fundion, indicating which vari¬

ables are most efficient in separating groups.

Each entity has canonical scores on each of the canonical fundions. Non-standardized canoni¬

cal weights multiplied with the raw variables produce standardized canonical scores. In other

words, each axis is stretched or shrunk such that the score for an entity represents the number

of standard deviations it is from the grand centroid. In this manner, the score for an entity rep¬

resents the distance from the average score which is zero.

Discriminant analysis and classification were used to describe and evaluate genetic differences

among seed zones, to assess genetic differences among trees within areas of similar climate or

to describe differences in climate among groups of similar genotypes. Classification was used

as a means of evaluating the descriptive canonical fundions and to evaluate the pradical sig¬
nificance of grouping and classifying groups of genotypes. All analyses were carried out using
SAS DISCRIM or STEPDISC procedures (© SAS Institute Inc., Cary, NC, USA).

3.6.4.4 Canonical correlation analysis

Canonical correlation analysis (CCA) is a technique for analyzing the relationship between two

or more sets of variables. CCA seeks to find gradients of variation within one set of variables

that are maximally correlated with gradients in a second set of variables. Instead of deriving lin¬

ear combinations of variables within a set (as in PCA), canonical correlation analysis derives

two linear fundions which explain the maximum correlation between the two sets of variables.

As ordination and CAD, canonical correlation attempts to reduce the dimensionality of a multi¬

variate data set by condensing a large number of original variables into a smaller set of new

composite dimensions (canonical variates) with a minimum loss of information. CCA examines

the relationship between a set of multiple independent variables and another set of multiple de¬

pendent variables. Although it is not necessary to make a distinction between dependent and

independent variables for canonical analyses to be valid, ecological applications often treat one

set of variables as the dependent (response) and the other set as independent (predidor) vari¬

ables. Canonical correlation constructs linear combinations of variables from each data set,
such that the correlation between the two canonical variates is maximized. The canonical vari¬

ates are defined as weighted linear combinations of the original variables. The canonical corre¬

lation coefficient is a measure of the association between pairs of canonical variates in the two

data sets. The correlation, however, does not represent the relationship between sets of original
variables which makes interpretation somewhat difficult. A strong correlation may be obtained

between two canonical variates even though these variates do not extrad large (or meaningful)
portions of variance from the respedive sets of original variables. To overcome this problem, a

measure, called redundancy, has been developed, whereby the amount of variance in one set

of original variables that is explained by the canonical variate of the other data set can be

measured (see later). The squared canonical correlation equals the proportion of variance in

the canonical variate of one data domain that is accounted for by the variate of the other data

domain. Strudure coefficients (loadings) are the simple bivariate correlations between each

original variable and the canonical variate from the same data domain; they represent the true

relationships among original variables and respective fundions. Thus, squared strudure coef¬

ficients measure the proportion of variance in a variable accounted for by the respedive ca¬

nonical variate of the same data domain. Cross-loadings on the other hand are the simple
bivariate correlations between each original variable of one data domain and canonical variates

of the opposite data domain. Cross-loadings are obtained by multiplying the canonical strudure

coefficients by the canonical correlation coefficient. Again, squared canonical cross-loadings
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measure the proportion of variance in a variable accounted for by the opposing canonical vari¬

ates (the variables redundancy). It is tempting to interpret cross-loadings as multiple correla¬

tions between variables. However, it must be kept in mind that the relationship is between vari¬

ables and a composite variate of the opposite domain which was evaluated to maximally corre¬

late with another variate, not with single variables.

Redundancies represent the amount of variance in one variable or in one set of original vari¬

ables that is explained by a canonical variate from the other data set. The redundancy of a sin¬

gle variable is equivalent to the square of the cross-loading. Redundancy however is mostly
used as a summary measure of the amount of variance in one set of variables that is redun¬

dant or shared with the variance in the other set of variables. In this sense, redundancy is the

proportion of the total variance of a measurement domain predidable from a linear composite
of the other domain. The mean sum of squared strudure coefficients with a variate measures

the variance extracted by the variate. If this quantity is multiplied by the squared canonical cor¬

relation coefficient, the proportion of the variance of one domain that is accounted for by the re¬

spedive variate of the other domain, i.e., the redundancy, is obtained. Hence, in order to have

a high redundancy, not only a high canonical correlation coefficient is needed but also a high
degree of variance explained by the respedive canonical variates.

Canonical correlation analysis was used to analyze and describe relationships between climate

variables and isozyme or quantitative trait variables. Scores from canonical analyses were

used to model genetic or quantitative response surfaces over the sampling areas as well as to

calculate seed transfer risks among existing seed zones and among given locations on the re¬

spedive response surfaces.

According to R.D. WESTFALL (USFS, Inst, of Forest Genetics, Albany, OR) (personal com¬

munication), the redundancy approach, applied to evaluate the amount of variation in genetic
data which is explained by some independent variables, has serious limitations. Each gene or

allele in the genome has only a small effed on the expression of a phenotypic trait. Single al¬

lele redundancies, therefore, are expeded to be small. From the additivity of gene expression it

follows, however, that even low levels of linkage disequilibium may produce high correlations

with some independent variables, if the single small effeds are oriented in the same diredion

in space. In other words, any relationship at an individual locus will be low, whereas the cumu¬

lative effeds of many loci may be high. The concept of redundancy is unable to portray these

specific charaderistics of genetic data. Moreover, summarizing strudure coefficients from ge¬
netic variables (to obtain redundancy) is not valid because the variables, especially at the same

locus, are correlated with each other. If the relationships between dependent and independent
data are nonlinear, the strudure coefficients will be reduced and redundancy will be affeded.

Accordingly, an alternative approach for estimating the aggregate variance in the dependent
data set that is explained by the independent model was used in the canonical correlation

analyses. This approach, suggested by WESTFALL (personal communication), respeds the

charaderistics of genetic data. In a manner similar to regression analysis, the importance of the

independent model is evaluated based on the comparison of the model variance to the error

variance. The Hotelling-Lawley trace (Tr) is the multivariate equivalent of the ratio of the vari¬

ance due to the model to the error variance, adjusted for covariances among the variables. It is

therefore a measure of the importance of the model. The Hotelling-Lawley trace is calculated

as the sum of all eigenvalues; hence, it represents the sum of variances of all variables in the

raw covariance matrix. The total variance of the canonical model is therefore given as

Vm = —— with Vm variance due to the model
m

1 + Tr
m

Tr Hotelling-Lawley trace

Not all of this model variance however is statistically significant. Accordingly, Vm must be mul¬

tiplied by the proportion of the trace (p*) described by the significant vedors
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with Vms proportion of total variance described by the significant
variates of the model

Pt proportion of total trace described by the significant vari¬

ates

SMITH (1981) suggests a required sample size of three times the sum of dependent and inde¬

pendent variables. The problem inherent in using a smaller sample size is that as sample size

approaches the number of variables, the canonical correlation approaches 1.00 and statistical

significance of the first variate is assured. Biological significance however must be questioned
in such cases. According to WESTFALL (personal communication), the expeded R2, when the

true correlation is zero, is given as

^2 _ —[P—Qj— where p and q are the number of dependent and independent varia-

(N-p-q-1

bles, respectively, and N is the sample size.

This expeded value will give the lower limit for statistically significant and biologically mean¬

ingful correlation coefficients.

Each sample entity in the data set has a score on each canonical variate (location on each ca¬

nonical axis), derived by multiplying the standardized values of the original variables with the

standardized canonical weights and adding the produds. Samples in close proximity on the ca¬

nonical axis occupy the same relative position in the joint space defined by the two sets of vari¬

ables.

Canonical scores of the significant dependent variates (made up either of isozyme or quantita¬
tive variable sets) were used to map the environmentally associated variation over the sam¬

pling area. To achieve this, the original canonical scores were related to the geographic vari¬

ables latitude and longitude using local regression models. Response surfaces as well as con¬

tour plots of the variation patterns were established in this way.

Canonical scores were also used to calculate seed transfer risks and to scale contour plots of

response surfaces to given transfer-risks of 10, 20 and 30% (see section 3.6.5, p. 59).

Partial canonical correlation analysis was used in order to partial out indired effeds which may
have contributed to the pattern of variation in question. For our problem, primarily historical

events, caused by possible differences in the evolutionary background of the populations in the

two regions, may have had an effed on the patterns of variation which we observe today. Par¬

tial canonical correlation eliminates such indired effeds by removing known or undesirable

variables (by multiple linear regression) before the analysis is performed (see section 6.3). All

analyses were carried out using the SAS CANCOR procedure (© SAS Institute Inc., Cary, NC,

USA).

3.6.5 Estimating seed transfer-risk

The method for estimating seed transfer-risk, used in the present study, was developed and

described by CAMPBELL (1986). As already outlined in section 3.1, p. 25, mapping genetic
variation is based on 3 assumptions: 1) that variation associated with the environment is the

result of adaptation, 2) that the map of adaptive genetic variation is also a map of the environ¬

mental complex adive in seledion, and 3) that within-source genetic variability is equal on all

sites. Hence, the mean genotypic value, predicted for a certain location (for example expressed
as a canonical score from canonical correlation analysis) and the additive genetic variation

among individuals at this location (<rA2) are assumed to estimate the mean environment and

variation in space and time of micro-environmental elements at the respedive location. When

seed is moved to new locations, the mean of the plantation environment may differ from the

mean of the environment of parent tree location and a certain degree of mismatch may occur

between genotypes and micro-environment. This mismatch can be estimated from the differ¬

ence in frequency distributions of genotypes at the seed source and at the plantation site and a
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Figure 12: Illustration of relative transfer risk (adapted from CAMPBELL, 1986).

Hypothetical frequency distributions of genetic scores at source location (left-hand curve) and

at plantation site (right-hand curve). Relative seed transfer risk is calculated as the proportion
of the right-hand curve not congruent with the curve at the left (hatched area)

mismatch index can be calculated. Specifically, the mismatch index represents the proportion
of the curve of the genotypic lot at a seed origin which does not overlap the curve for a planta¬
tion site (Figure 12). Since it is assumed, that, for a given seed source, microenvironmental

and genotypic frequencies are described by the same curve, the degree of noncongruence

represents the frequency of genotypes not matching available environments at the new

location. Consequently, the degree of mismatch between genotypes and mircohabitats indi¬

cates the relative seed transfer risk (R). Under the assumption that the within-source genetic
variability is equal for both sites, the proportion of overlap in the two frequency distributions

may be calculated as

V = 1 - 2a

0 5x
P [0<z < ——J is the area under the standard normal curve from 0 to z and

aA

with

x difference between mean score at source

location and plantation site;

aA standard deviation of the additive genetic
variation of scores within sources;

z standardized score.

If the relative risk of seed transfer (R) between the two sites is assumed to be equal to the

mismatch index, then transfer risk is given as R = 1-V = 2a. The x corresponding to a given
R 0 5x

transfer risk R is calculated by evaluating z at which a =
—, then z is calculated as z = ——

2 o-A

and xas/ = 2zaA

Relative transfer risks were estimated based on canonical scores from canonical correlation

analysis relating allozyme data and seedling trait data to climate factors. Relative transfer risks

between all pairs of seed zones were calculated using the means and variances of canonical
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scores, calculated for each seed zone. For these calculations, parent trees were assumed to be

unrelated within seed zones, hence the adual within-zone variance was used as crAfZ)2 for the

allozyme scores. For the seedling progenies, however, a genetic correlation of 0.30 among

offspring of open-pollinated parents was assumed, and thus 3.33 times the adual within-zone

variance was used as o-AIZ)2. The genetic correlation of 0.30 refleds the mating among trees

within zones which are inbred to a certain degree but unrelated with each other and it assumes

an average self fertilization rate of 5% to 10% (SQUILLACE, 1973, table 7, p. 153).

In addition, differences in scores between source location and plantation site (x), corresponding
to transfer risks R of 10%, 20% and 30%, were calculated. These distances x, each represent¬

ing a given transfer risk, were then used to scale distances between contour lines in maps of

the canonical response surfaces. Within-source variance was calculated as o~fls)2 (variance of

families within sources) for the allozyme scores of parent trees, using analysis of variance pro¬

cedures taking advantage of all locations with two sample trees per location, and as 3crfls)2 for

seedling quantitative traits. The multiplier assumes a genetic correlation of 0.33 among off¬

spring of open-pollinated parents. This correlation of 0.33 refleds the greater likelihood of polli¬
nation by adjacent related trees within locations and assumes an average of 5% to 10% self

fertilization (SQUILLACE, 1973, Table 6, p. 153). Within-source variance was calculated using
analysis of variance procedures taking advantage of all locations with two sample trees per

location.
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4. Genetic structure - measures of diversity and differentiation

4.1 Univariate measures of diversity and differentiation

The genetic strudure of ponderosa pine in the sampled areas of Oregon may be described with

standard measures of variation, diversity and differentiation calculated from allozyme data us¬

ing the total of 488 trees. It must be emphasized, however, that all these measures, which are

commonly used to charaderize genetic strudure of populations or demes, are largely influ¬

enced by the sampling design as well as by the seledion of the gene lod used in the investiga¬
tion.

Instead of sampling a certain number of individuals from seleded populations, individual trees

were sampled on a grid, with a spacing of 8 to 30 kilometers between locations. Samples,
therefore, originated from different demes which may be differentiated from each other due to

adaptation, seledion or random genetic processes. Consequently, variation within demes and

differentiation among demes are confounded due to the sampling design. Moreover, calcula¬

tions of differentiation are limited due to the lack of population samples. Corresponding to the

main objedive of the study (assessement of associations between multilocus allozyme fre¬

quencies and climate conditions), only polymorphic enzyme loci were included in the eledro¬

phoretic analysis. Thus, genetic diversity and heterozygosity will likely be overestimated com¬

pared to other studies. For these reasons comparisons with other investigations or species are

somewhat limited.

Allelic and genotypic strudures were analyzed either for the total sampling area or for the two

regions separately. Genetic differentiation of ponderosa pine between the east and the west

side of the Cascade crest is of special interest because results may shed light on the existence

of races. Consequently, the analysis in this sedion focuses primarily on the comparison of the

two regions. Amount and structuring of genetic differentiation within regions, on the other hand,

may yield information on adaptation to environments. Since population samples were not avail¬

able, description of differentiation within regions is limited. Differentiation within regions may be

estimated only very crudely on the basis of artificially formed populations, taking all trees of a

seed zone as a population. Sample size for these "populations" varied considerably, however,
and ranged from 3 to 70 with a mean value of only 13.53 individuals per zone. Moreover, due

to the different numbers of seed zones, mean sample size differed between the two regions
(23.6 in Southwest Oregon vs. 9.3 in Central Oregon), most likely influencing the within region
diversity estimates. Bulking adjacent zones was considered but rejeded since it would have

had other problems attached to it. Consequently, results regarding diversity and differentiation

estimates within regions are most likely associated with large errors; they are at best descrip¬
tive, showing only tendencies.

Calculations of the following genetic parameters were carried out using the computer programs
BIOSYS-1 (SWOFFORD and SELANDER, 1981), GSED (GILLET, 1994) or especially devel¬

oped SAS-IML programs (SAS Institute Inc., Cary, NC, USA). Allelic and genotypic strudures

are described separately, using the following measures:

Allelic multiplicity at a gene locus k is charaderized as the number of alleles nk encountered

at locus k; this measure of multiplicity is also called observed number of alleles (na). The av¬

erage number of alleles per locus is simply the average of the allelic multiplicity over all sam¬

pled loci. Multiplicity measures only use numbers of genetic variants, disregarding their fre¬

quencies and their system of recombination. Genetic diversity measures, on the other hand,
charaderize the heterogeneity of the distribution of genetic variants in a deme. The proportion
ofpolymorphic loci P is calculated based on allele frequencies. A locus was considered poly¬

morphic if the most common allele had a frequency of less than 0.95. Allelic diversity v, also

called the effective number of alleles ne, measures allelic evenness. The effedive number of

alleles ng will equal the absolute number of alleles ng when all alleles are at equal frequencies

but will be close to 1 when single alleles occur at high frequencies accompanied by other alle¬

les in very low frequencies.
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GREGORIUS (1978) and MOLLER-STARCK and GREGORIUS (1986) define Allelic diversity

vk of a deme at the k - th gene locus as

7 <.vk=— <.nk if nk alleles occur at locus ft with frequencies p*(i = \....,nk)

1=1

Genetic differentiation among two demes X and Y at the k-ih locus may be measured as the

proportion of alleles not shared and may be expressed as the allelic distance d^ between the

two demes (GREGORIUS, 1974a, 1974b; GREGORIUS and ROBERDS, 1986) in the form

"*

0zdxy = 0.5^\xi-yi\zi
i=t

with x, and y. denoting allele frequencies of demes X and Y

Allelic subpopulation differentiation D among several demes may then be expressed as the

allelic distance between every deme and its complement i.e. the union of all other demes.

Hence, the differentiation of they' - th deme at the k - th locus is calculated as

n

I

Dy = 0.5£
/ = /

p'"-J!"

where the p'." are the allele frequencies in the j - th deme and the p;.
'

are those in the com¬

plement. The average subpopulation differentiation S among L demes is measured by the

weighted mean of the D: i.e.

s=tciDt
/=»

L

where cj denotes the relative size of they- th deme such that Vc^f

Another, less appealing but most widely used measure of differentiation, is NEI's unbiased ge¬
netic distance (NEI, 1978) among demes as defined in section 3.6.1.1.

Genotypic structures can be characterized by measures of heterozygosity, tests of Hardy-
Weinberg strudures and WRIGHT'S F - statistic. These tests of single locus strudures investi¬

gate the association of gametes in observed zygotic structures by comparing observed to cor¬

responding expeded strudures under certain models of association.

The degree of heterozygosity is defined for an individual with resped to a specified number

of gene foci, and is identical to the proportion of loci at which this individual carries two different

alleles. The average degree of heterozygosity, also called observed heterozygosity HQ,
refers to the distribution of this degree in a colledion of individuals (demes). Hence, the ob¬

served heterozygosity equals the mean proportion of heterozygous individuals at the single
locus. The concept of expeded heterozygosity under Hardy-Weinberg conditions (random
mating, panmixia) is used as an index of overall polymorphism for comparing species or popu¬

lations, independent of the mating system. Expected heterozygosity He, also called the

polymorphic index (PI) or NEI's gene diversity index (NEI, 1973) is estimated as

". = /-5>2
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or with a bias corredion for small sample size according to NEI (1978) as

_2nn-£dpf)

Allelic and genotypic strudure are related to each other by the Hardy-Weinberg principle.
After only one generation of random mating (assuming that no other evolutionary forces such

as mutation, seledion or drift are ading) and regardless of the initial allele frequendes, geno¬

typic frequencies of the F1 generation may be described by a binomial or multinomial fundion

of the initial allele frequencies. Theoretically, expeded proportions of genotypes may be calcu¬

lated from observed allele frequencies using the Hardy-Weinberg principle. Deviations of the

observed genotypic strudure from expedation may then be tested using goodness-of-fit tests

such as a jjf2- test of the form

Z <"<*»-"ex,)2
y2 _J=1

N

''exp

or similar tests, developed for small sample sizes (LEVENE, 1949; HALDANE, 1954, ELSTON

and FORTHOFER, 1977).

Deviations from Hardy-Weinberg-expedations may be charaderized by the fixation index F,
calculated as

F = \-Hl or 1--^-
He 2pq

with p and q being the allele frequencies

A positive value of F indicates a deficiency of heterozygotes while a negative value indicates

an excess.

WRIGHTs (1965,1978) method of F - statistics may be used to describe the apportionment of

variation to the different levels within and among demes. In the same way that the inbreeding
coefficient measures the redudion of heterozygosity due to inbreeding within demes, F -statis¬

tics may be used to estimate differentiation among demes by comparing the redudion in ex¬

peded heterozygosity He within demes to what would be obtained were the group of demes a

panmidic unit. WRIGHTs approach consists of three different F - coefficients used to allocate

the genetic variability to three hierarchical levels i.e. the total population (FIT), the subpopula-
tions (FS7), and individuals (F,s). These three coefficients are interrelated so that

c -

Pit ~ Pis
Fst~1~F~

i Os

FST is a measure of the genetic differentiation of sub-populations and is always positive.
WRIGHTs FST is identical to GST as proposed by NEI (1973). Both measures, however, posses

several shortcomings when compared with the subpopulation differentiation 8 by GREGORIUS

(1974). As has been noticed by WRIGHT himself and shown by GREGORIUS and ROBERDS

(1986), FST assumes its maximum value only if all demes are monomorphic. Moreover, FST
cannot be interpreted in terms of proportions of shared alleles and thus is less appealing than S.

FST and GST are not diredly comparable to absolute measures of genetic differentiation such

as 5. FST measures the proportion of total variation due to differences among subpopulations
and its magnitude is thus very dependent on total levels of genetic diversity present. Mean sub-

populations differentiation D could be identical between 2 spedes, but FST differ greatly depen¬
ding on the total magnitude of genetic diversity.
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FIS and F,T are measures of the deviation from Hardy-Weinberg expedations within subpopu-

lations and within the total population, respedively. Positive values indicate a deficiency of he¬

terozygotes while negative values indicate an excess.

4.2 Allelic structure

Allele frequencies, the observed number of alleles and the effedive number of alleles for the

total sampling area (both regions combined) are given in Table 9. The mean number of alleles

per locus was 3.29 with a range between 2 and 5 over loci, while the mean effedive number of

alleles was 1.478 with a range between 1.028 and 3.102. The considerable difference of 1.812

between Na and Ne implies uneven frequency distributions of alleles at many loci. Of the 31

loci examined, 83.87% were polymorphic at the 0.95 criterion. Allele frequency distributions dif¬

fered greatly at the different loci. Distributions where one allele predominates and all others

occur at low frequencies (< 10 %), so called "minor polymorphisms" (LEWONTIN, 1985), were

observed at 17 loci. The uneven allele distribution at these lod was refieded in small values of

Ne close to 1. Rare alleles with frequencies below 5% were found at 24 lod while extremely
rare alleles with frequencies below 1% were observed at 11 lod. "Major polymorphisms" having
two or more variants per locus at moderate to medium frequencies (> 10%) were found at 14

LOCUS

ALLELE

ALLELE FREQUENCIES OF ALLELES NUMBER NUMBER OF ALLELES HETEROZYGOSITY

1 2 3 4 5 Na Ne Ho He

MNR-1 0.440 0.497 0.011 0.052 - 4 2.255 0.547 0.558

MNR-2 0.411 0.325 0.264 - - 3 2.905 0.600 0.656

LAP-2 0.954 0.012 0.019 0.014 - 4 1.098 0.088 0.089

LAP-3 0.847 0.098 0.054 - - 3 1.370 0.270 0.270

PEP-1 0.943 0.046 0.011 - - 3 1.122 0.115 0.109

PEP-2 0.931 0.048 0.020 - - 3 1.150 0.127 0.130

PEP-3 0.830 0.083 0.087 - - 3 1.422 0.318 0.297

PEP-4 0.959 0.041 - - - 2 1.085 0.074 0.079

MPI-1 0.817 0.026 0.158 - - 3 1.443 0.328 0.308

MPI-2 0.833 0.054 0.098 0.014 - 4 1.262 0.328 0.294

G0T-1 0.892 0.012 0.089 0.006 - 4 1.249 0.191 0.196

GOT-2 0.960 0.039 0.001 - - 3 1.083 0.080 0.077

GOT-3 0.907 0.053 0.019 0.011 0.009 5 1.210 0.176 0.175

G6P-2 0.950 0.018 0.031 0.001 - 4 1.106 0.061 0.097

ACP-1 0.790 0.159 0.017 0.025 0.009 5 1.537 0.336 0.350

GDH-1 0.942 0.056 0.002 - - 3 1.123 0.072 0.110

IDH-1 0.720 0.298 - - - 2 1.719 0.424 0.419

PGM-1 0.838 0.024 0.001 0.137 - 4 1.385 0.277 0.278

AC0-1 0.346 0.273 0.025 0.357 - 4 3.102 0.648 0.679

SKG-1 0.860 0.126 0.014 - - 3 1.323 0.232 0.245

SKD-2 0.656 0.344 - - - 2 1.823 0.410 0.452

FDP-2 0.956 0.044 - - - 2 1.092 0.088 0.084

UGP-1 0.793 0.077 0.130 - - 3 1.534 0.385 0.349

UGP-2 0.630 0.232 0.133 0.005 - 4 2.135 0.641 0.532

UGP-3 0.879 0.121 - - - 2 1.270 0.234 0.213

FUM-2 0.762 0.223 0.014 - - 3 1.586 0.416 0.369

ADH-2 0.647 0.350 0.003 - - 3 1.848 0.430 0.460

PGI-2 0.920 0.037 0.033 0.010 - 4 1.178 0.152 0.151

MOH-1 0.986 0.011 0.003 - - 3 1.028 0.027 0.028

MDH-3 0.883 0.074 0.022 0.022 - 4 1.272 0.189 0.214

MDR-4 0.947 0.002 0.051 - - 3 1.112 0.098 0.101

MEAN 3.29 1.478 0.270 0.270

Table 9: Estimated allele-frequencies, observed and effective number of alleles, and observed and

expected heterozygosity over the entire sampling area (N = 488;. [Na: observed number of

alleles, Ne: effective number of alleles (allelic diversity), He: unbiased expected heterozy¬

gosity (NEI's diversity), Ho: observed heterozygosity (direct count)
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loci i.e. at Mnr-1, Mnr-2, Mpi-1, Acp-1, Idh -1, Pgm-1, Aco-1, Skd-1, Skd-2, Ugp-1, Ugp-2, Ugp-
3, Fum-2 and Adh-2. Effedive number of alleles for these loci commonly was above 1.5 and

was as high as 3.1 for Aco-1 which had 3 of its 4 alleles at roughly equal frequencies.

Table 10 shows a comparison of allelic diversity between the two regions, Central Oregon and

Southwest Oregon. Southwest Oregon had a slightly higher mean number of alleles per locus

and showed 5 private rare alleles not found in the Central Oregon sample i.e. at Got-2, G6p-2,
Gdh-1, Adh-2 and Mdh-1, while the Central Oregon sample only had 2 region specific alleles

(Pgm-1 and Mdh-4). 87.1% of the lod were polymorphic in Southwest Oregon compared to

74.2% in Central Oregon (Table 11, p. 69). Although ponderosa pine in Southwest Oregon had

a slightly higher proportion of polymorphic lod and a higher allelic diversity at 18 lod (with 16

expeded by chance alone), genetic diversity was not significantly different in the two regions.

When pooled over all 31 loci, allelic frequencies were significantly heterogeneous (p < 0.0001)
between the two regions (Table 11, p. 69). This heterogeneity was also refieded in an overall

average subpopulation differentiation of S = 0.061 which may be interpreted as an average
difference in allele frequencies of 6.1 %. Highly significant differences (p <0.001) were found at

LOCUS OBSERVED NUMBER

OF ALLELES [Nal

EFFECTIVE NUMBER

OF ALLELES [Me]

OBSERVED

HETEROZYGOSITY [Ho]

SOUTHWEST CENTRAL SOUTHWEST CENTRAL DIFFERENCE SOUTHWEST CENTRAL DIFFERENCE

MNR-1 4 4 2.258 2.201 0.057 0.549 0.544 0.005

MNR-2 3 3 2.955 2.808 0.147 0.643 0.560 0.083

LAP-2 4 4 1.169 1.037 0.132 0.145 0.036 0.109

LAP-3 3 3 1.344 1.398 -0.054 0.243 0.298 -0.055

PEP-1 3 3 1.172 1.078 0.094 0.157 0.075 0.082

PEP-2 3 3 1.168 1.132 0.036 0.132 0.123 0.009

PEP-3 3 3 1.327 1.516 -0.189 0.268 0.365 -0.097

PEP-4 2 2 1.102 1.070 0.032 0.081 0.067 0.014

MPI-1 3 3 1.408 1.480 -0.072 0.328 0.329 -0.001

MPI-2 4 4 1.364 1.471 -0.107 0.298 0.353 -0.055

GOT-1 4 4 1.264 1.223 0.041 0.183 0.198 -0.015

GOT-2 3 2 1.084 1.083 0.001 0.077 0.079 -0.002

GOT-3 5 5 1.254 1.172 0.082 0.213 0.143 0.070

G6P-2 4 3 1.204 1.024 0.180 0.102 0.024 0.078

ACP-1 5 5 1.652 1.430 0.222 0.362 0.313 0.049

GDH-1 3 2 1.245 1.020 0.225 0.128 0.020 0.108

IDH-1 2 2 1.441 1.921 -0.480 0.328 0.516 -0.188

PGM-1 3 4 1.252 1.522 -0.270 0.209 0.341 -0.132

ACO-1 4 4 2.992 3.145 -0.153 0.660 0.639 0.021

SKD-1 3 3 1.270 1.366 -0.096 0.204 0.258 -0.054

SKD-2 2 2 1.589 1.966 -0.377 0.323 0.492 -0.169

FDP-2 2 2 1.021 1.157 -0.136 0.021 0.151 -0.130

UGP-1 3 3 1.470 1.590 -0.120 0.362 0.409 -0.047

UGP-2 4 4 2.224 2.043 0.181 0.698 0.591 0.107

UGP-3 2 2 1.285 1.256 0.029 0.247 0.222 0.025

FUM-2 3 3 1.623 1.549 0.074 0.438 0.397 0.041

ADH-2 3 2 1.717 1.943 -0.226 0.370 0.488 -0.118

PGI-2 4 4 1.233 1.124 0.109 0.196 0.111 0.085

MDH-1 3 2 1.026 1.032 -0.006 0.021 0.032 -0.011

MDH-3 4 4 1.329 1.221 0.108 0.230 0.151 0.079

MDH-4 2 3 1.135 1.087 0.048 0.111 0.087 0.024

MEAN 3.20 3.10 1.470 1.480 0.268 0.271

Table 10: Observed and expected number of alleles and observed heterozygosity by regions. [Na: ob¬

served number of alleles, Ne: effective number of alleles (allelic diversity v), Ho: observed

heterozygosity (direct count)]. Sample size: Southwest N - 236, Central Oregon N - 252
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LOCUS

ALELE

SOUTHWEST

FREQUNCIES

CASCADES

FREQUENCIES

F(IS) FCIT) F(ST) HETEROGENEITY DIFFERENTIATION

GREGORIUS (1986)x
1

PROB

MNR-1

1 0.494 0.389 0.008 0.018 0.010 11.930 0.0076 0.110

2 0.445 0.548 **

3 0.009 0.014

4 0.053 0.050

MNR-2

1 0.370 0.450 0.080 0.084 0.004 6.856 0.0324 0.082

2 0.355 0.296 *

3 0.274 0.254

LAP-2

1 0.923 0.982 0.001 0.014 0.013 21.042 0.0001 0.058

2 0.021 0.004 ***

3 0.028 0.012

4 0.028 0.002

LAP-3

1 0.855 0.839 -0.003 -0.002 0.000 0.487 0.7840 0.017

2 0.094 0.103 n.s.

3 0.051 0.058

PEP-1

1 0.921 0.962 -0.057 -0.051 0.006 10.936 0.0042 0.041

2 0.057 0.036 *•

3 0.021 0.002

PEP-2

1 0.923 0.938 0.023 0.024 0.001 1.313 0.5186 0.015

2 0.051 0.046 n.s.

3 0.026 0.016

PEP-3

1 0.862 0.800 -0.077 -0.071 0.006 9.789 0.0074 0.063

2 0.055 0.109 **

3 0.083 0.091

PEP-4

1 0.951 0.966 0.063 0.064 0.001 1.428 0.2321 0.015

2 0.049 0.034 n.s.

MPI-1

1 0.828 0.806 -0.069 -0.068 0.001 2.836 0.2422 0.023

2 0.017 0.034 n.s.

3 0.155 0.161

MPI-2

1 0.851 0.817 -0.119 -0.117 0.001 5.008 0.1711 0.032

2 0.049 0.060 n.s.

3 0.094 0.101

4 0.006 0.022

GOT-1

1 0.883 0.901 0.027 0.028 0.002 3.959 0.2659 0.028

2 0.009 0.016 n.s.

3 0.104 0.075

4 0.004 0.008

Table 11: Allele frequencies for each of two regions of ponderosa pine in Oregon, F - statistic, test of

allele frequency heterogeneity (£ test according to WORKMAN and NISWANDER (1970),
and average subpopulation differentiation S (GREGORIUS and ROBERDS (1986)) among

the two regions
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Table 11 (continued)

LOCUS

ALELE

SOUTHWEST CASCADES F<IS) F(IT) F(ST> HETEROGENEITY DIFFERENTIATION

3REGORIUS (1986)FREQUNCIES FREQUENCIES X
* I P«0B

GOT-2

1 0.962 0.960 -0.04 -0.03 0.000 1.152 0.5622 1.468 0.4800 0.002

2 0.036 0.040 n.s. n.s.

3 0.002 0.000

GOT-3

1 0.889 0.923 -0.01 -0.01 0.004 7.390 0.1166 7.407 0.1159 0.040

2 0.072 0.036 n.s. n.s.

3 0.021 0.018

4 0.011 0.012

5 0.006 0.012

G6P-2

1 0.909 0.988 0.350 0.366 0.025 33.392 0.0000 38.255 0.0000 0.079

2 0.030 0.008 *** *»*

3 0.060 0.004

4 0.002 0.000

ACP-1

1 0.753 0.827 0.022 0.032 0.010 20.866 0.0003 18.683 0.0009 0.097

2 0.206 0.115 *** ***

3 0.006 0.024

4 0.021 0.028

5 0.013 0.006

GDH-1

1 0.889 0.990 0.321 0.350 0.043 44.841 0.0000 51.259 0.0000 0.100

2 0.106 0.010 *** **•

3 0.004 0.000

IDH-1

1 0.811 0.599 -0.07 -0.01 0.054 51.894 0.0000 53.606 0.0000 0.212

2 0.189 0.401 *** ***

PGM-1

1 0.887 0.792 -0.00 0.005 0.013 18.357 0.0003 19.551 0.0002 0.096

2 0.011 0.036 *** ***

3 0.000 0.002

4 0.102 0.171

ACO-1

1 0.309 0.383 0.037 0.042 0.006 14.101 0.0027 14.768 0.0020 0.101

2 0.270 0.276 ** **

3 0.015 0.034

4 0.406 0.308

SKD-1

1 0.881 0.839 0.050 0.054 0.004 5.129 0.0769 5.271 0.0717 0.047

2 0.102 0.149 n.s. n.s.

3 0.017 0.012

SKD-2

1 0.753 0.563 0.056 0.094 0.040 38.731 0.0000 39.793 0.0000 0.191

2 0.247 0.437 ••• ***

FDP-2

1 0.989 0.925 -0.07 -0.04 0.025 24.169 0.0000 27.650 0.0000 0.065

2 0.011 0.075 *** ***
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Table 11 (continued)

LOCUS

ALELE

SOUTHWEST

FREQUNCIES

CASCADES

FREQUENCIES

F(IS) F(IT) F(ST) HETEROGENEITY DIFFERENTIATION

GREGORIUS (1986)X
2

PROB

UGP-1

1 0.813 0.774 -0.109 -0.107 0.002 2.254 0.3239 0.040

2 0.070 0.083 n.s.

3 0.117 0.143

UGP-2

1 0.606 0.651 -0.211 -0.210 0.001 2.222 0.5275 0.043

2 0.247 0.218 n.s.

3 0.140 0.127

4 0.006 0.004

UGP-3

1 0.872 0.885 -0.100 -0.100 0.000 0.362 0.5476 0.012

2 0.128 0.115 n.s.

FUM-2

1 0.749 0.774 -0.130 -0.129 0.001 1.904 0.3858 0.024

2 0.232 0.216 n.s.

3 0.019 0.010

ADH-2

1 0.706 0.589 0.049 0.064 0.016 18.942 0.0000 0.125

2 0.287 0.441 *»*

3 0.006 0.000

PGI-2

1 0.898 0.940 -0.011 -0.006 0.005 9.954 0.0189 0.042

2 0.040 0.034 *

3 0.051 0.016

4 0.011 0.010

MDH-1

1 0.987 0.984 0.062 0.063 0.001 5.159 0.0758 0.010

2 0.006 0.016 n.s.

3 0.006 0.000

MDH-3

1 0.866 0.903 0.099 0.101 0.003 5.683 0.1280 0.045

2 0.085 0.060 n.s.

3 0.030 0.014

4 0.019 0.024

MDH-4

1 0.936 0.956 0.026 0.029 0.002 4.732 0.0938 0.024

2 0.000 0.004 n.s.

3 0.064 0.040

TOTAL 386.81 0.0000

MEAN -0.011 -0.001 0.010 *** 0.061

Subpopulations for F(ST): 2 regions [Central - Southuest]

Tests of heterogeneity of allele-frequencies: Chi square

test according to WORKMANN and NISWANDER (1970)

Subpopulation differentiation [2 regions] according to

A (SE) 3.2 (0.20) 3.1 (0.20)

P 87.1 74.2

He (SE) 0.269 (0.030) 0.266 (0.035)

HO (SE) 0.268 (0.032) 0.271 (0.034) GREGORI US and ROBERDS ( 1986)
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9 lod (Lap-2, G6p-2, Acp-1, Gdh-1, ldh-1, Pgm-1, Skd-2, Fdp-2, Adh-2), while an additional 4

loci were heterogeneous at p < 0.01 (Mnr-1, Pep-1, Pep-3, Aco-1) and 3 lod at p < 0.05 (Mnr-2,

Pgi-2, Mdh-1) (Table 11, p. 67 to 69). Regional differentiation (8) ranged from 1% to 21.2% and

was espedally striking for ldh-1 (21.2), Skd-2 (19.1), Adh-2 (12.5). Mnr-1 (11.0), Aco-1 (10.1),
Gdh-1 (10.0), Acp-1 (9.7), Pgm-1 (9.6) and Mnr-2 (8.2).

F - statistics, on the other hand, indicated a much smaller differentiation between the two re¬

gions with an overall FST (GST) - value of 0.01 and a range of 0.000 to 0.054 among the 31 lod

(Table 11, p. 69). Relatively high Fsr - values were manifest for the lod ldh-1 (0.054), Gdh-1

(0.043), Skd-2 (0.040), G6p-2 (0.025), Fdp-2 (0.025), Adh-2 (0.016), Lap-2 (0.013) and Pgm-1

(0.013).

Variation in allelic diversity among seed zones within the two regions was, as expeded, largely
influenced by sample size (number of individuals per zone) which varied between 3 and 70.

Therefore, results of diversity within regions are given for completedness only. The mean num¬

ber of alleles per locus within seed zones was 2.205 with a range of 1.7 to 3. Na rather reflec¬

ted sample size than an adual variation in multiplidty; Na was highly correlated with sample
size A7 (R2 = 0.73). The proportion of polymorphic lod was less influenced by sample size (A?2 =

0.21). On average, 68.27% of the loci were polymorphic in each seed zone with a range bet¬

ween 51.5% and 96.8%.

According to F - statistics, overall heterogeneity in allele frequencies among seed zones did not

differ significantly within the two regions. Eight percent of the total variation was due to seed

zone differences within Southwest Oregon compared to 7% within Central Oregon (Table 12, p.

71). In Southwest Oregon, allelic frequencies were significantly heterogeneous (p < 0.001)
among the seed zones over all 31 loci while frequency distribution did not significantly differ

among zones in Central Oregon. Highly significant (p < O.OOf) heterogeneities in allele frequen¬
cies among zones in Southwest Oregon were manifest for Got-1, G6p-2, Acp-1, Gdh-1 and

Skd-1 while two more loci (Mnr-2 and Got-3) were significantly heterogeneous at p < 0.05. FST
values for these loci ranged widely between 0.060 for Mnr-2 and 0.443 for locus Gdh-1. Differ¬

entiation among seed zones within Central Oregon was less pronounced than within Southwest

Oregon, as regards the overall FST - values of 0.070 as well as the number of lod showing

significant heterogeneities in frequency distributions among zones. FST - values for Central

Oregon were all below 0.01. Only three lod exhibited significant differences in frequency distri¬

butions among zones i.e. Lap-2 (p = 0.002), Pep-2 (p = 0.011) and Aco-1 (p = 0.011). Since

mean sample size per zone was much smaller in Central Oregon (9.3) than in Southwest Ore¬

gon (23.6), the smaller differentiation observed in Central Oregon may, however, just be a re-

fledion of a lower precision of parameter estimates rather than a real difference.

Allelic subpopulation differentiation D among seed zones and average subpopulation differen¬

tiation t5 within regions (GREGORIUS and ROBERDS, 1986) are given in Table 13, p. 72 and

73. Average subpopulation differentiation among all 39 sampled seed zones and over all 31

lod was 8.8%. Differentiation varied greatly among the lod, however, ranging from 1% to

12.6%. Overall high differentiation was manifest at Mnr-1 (12.6), Mnr-2 (12.6), Aco-1 (12.3),
Skd-2 (11.8), ldh-1 (11.7), Adh-2 (9.8), Ugp-2 (9.3) and Pep-3 (8.1).

Based on average subpopulation differentiation, Southwest Oregon appeared slighly less differ¬

entiated over all 31 loci (8= 5.5%) than Central Oregon (8 = 7.7%), the amount of differentia¬

tion being in the same order of magnitude, however. Overall, average differentiation among
seed zones within Central Oregon was slighly higher, within Southwest Oregon slighly lower

than differentiation between the two regions (8= 6.1%, see Table 11, p. 69). Average subpopu¬
lation differentiation^ among seed zones within regions varied widely among the lod and

displayed different pattems of differentiation in the two regions. Southwest Oregon was mostly
differentiated at Mnr-1 (13.0), G6p-2 (9.8), Aco-1 (9.3), Mnr-2 (9.2), Got-3 (8.6), Got-1 (7.7),

Ugp-2 (7.5), Gdh-1 (7.4), Acp-1 (6.8), Lap-2 (6.6) and Mpi-1 (6.1). Central Oregon showed high
differentiation at most loci, 6 of which exceeding 10% i.e. Aco-1 (15.0), Mnr-2 (14.9), Mnr-1

(12.4), Ugp-2 (11.6), Adh-2 (11.5) and Mpi-2 (10.5). In addition, above average differentiation

was manifest for Pep-3 (9.7), Acp-1 (9.6), ldh-1 (9.2), Pgm-1 (9.2), Skd-2 (9.1), Fum-2 (9.0),
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Ugp-1 (8.4) and Lap-3 (8.0). Again, however, observed differences in the patterns of differenti¬

ation between the two regions may be primarily reflecting differences in sample size between

the two regions rather than real differences.

While NEI's unbiased genetic distance between the two regions averaged 0.007 over all 31

loci, the average genetic distance between seed zones was 0.007 (range 0.000 to 0.034) within

Central Oregon and 0.018 (range 0.000 to 0.100) within Southwest Oregon. The high average

genetic differentiation within Southwest Oregon was mainly due to seed zone 90, which had an

average distance of 0.084 compared to all the other zones. The average genetic distance

among zones was reduced to 0.0038 when zone 90 was excluded.

Average-linkage cluster analysis based on NEI's unbiased genetic distances between all pairs
of the 37 sampled seed zones revealed complex patterns of differentiation (Figure 13). Seed

zone 90, which was represented by only 7 individuals, appeared genetically distinct from the

rest of the area. No clear separation between the two regions was apparent. Within Central

Oregon, northern and southern zones clustered together and were separated from the central

area. No readily interpretable pattems were manifest within Southwest Oregon.

Complete-linkage cluster analysis based on NEI's unbiased genetic distance between all pairs
of the 37 seed zones revealed more distinct clusters than the average-linkage fusion strategy

(Figure 14, p. 75). With few exceptions (zones 661, 673, 674 and 712 clustered with Southwest

Oregon), the two regions were clearly separated. Seed zone 90 was again most distinct from

the rest of the sampling area. Average genetic distance of seed zone 90 to the rest of the area

was about seven times the distance between the two regions. Within Southwest Oregon no

pattern of differentiation was apparent; within Central Oregon, however, northern and southern

zones clustered together while zones towards the center formed a distinct cluster.
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Average-linkage cluster analysis based on genetic distance by GREGORIUS (1974) among the

37 seed zones did not uncover clearly distinct groups of genetically similar zones (Figure 15).
All seed zones within Southwest Oregon (except zone 90) and most of the zones situated be¬

tween the southern and the central part of Central Oregon were least differentiated with a ge¬

netic distance below 10%. Seed zone 90 was clearly distant from the rest of the area with an

average distance of about 22%. Again, zone 661 clustered with southwestern zones. Patterns

within Central Oregon were rather complex and not readily interpretable.

Results from complete-linkage cluster analysis based on genetic distance by GREGORIUS

(1974) are illustrated in Figure 16, p. 77. With the exception of two zones (90, 912), seed zones

clearly clustered into two main groups corresponding to the two regions. Zone 90 and 912 were

very distinct from the rest of the sampling area. Within Southwest Oregon, all zones except
zone 501 formed a group (cluster 1) with an average genetic distance of less than 12%. Zone

661 clustered again with southwestern zones. Within Central Oregon, four distinct groups, en¬

compassing geographically adjoining seed zones, were apparent (the two exceptions being
zone 712 and 943). Hence, genetic clustering appeared to have clear associations with regions
and, to a lesser extent, with geographical location within regions.

To test the significance of differentiation patterns and to describe the main clusters in terms of

multilocus genetic structures, descriptive canonical discriminant analysis was performed on the

5 main groups (Figure 16, p. 77) which were formed by cluster analysis on genetic distance by
GREGORIUS (1974). Allozyme scores from all 31 loci were used as discriminating variables in

the analysis.
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The first 2 variates generated by canonical discriminant analysis were significant (p < 0.05),

accounting for 71% of the variation in allozyme scores (Table 14). Canonical R2 indicated that

the group contribution to explaining variation in allozyme scores was 31% for the first canonical

variate and 9% for the second variate. The first and highly significant (p < 0.0OO1) variate was

dominated by several alleles. Highest redundancies i.e. largest proportions of variation contrib¬

uting to group difference (in brackets) were manifest for Idh1-1 (7.2), Skd2-1 (5.2), Gdh1-1

(4.7), G6p2-1 (3.3), Fdp2-1 (3.3), Adh2-1 (3.0), Pgm1-1 (2.8), Lap2-1 (2.7), Mnr1-2 (2.6), Acp1-
2 (2.0), Pep3-1 (1.6) and Mnr2-1 (1.6). Hence, canonical variate 1, explaining the single maxi¬

mum among group variance (31%) was dominated by the same loci which showed a highly sig¬
nificant heterogeneity in allele frequencies between the two regions. Plotting mean canonical

scores of seed zones for the first two canonical axes also reflected the association of allozyme
scores at these loci with the different regions (Figure 17, p. 79). Scores on canonical variate 1

clearly separated the seed zones of the two regions with only two exceptions (zones 661 and

673).

CANONICAL FUNCTIONS

Locus

Allele

CAN 1 CAN 2 Locus

Allele

CAN 1 CAN 2

strue. X red. strue. X red. strue. Xred. struc. Xred.

MNRl-t -0.2693 2.25 -0.1621 0.23 ACP1-3 0.0905 0.25 0.0319 0.02

MNR1-2 0.2878 2.57 0.2155 0.40 ACP1-4 0.0468 0.07 -0.0387 0.02

MNRI-5 0.0194 0.01 0.0910 0.07 GDH1-1 0.3892 4.69 -0.0087 0.00

MNR2-1 0.2303 1.64 0.1539 0.21 GDH1-2 -0.3767 4.40 0.0100 0.00

KNR2«2 -0.1991 1.23 -0.3039 0.80 IDH1-1 -0.4833 7.24 0.1554 0.21

LAP2-1 0.2976 2.74 0.0244 0.01 PGM1-1 -0.3011 2.81 -0.1965 0.34

LAP2-2 -0.1703 0.90 0.0643 0.04 PGM1-2 0.1906 1.13 -0.2204 0.42

LAP2-3 -0.1207 0.45 -0.0549 0.03 PGM1-3 0.0819 0.21 0.0897 0.07

LAP3-1 -0.0219 0.01 -0.0652 0.04 AC01-1 0.1800 1.00 0.1568 0.21

LAP3-2 0.0355 0.04 0.1039 0.09 AC01-2 -0.0128 0.01 -0.0471 0.03

PEP1-J 0.1582 0.78 0.1582 0.21 AC01-3 0.1188 0.44 -0.0999 0.09

PEP1-2 -0.1007 0.31 -0.1421 0.20 SKD1-1 -0.1405 0.61 0.0878 0.07

PEP2-1 0.0829 0.21 0.0211 0.01 SKD1-2 0.1724 0.92 0.0763 0.06

PEP2-2 -0.0766 0.18 0.0047 0.00 SKD2-1 -0.4098 5.20 0.1054 0.10

PEP3-1 -0.2263 1.59 0.1038 0.09 FDP2-1 -0.3245 3.27 0.0164 0.00

PEP3-2 0.2101 1.37 0.0489 0.02 UGP1-1 -0.0756 0.18 -0.3060 0.82

PEP4-T 0.0940 0.27 0.0139 0.00 UGP1-2 0.0105 0.00 0.1549 0.21

MPI1-1 0.0527 0.09 0.0549 0.03 UGP2-1 0.0088 0.00 0.2242 0.44

MPtl-2 0.1024 0.32 0.1823 0.29 UGP2-2 0.0215 0.01 -0.1361 0.16

MPI2-1 -0.1817 1.02 -0.1112 0.11 UGP2-3 -0.0155 0.00 -0.1104 0.11

MPI2-2 0.1070 0.35 0.1385 0.17 UGP3-1 0.0801 0.20 0.0663 0.04

MP12-3 0.0858 0.23 0.0231 0.01 FUM2-1 0.0548 0.09 0.0665 0.04

GOT1-1 0.0272 0.02 -0.0270 0.01 FUM2-2 -0.0218 0.01 -0.0665 0.04

G0T1-2 0.1095 0.37 0.0125 0.00 ADH2-1 -0.3013 2.81 0.2885 0.72

G0T1-3 -0.0702 0.15 0.0315 0.02 ADH2-2 0.3155 3.08 -0.2878 0.72

GOT2-1 -0.0233 0.02 -0.0055 0.00 PGI2-1 0.1374 0.59 -0.0883 0.07

GOT2-2 0.0355 0.04 0.0066 0.00 PGI2-2 -0.0565 0.10 0.2495 0.54

G0T3-t 0.0862 0.23 0.0335 0.02 PGI2-3 -0.1723 0.92 -0.1293 0.15

GOT3-2 -0.1349 0.56 -0.0348 0.02 MDH1-1 -0.0355 0.04 0.0867 0.07

G0T3-3 0.0033 0.00 -0.0153 0.00 MDH1-2 0.0737 0.17 -0.1594 0.22

G0T3-4 -0.0349 0.04 0.1405 0.17 MDH3-1 0.1303 0.53 -0.0880 0.07

G6P2-1 0.3242 3.26 0.0960 0.08 HDH3-2 -0.1280 0.51 0.0772 0.06

G6P2-2 -0.1285 0.51 -0.0782 0.05 MDH3-3 -0.1163 0.42 0.0597 0.03

G6P2-3 -0.2949 2.70 -0.0629 0.04 MDH4-1 0.0640 0.13 -0.0004 0.00

ACP1-1 0.2006 1.25 0.0208 0.01 MDH4-2 0.1042 0.34 -0.2165 0.41

ACP1-2 -0.2592 2.08 0.0020 0.00

Eigenvalue 0.6605 0.2497 - Groups: 5 groups formed by complete linkage cluster ana¬

lysis on genetic distance by GREGORIUS (1974) among the

37 seed zones

- Discriminating variables: 71 allozyme variables (allo-

Percent varianc 51.72 19.55

Can. correlatio 0.5567 0.2951

r square 0.3099 0.0871

Significance 0.0001 0.0287

Table 14: Canonical discriminant analysis of allozyme scores, discriminating among the 5 groups

(formed by complete-linkage cluster analysis on genetic distance by GREGORIUS (1974)) as

shown in Figure 16, p. 77. Struc: structure coefficients, % red: percent redundancies
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The first canonical variate (horizontal axis) separated the zones in a west to east fashion. Re¬

gressing canonical scores of variate 1 against longitude produced a significant correlation of

R = -0.58, suggesting a ciinal variation at these loci in a west to east direction. Since

correlations between canonical scores and longitude were low within both regions (i.e. South¬

west: R =-0.29, Central Oregon: R = -0.16 ), however, the relatively high overall correlation

coefficient was rather a consequence of the frequency distributions being different between the

two regions than an indication of a general continuous ciinal change in allele frequencies from

west to east.

The second canonical variate, explaining 8% of the variation in allozyme scores, was associ¬

ated with several alleles, having correlation coefficients of R = 0.20 or higher Mnr1-2, Mnr2-2,

Pgm1-2, Ugp1-1, Ugp2-1, Adh2-1, Pgi2-2 and Mdh4-2. Mean scores on canonical axis 2 (verti¬
cal axis) showed a complex pattem (Figure 17, p. 79) which gave little evidence of any relation¬

ship between the scores on this axis and geographical location.

Allele frequencies of the most discriminating alleles for the five groups are shown in Table 15.

Cluster 1, grouping all zones from Southwest Oregon, was characterized by highest allele fre¬

quencies of the most common allele at Mnr1-1, Pep3-1, Idh1-1, Pgm1-1, Skd2-1, Fdp2-1 and

Adh2-1 while frequencies were lowest at Lap2-1, G6p2-1, Acp1-1 and Gdh1-1. Within Central

Oregon, clusters 4 and 5 were most distinct from each other (i.e. at Mnr1-1, Pep3-1, Idh1-1,

Pgm1-1 and Adh2-1) while clusters 2 and 4 were little differentiated from each other, but rela¬

tively distinct from the other groups.

Locus

Allele

Cluster 1 CN=246" Cluster 2 DMCS] Cluster 3 01481 Cluster 4 *N=-45] Cluster 5 rJ*-36)

Heart Fceq. Std Ween Freq. Std Mean Freq. Std Mean Freq. Std Mean Freq. Std

HNR1-1 0.502 0.348 0.378 0.331 0.379 0.400 0.422 0.336 0.291 0.301

MNR1-2 0.430 0.348 0.587 0.331 0.551 0.393 0.488 0.345 0.625 0.345

LAP2-1 0.926 0.182 0.990 0.069 0.965 0.127 0.988 0.074 0.972 0.116

PEP3-1 0.863 0.227 0.796 0.275 0.801 0.246 0.755 0.274 0.833 0.267

PEP3-2 0.059 0.167 0.126 0.229 0.094 0.197 0.100 0.202 0.083 0.188

G6P2-1 0.912 0.237 0.995 0.049 0.991 0.065 0.966 0.126 0.986 0.083

G6P2-3 0.058 0.205 0.005 0.0(9 0.000 0.000 0.011 0.074 0.000 0.000

ACP1-1 0.752 0.312 0.815 0.279 0.844 0.251 0.822 0.242 0.847 0.233

ACP1-2 0.201 0.298 0.111 0.220 0.086 0.190 0.133 0.223 0.152 0.233

GDM1-1 0.894 0.253 0.985 0.084 0.991 0.065 1.000 0.000 0.986 0.083

GDH1-2 0.101 0.251 0.014 0.084 0.008 0.065 0.000 0.000 0.013 0.083

IDH1-1 0.796 0.277 0.601 0.345 0.629 0.357 0.522 0.319 0.694 0.274

PGM1-1 0.890 0.212 0.781 0.302 0.818 0.259 0.811 0.287 0.708 0.324

PGM1-2 0.012 0.077 0.033 0.126 0.017 0.092 0.077 0.183 0.013 0.083

SXD2-1 0.739 0.331 0.519 0.363 0.603 0.359 0.522 0.336 0.736 0.279

FDP2-1 0.985 0.083 0.932 0.172 0.922 0.182 0.922 0.183 0.930 0.175

A0H2-1 0.703 0.340 0.572 0.359 0.629 0.344 0.433 0.312 0.736 0.304

ADH2-2 0.290 0.337 0.427 0.359 0.370 0.344 0.566 0.312 0.263 0.304

Car.1 -0.793 0.999 0.921 1.012 0.738 1.027 0.919 0.968 0.443 0.958

Can 2 -0.030 0.999 0.437 0.919 -0.320 1.050 -1.179 1.066 0.944 1.026

Table 15: Mean allele frequencies of the most discriminating alleles (evaluated by stepwise discriminant

analysis) for the five clusters

Predictive discriminant analysis, based on the 22 most discriminating allozyme variables

among groups (evaluated by stepwise procedure), produced 3 highly significant canonical vari¬

ates (p < 0.0001) accounting for 88.8% of total variation in allozyme scores. The group contri¬

bution to explaining variation in these scores ranged from 34.8% in the first variate to 9.8% in

the last variate. Utilization of derived linear discriminant functions to predict cluster member¬

ship of individual trees from their allozyme scores, resulted in a reasonably high overall classi¬

fication accuracy of 48% (7ao/e 16, p. 81). Individual trees could be assigned to their initial

clusters with a precision that was on average 28% higher than what might be expected by



81

From actual cluster number: Percent trees classified into cluster number:
Sample size

reso. mean
1 2 3 4 5

1 59.3Q
,

9.80 8.10 10.20 12.60 246
2 14.50 36.70 9.70 17.50 21.40 103
3 22.40 17.20 29.30 19.00 12.00 58
4 8.90 13.30 11.10 55.60 11.10 45
5 13,90 19.40 2.80 5.60 53.30 36

Prior probabilities TXT 20.00.,., 20.00 20.00 20.00 20.00
Error rate rxi 40.70 63.30 70.70 44.40 41.70 52.10
Correctly e'as$ffied (Xl 59.30 36.70 29.30 55.60 58.30 47.90
Wisher than orior c-rob. tXi 39.30 16.70 9.30 35.60 38.30 27.90
Cros^vat'dation:
Error rate rxi 41.90 71.80 77.60 62.20 66.70 64.00

Table 16: Percentage of individual trees classified into the initial five groups, using linear discriminant
functions from predictive discriminant analysis based on 22 allozyme scores

chance alone (prior probabilities). Classification rates differed between the clusters, however.
High precision were reached for clusters 1, 4 and 5 with 55% to 60% of conrectly assigned
trees, emphasizing the distinct genetic structures of each group. Clusters 2 and 3 obviously
were less distinct in allelic structures since only 30% to 35% of individual trees were correctly
assigned to the respective groups.

While seed zones within Southwest Oregon appeared quite uniform in the overall analysis, all
(except zones 81 and 501) forming one cluster, patterns were apparent from cluster analysesrestricted to Southwest Oregon seed zones only. Complete-linkage clustering, based on genetic
distance by NEI between all pairs of seed zones within Southwest Oregon, revealed two main
groups, separating a more central area from the slopes to the east as well as to the west (Fig¬
ure 18, p. 82). Zone 90 was again highly distinct from the rest of the area. Average linkage
clustering resulted in a dendrogram very similar to that in Figure 18.

Patterns of differentiation from complete-linkage cluster analysis on genetic distance by GRE¬GORIUS are illustrated by the dendrogram in Figure 19, p. 82. A gradually increasing differ¬
entiation from the central area (zones 511, 492, 502,491) to the east as well as to the west was
apparent, the zones to the west (exception 321) being most distinct. Zone 90 again was highlydistinct from all other zones.

Patterns of differentiation within Central Oregon, as revealed by complete-linkage cluster ana¬
lysis on genetic distance by NEI, restricted to Central Oregon only, were quite complex (Figure
20, p. 83). However, disregarding some exceptions, a tendency towards a change in genetic
structure from the northern as well as from the southern zones towards the central area were
manifest, northern zones being more similar to southern zones than to central ones. Zone 912
was very distinct from all the other zones which might have been caused by the small samplesize of this zone (N = 4).

Four geographic areas with similar genetic structure, regrouping several adjoining seed zones,
were apparent from cluster analysis on genetic distance by GREGORIUS among all pairs of the
27 seed zones within Central Oregon (Figure 21, p. 84) With some exceptions, a northern area
was separated from a central-southeastern and from a central-southwestern area. Again, zone
912 was very distinct from all the other zones.

4.3 Genotypic structure

Mean observed heterozygosity H0 over all 31 loci and for the total sampling area was 0.27
(Table 9, p. 65). H0 varied widely among loci, ranging from 0.027 to 0.64. Mean observed and
mean expected heterozygosity He were identical. Observed heterozygosity was higher than the
expected heterozygosity at 13 loci, lower at 16 loci and identical at 2 loci. Observed heterozy¬
gosity was slightly lower in Southwest Oregon (0.268) than in Central Oregon (0.271) (Table 10,
p. 66).
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Figure 18: Cluster diagram of genetic distance by NEI: Southwest Oregon. Complete-linkage clustering
of 10 seed zones, based on matrix of genetic distance (NEI, 1978)

o
CN

-

d

in
_

0.

10

o.

1

1

0.05
1

1

o

d c
c 501

M «- CN CN n-

<T> Q 01 n-

*j •* in * u

Seed zones

321 Q1 270
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clustering of 10 seed zones, based on matrix of genetic distance (GREGORIUS, 1974)
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Genotypic structures and tests for Hardy-Weinberg expectations are presented in Table 17, p.

86, Table 18, p. 87 and Table 19, p. 88. Where more than two alleles were observed at a locus,

genotypes were pooled into three classes i.e. homozygote individuals for the most common al¬

lele, heterozygote individuals for the most common and another allele and all other genotypes.
Different goodness-of-frt tests, using the observed genotypic frequencies, as well as estimates

of fixation index F, are indicated.

Overall, i.e. averaged over all 31 loci, the genotypic structure of the total sampling area was in

Hardy-Weinberg equilibrium (Table 17, p. 86). Significant deviations of genotypic structures

from Hardy-Weinberg expectations were manifested at 11 out of 31 loci, however. Highly signi¬
ficant deviations from expectations were found for Mpi-2, G6p-2, Gdh-1, Ugp-1 and Ugp-2,
while significant differences were manifested at Mnr-2, Pep-3, Skd-2, Ugp-3, Fum-2 and Mdh-

3. Seventeen loci had a positive F - index i.e. exhibited a deficiency of heterozygous individu¬

als while 14 loci had an excess of heterozygotes compared to expectation. Extremely high defi¬

ciencies of heterozygous individuals were observable at G6p-2 and Gdh-1 with F - values of

0.364 and 0.349 respectively. A moderate to high excess of heterozygous individuals were pre¬
sent at locus Mpi-2, Ugp-1, Ugp-2 and Fum-2.

Overall genotypic structure within Southwest Oregon was characterized by a slight excess of

heterozygous individuals (F - value of -0.026), averaged over all 31 loci (Table 18, p. 87). Sig¬
nificant deviations from Hardy-Weinberg expectations were found at 10 loci with highly signifi¬
cant differences at G6p-2, Gdh-1 and Ugp-2 and significant deviations at Mpi-1, Mpi-2, Ugp-1,
Fum-2 and Mdh-1. Positive fixation indices were found for 17 loci while 14 loci showed an ex¬

cess of heterozygous individuals. Extremely high deficiencies occurred at G6p-2, Gdh-1 and

Mdh-1 with fixation indices of 0.40, 0.34 and 0.16, respectively while a moderate to high excess

of heterozygotes was found at Mpi-1, Mpi-2, Ugp-1, Ugp-2 and Fum-2.

Within Central Oregon, overall genotypic structure was characterized by a slight excess of het¬

erozygous individuals (F - value of -0.054), averaged over all 31 loci (Table 19, p. 88). Devia¬

tions from expectations were significant at 7 loci (Mnr-2, Pep-3, Mpi-2, Ugp-1, Ugp-2, Fum-2

and Mdh-3). Positive F - values were found for 8 loci only while 23 loci were characterized by
an excess of heterozygous individuals. Deficiencies of heterozygotes were generally less than

within Southwest Oregon, with F - values ranging between 0.005 and 0.165. The same holds for

the negative F- values, with a range between -0.000 and -0.153.

4.4 Discussion

Estimates of multiplicity and genetic diversity indicate that ponderosa pine in Oregon has sub¬

stantial genetic variation. Both multiplicity and diversity measures are high compared to values

reported for woody plant species in general, as well as for conifer species in particular. The av¬

erage number of alleles per locus (Na) is 48% higher, effective number of alleles (Ne) 19%

higher, proportion of polymorphic loci (P) 29% higher, and the polymorphic index (PI) 52%

higher than respective estimates reported for woody plant species by HAMRICK et al. (1992)1.
Compared to results from conifer species only, the estimated Na is 43% higher, P is 24% and

PI is 30% higher than the mean values reported by HAMRICK et al. (1981)2.

Levels of genetic diversity are influenced by life history characteristics and ecological traits

such as taxonomic status, geographic range, generation length, mode of reproduction, mating
system, fecundity, stage of succession and habitat type (HAMRICK et. al., 1979, 1981, 1992).
Moreover, diversity estimates are largely affected by sample size, sampling strategy and in¬

vestigated gene loci. Heterozygosity estimates often decrease as more loci are added, and are

very sensitive to the number of monomorphic loci that are retained in the genetic survey

(STRAUSS and CONKLE, 1986). Likewise, estimates of average and effective number of al¬

leles are influenced by sample size, number of monomorphic loci and choice of surveyed en¬

zymes. Hence, differences among studies may reflect true population differences but likewise

based on 191 investigations, with an average number of 9.2 populations and a mean number of 18.1 loci per

investigation
• based on 20 conifer species, with an average number of 20.1 loci per investigation
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they may, at least partially, arise from analyzing different loci, different numbers of loci, dis¬

similar samples of trees, and from using different laboratory techniques. Comparisons of results

therefore have to be made with some caution.

The estimates of genetic diversity for ponderosa pine in Oregon are most likely inflated, rela¬

tive to similar studies, due to the sampling strategy and the methodology used in the electro-

phoretic survey. Individual trees were sampled over a wide range of sites and habitat condi¬

tions, capturing a maximum of ecological (and most likely genetic) variation. All 31 loci used for

the investigation were polymorphic, i.e. had more than one allele per locus. All loci, which

proved to be monomorphic in the preliminary test runs were excluded from the survey. In addi¬

tion, many of the enzyme systems that were surveyed are known to be highly variable com¬

pared to others (MNR, PEP, GOT, PGM, UGP and MDH). All these factors lead to estimates of

genetic diversity which are most likely high compared to other studies. Nevertheless, it may be

interesting to compare the levels of genetic diversity found in Oregon with results reported for

ponderosa pine from other areas, using similar methodology.

ALLENDORF et al. (1982) reported an average polymorphic index of 0.186 for ponderosa pine
from Washington, Idaho and Montana3. Excluding 3 loci which were monomorphic, a polymor¬
phic index of 0.208 can be calculated from the published data. Sampling design as well as

number of loci were similar to the present survey. Unfortunately, no other diversity measures

were reported.

An average number of alleles of 1.99, polymorphic index of 0.123 and proportion of polymor¬
phic loci of 56.5% were found for ponderosa pine in eastern Montana by WOODS et al.

(1983)4. Samples were taken from six small and isolated stands within a radius of 9 km only.
The comparatively low diversity estimates most likely are the result of this restricted sampling.

Results of a range-wide survey of genetic variation in ponderosa pine were reported by NIEB¬

LING and CONKLE (1990). Twenty eight loci were surveyed, 19 were polymorphic and 9 mono¬

morphic. Surveyed gene loci were similar but the sampling design differed from the present in¬

vestigation. For the Pacific race, represented only by two populations, P was 70 % in both po¬

pulations, Na was 2.29 and 2.39, and PI 0.137 and 0.150. The North Plateau race was repre¬
sented with samples covering a much wider area5; consequently, as would be expected, aver¬

age diversity was higher than in the Pacific race (P = 64%, Na = 2.77, PI = 0.178). Similar di¬

versity values were found within the Rocky Mountain race with values of P = 75%, Na = 2.77

and PI = 0.164. These values indicate that ponderosa pine maintains relatively high genetic di¬

versity within small geographic areas.

High diversity within a relatively small area was also reported for ponderosa pine in California6

(CONKLE and WESTFALL, 1984): P = 89%, Na = 3.0, and PI = 0.210. Sampling design and

number of analyzed loci (30) were very similar to the present study. Consequently, the results

might be expected to be more or less comparable.

Ponderosa pine in Oregon seems to maintain a high genetic diversity comparable to values re¬

ported for geographically adjoining parts of the range. Despite the fact that the overall esti¬

mates are most likely inflated by the sampling design, the results suggest diversity levels in the

upper range found for conifers. Moreover, genetic variation seems well distributed over the

area; much of total diversity is found within local areas (or seed zones) as the low FST- values

and the estimates of average diversity within seed zones indicate.

Minor and major polymorphisms are found in about equal proportions. Rare alleles with fre¬

quencies smaller than 5 % are, however, found at most loci (24). These alleles are often con¬

sidered to contribute to the current genetic load while frequent variants may be considered the

operating genetic potential (BERGMANN et al., 1990) under the prevailing conditions. Since

the capability of enduring a genetic load is prerequisite to the preservation of adaptability to

changing environments (GREGORIUS, 1986), rare alleles may also be conceived as the cur-

based on a survey of 400 trees and 29 loci of which 3 were monomorphic
based on a survey of 300 trees and 23 loci of which 6 monomorphic
bulked seed from 12 populations representing an estimated 102 diploid genotypes
based on diploide genotypes of 524 trees originating from 12 seed zones and different elevational bands
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rent latent genetic potential (STEBBINS and HARTL, 1988), being of utmost importance for

future adaptability. Thus, the high diversity found in Oregon ponderosa pine may be perceived
as a high potential of adaptability to future environmental conditions.

Although Southwest Oregon showed a slightly higher proportion of polymorphic loci (87.1 % vs.

74.2 %), a higher allelic diversity at 18 loci (with 16 expected by chance), and had 5 rare alleles

which were not observed in Central Oregon (compared to 2 region specific alleles in Central

Oregon), no significant differences in genetic diversity seem to exist between the two regions.

The ocurrence of low-frequency, area-specific alleles at 7 loci may be a result of several pos¬

sible causes: insufficient sample size, random processes or past migration history. Since the

existence of different races or varieties in the two regions has been suggested by several

authors (see section 2.2), it would be tempting to view the occurrence of region-specific alleles

as supporting evidence for a different evolutionary history of ponderosa pine in the two regions
(different refugia, postglacial history). Glacial refugia which have long been isolated should

have differed mainly in the occurrence of low-frequency alleles due to mutation, genetic drift

and weak selection (assuming that these allelic variants are selectively neutral or only slighly
deleterious, so that they are not removed by selection), whereas frequent and functionally im¬

portant alleles are expected to occur in all regions of the species. Therefore, it may reasonably
be assumed that populations having different rare variants at several loci originated with a

higher probability from different glacial refugia than populations sharing the same rare alleles

(WHEELER and GURIES, 1982; KONNERT and BERGMANN, 1995). The detection of low-

frequency alleles, however, largely depends on sample size. According to GREGORIUS (1980)
and HATTEMER et al. (1980), the minimum sample size of genotypes required to ensure that

an allele at a locus is detected with 95 % probability is N - 218 for an allele with a frequency of

1 % and N = 436 for a variant with a frequency of 0.5 % (assuming Hardy-Weinberg structure

and 4 low frequency alleles at a locus). Since frequencies of the 7 region-specific alleles were

all below 0.6 %, our sample size was clearly not large enough to allow for the detection of these

alleles with sufficient precision. Consequently, the presence or absence of these alleles in each

of the two regions is rather a result of sampling error than a reflection of real differences

caused by evolutionary history.

Since gene flow is probably minimal across the natural physiogeographic barrier of the Cas¬

cade crest, racial differences, if existent, should be reflected in differentiation of allele fre¬

quencies between the east and west sides of the Cascade Range. Allelic frequencies are in fact

significantly heterogeneous between the two regions when all 31 loci are considered. The two

regions differ on average by a proportion of 6.1% unshared alleles. Moreover, much higher
differences exist for some of the loci, reaching values as high as 21.2%. Interestingly, loci

which revealed a large differentiation between the Pacific and the North Plateau race in the in¬

vestigation of CONKLE and CRITCHFIELD (1988), were also highly differentiated in the pres¬
ent investigation (Idh, Adh, Pgm). However, in contrast to the results of CONKLE and

CRITCHFIELD (1988), estimated genetic distance between the two regions does not support
the existence of two races. With an average of 0.007 for NEI's unbiased genetic distance, dif¬

ferentiation between the regions is small, being in the range of distances commonly found be¬

tween populations (NIEBLING and CONKLE, 1990). Based on electrophoretic data from a

number of studies, NEI (1974) presented a generalized scale of genetic distances and reported
that species were characterized by distances of 0.1 to 1.0, subspecies and varieties by 0.02 to

0.2 and races by 0.01 to 0.05. While such a scale alone cannot be used to determine taxo-

nomic relationships, it can provide a guideline for evaluating electrophoretic data. According to

this scale, the estimated differentiation is too small to support the existence of different races in

the two regions. Moreover, differentiation is no higher among the regions, as would be ex¬

pected in the case of different races, than among populations within regions. A similar conclu¬

sion is reached from results of F - statistics. According to F - statistics, overall differentiation

among regions is very small; the fraction of total gene diversity which may be attributed to re¬

gional differences was only 1%. This is substantially smaller than the fractions attributable to

differences among populations within regions, which were estimated as 7% for Central Oregon
and as 8% for Southwest Oregon (although within-region estimates of differentiation probably
contain much noise generated by the small sample sizes).

Based on the results from univariate measures of differentiation, overall allelic structures seem
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rather similar in both regions. With respect to isozyme diversity, the results do not seem to

support the existence of different races in the two regions. Conclusions from univariate

isozyme analyses seem to contrast with results from monoterpene analyses which found a

clear racial differentiation between the east and the west side of the Sierra Nevada and the

Cascade Mountains. Contrasting conclusions based on isozyme and monoterpene data have

already been reported by NIEBLING and CONKLE (1990) and CONKLE and CRITCHFIELD

(1988).

Univariate measures of differentiation, however, have their limitations. Therefore, some caution

must be exercised when drawing conclusions. Both F - statistics and NEI's genetic distance

have clear limitations in portraying population differentiation. WRIGHTs (1965) method of par¬

titioning the genetic variation to different hierarchical levels relies on estimates of genotypic
frequencies. The precision of such estimates depends upon the number of individuals sampled,
the number of populations and their distribution as well as the loci assayed per population.
Variation in intra- and inter-locus estimates are reduced as sample size increases. Estimates of

within region FST - values are thus expected to be upwardly biased due to the small sample
sizes of the artifically formed populations. Moreover, the univariate approach of measuring
population differentiation using WRIGHTs (1965) or NEI's (1973) method which weights all loci

equally by taking the mean over all loci and disregards relative subpopulation size has been

proven inadequate (GREGORIUS, 1978). In several studies, comparing F - statistics with dif¬

ferentiation according to GREGORIUS and ROBERDS (1986), subpopulation differentiation 8

was substantially higher than the FST- values (6.1 versus 2.4 (GREGORIUS and ROBERDS,

1986); 3.1 versus 0.4 (GREGORIUS et al., 1986); 4.9 versus 1.96 (MULLER-STARCK and

GREGORIUS, 1986)), leading to different conclusions. In all cases, differentiation measures

according to GREGORIUS and ROBERDS (1986) were at least 2.5 times higher than the FST-
values, perhaps indicating the greater sensitivity of the former method. It is noteworthy, how¬

ever, that FST - values are not directly comparable with 8 since FST depends on the amount of

total variation present. If there is a lot of variation within populations relative to variation be¬

tween populations, FST will be small, but subpopulation differentiation may still be high.

Likewise, NEI's genetic distance seems defective in theory as well as in practice, at least as far

as its application to forest tree species is concerned (FALKENHAGEN, 1985). Data published
by BERGMANN (1973) and LUNDKVIST and RUDIN (1977) clearly demonstrate, that NEI's

distance is not a metric and cannot be interpreted in terms of provenance or racial variation.

Undesirable properties as well as difficulties in interpretation of NEI's distance measure have

also been pointed out by GREGORIUS (1974).

Subpopulation differentiation 8 according to GREGORIUS and ROBERDS (1986), on the other

hand, has clearly defined properties and the results may be interpreted directly as proportions
of genetic disparity i.e. as the mean proportion of the effective numbers of genetic elements by
which subpopulations differ from their complements. Estimated overall differentiation among

the regions was in fact substantially higher based on <?than on FST (6.1 % vs. 1 %). Subpopu¬
lation differentiation was still small, however, relative to differentiation among populations
within regions (8 = 5.5% and 8 = 7.7%). Even if the within-region estimates probably are up¬

wardly biased due to sampling design, differentiation among regions does not seem to be much

higher than differentiation within regions. Although there are no references to validate the 6.1%

in terms of racial differences, results of overall differentiation do not seem to support the exis¬

tence of different races in the two regions since the ratio of among to within region differentia¬

tion argues against it.

It must be emphasized, however, that all presented measures of differentiation are composite
indices, weighting all loci equally and averaging the differences over all loci. They equalize
differentiation over all loci, which may not be adequate to describe the real situation. Although
the different measures of differentiation vary somewhat in their sensitivity, they all are not apt
to reflect differentiation completely, especially regarding differences among the various gene
loci. Patterns of differentiation may differ at individual loci which cannot be reflected in a com¬

posite index. With respect to racial differentiation, it is highly unlikely that differences would oc¬

cur equally at all loci. Whatever the forces which lead to racial differentiation (different selec¬

tion pressures, genetic drift, bottlenecks, introgression), their effects probably affect individual

gene loci differently, creating different degrees of differentiation.
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Single locus FST - values as well as the subpopulation differentiation measures 8 were in fact

highly variable between loci. Several loci exhibited high differentiation among the regions while

others lacked differentiation. Thus, despite the observed small overall differentiation between

regions, major differences were found at the single locus level.

Differentiation in allele frequencies at some loci were interpreted as evidence for the existence

of races in ponderosa pine by CONKLE and CRITCHFIELD (1988) and NIEBLING and

CONKLE (1990). While the Pacific and North Plateau races were closely aligned, exhibiting

only moderate differences in allele frequencies, Rocky Mountain ponderosa pine (var. scopulo¬

rum) was highly differentiated at several loci from Pacific ponderosa pine (var. ponderosa). A

phylogenetic tree based on allozyme frequencies separated Rocky Mountain ponderosa pine by
a long genetic path (with a distance of 0.14 from the root) from Pacific ponderosa pine, sug¬

gesting a long divergence and distinct evolution from the root (NIEBLING and CONKLE, 1990).
Distinct morphological differences, divergent monoterpene types in the south and a west-east

differentiation in allozyme variation at several loci suggest that the two varieties (ponderosa
and scopulorum) may have evolved from two distant progenitor lines, one perhaps from a west

coast, the other from a more central progenitor in Mexico. Consequently, the genetic distinct¬

ness of Rocky Mountain ponderosa pine is most likely the result of a long and different evolu¬

tionary history which was conserved by restricted gene flow across the Continental Divide. On

the basis of a neutral gene model (NEI, 1975), a rough approximation of the time of divergence
between the two varieties var. scopulorum and var. ponderosa can be estimated, using the

formula

f =5x1Oex0

where t is the divergence time in years and D is the average genetic distance between taxa.

Based on the genetic distances reported by NIEBLING and CONKLE (1990), estimated time of

divergence between the varieties is between 300'000 and 400'000 years. This approximation
suggests that the two varieties have been in existence for a long time, having diverged already
during the late Pleistocene.

In contrast, separation of the two races within Pacific ponderosa pine (var. ponderosa) seems

to be quite recent. North Plateau race exhibits a shorter distance from the root than the Pacific

race, suggesting that it may have been the progenitor of the Pacific race (NIEBLING and

CONKLE (1990). Thus, inferred from allozyme differentiation, the two lines seem to have a

long common evolutionary history. Since the species has a relatively short history of immigra¬
tion (3'000 to 6'000 years), it may be speculated that division of Pacific ponderosa pine into two

races began only recently and that it is still in progress. Differentiation is most likely the result

of the extreme geographic barriers separating the two areas of distribution. Restricted gene
flow across these physiographic barriers combined with different selection pressures due to

climatic differences are most likely the driving forces in this differentiation process. Due to ex¬

tended population size in both areas, random processes are not likely to play a major role. Un¬

der these assumptions, any observed differentiation is expected to rather reflect climatic differ¬

ences between the regions, i.e., current adaptation to different environments rather than his¬

toric events or random processes. Regarding morphological traits, the Pacific and North Pla¬

teau races are closely aligned. Needle hypoderms are thicker in the North Plateau race and

trees are more cold-hardy than trees of the Pacific race. These traits combined with earlier ini¬

tiation of growth and slower growth rate of North Plateau seedlings, strongly support the as¬

sumption that adaptation to different environmental conditions is a major force of differentia¬

tion. Nevertheless, other forces may have contributed partially to observed differentiation as

well. Selection, for example may only operate with genetic variants that are present in the spe¬

cies or populations; thus, differences in genetic makeup due to a different evolutionary history

may affect adaptation to present environments, producing different patterns of adaptation for

different species under equal environmental conditions (REHFELDT, 1979,1980,1983b).

Approximate time of evolutionary divergence, based on the average genetic distance of 0.007

between the areas, is estimated as 35,000 years which underlines the very recent divergence
between the Pacific and North Plateau races. Since only polymorphic loci were assayed and

used for calculating average genetic distance D (while D is supposed to be an average over all
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loci, including monomorphic loci), time of evolutionary divergence is most likely overestimated.

Moreover, average genetic distance D is only an estimate with a certain error attached to it.

This may be one of the reasons why the estimated time of divergence does not fit with the

elapsed time of 3'000 to 6'000 years since immigration into the area. Two alternative explana¬
tions for this discrepancy seem plausible. Divergence may have occurred before ponderosa
pine colonized the area, arguing for two different refugia in var. ponderosa and supporting the

occurrence of two races. Secondly, since NEI's evolutionary interpretation of his genetic dis¬

tance assumes neutrality, selection and migration are considered as negligible. The observed

discrepancy may then be interpreted as an argument against neutrality of the gene markers,
not only suggesting adaptivity of certain genes but also supporting the assumption that selec¬

tion plays a major role in shaping today's observed genetic structures.

Deciding on the taxonomic status of species, varieties or races involves some methodological
problems which may give rise to controversial conclusions. Races, according to ZOBEL and

TALBERT (1984), are groups of populations that generally interbreed with one another and that

intergrade more or less continuously. From this definition, several fundamental problems sepa¬

rating races become apparent. To divide continuously intergrading populations into different

taxonomic units, a subjective decision is needed regarding the amount of differentiation neces¬

sary for taxonomic separation. Moreover, a number of different characteristics may be used to

estimate differentiation. Although NEI (1974) has presented a generalized scale of genetic dis¬

tances for allozyme differentiation which may help to answer taxonomic questions, the results

may be controversial compared to those based on other characteristics such as morphological
traits, other biochemical markers or crossability results.

The case of Washoe pine may serve as an example to illustrate the problems involved in tax¬

onomy of species, subspecies, varieties and races. Washoe pine (Pinus washoensis Mason

and Stockwell), an endemic pine species in subsection ponderosa, is considered to be a sepa¬
rate species, but a close relative of ponderosa pine. Washoe pine's monoterpene and morpho¬
logical traits are within the ranges of variation for ponderosa pine's North Plateau and Rocky
Mountain races, but Washoe pine differs notably from the Pacific race (CRITCHFIELD, 1984).
Controlled test crosses established a strong and direct evolutionary relationship between

Washoe pine and the Rocky Mountain races of ponderosa pine since interspecies crosses pro¬
duced more sound seed per cone than crosses within Washoe pine itself. With respect to al¬

lozyme diversity, however, Washoe pine is highly differentiated from Rocky Mountain ponder¬
osa pine (with an average genetic distance of 0.066) but genetically close to the Pacific race

(with an average genetic distance of 0.013). As inferred from isozymes, Washoe pine is phylo-
genetically placed in a lineage closely related to variety ponderosa, but is clearly distinct from

variety scopulorum (NIEBLING and CONKLE (1990).

As a further illustration of the difficulties in determining taxonomic relationships from electro¬

phoretic data, some comparisons of genetic distances between species, varieties and races

may be looked at. The relatively large genetic distances between the Rocky Mountain and

Pacific races of ponderosa pine, reported by NIEBLING and CONKLE, (1990), are within the

range of distances reported for varieties by NEI (1974). However, the estimated genetic dis¬

tances from the Rocky Mountain race, ranging from 0.06 (Pacific race) to 0.082 (North Plateau

race), exceed some of the distances which were reported for interspecies comparisons in other

conifers: for example, genetic distance between Pinus clausa Chapm. and Pinus virginiata Mill.

has been estimated as only 0.014 (WHEELER et al., 1983), and between Abies balsamea var.

balsamea (L) Mill, and Abies fraseri (Push) Poir. as only 0.060 (JACOBS et al., 1984).

Hence, decisions regarding the taxonomic status of a taxa involve several difficulties and some

complex and controversial aspects which are rather more fundamental than specific for gene
markers. Moreover, due to the limitations of univariate measures of differentiation, the question
regarding the existence of different races in the two regions, as a consequence of a different

evolutionary history, cannot be answered. The small average differentiation between the two

regions argues against the existence of races. In contrast, allele frequency differences at sev¬

eral loci which exist between the two regions argue in favor of a possible racial differentiation.

Allele frequency differences may, however, not only be the result of a separate evolution in the

past; they may also be a result of natural selection in different environments or a consequence
of random genetic process.
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Since climate not only differs substantially between the two regions but varies considerably
within each region (see section 3.5.2), genetic differentiation among as well as within regions is

expected to reflect this environmental variation if selection were a major force of differentiation.

Despite the fact that the highest proportion of total variation in temperature (climate Factor 1) is

found among the regions (64%), 36% of total variation is due to differences among locations

within regions (20.4% of it within Central Oregon, 15.2% within Southwest Oregon) (see Table

7, p. 45). The largest proportion of variation in water balance (climate Factor 2) is found within

Central Oregon (68.9%), while 31% is found within Southwest Oregon. Only 0.1% of total

variation is due to differences between the two areas. For both climate factors combined, cli¬

mate is most variable within Central Oregon, accounting for an average proportion of 44.6% of

total variation. Variation within Southwest Oregon accounts for 23.1% of total variation, which

is only half the amount found within Central Oregon. The difference in climate conditions be¬

tween the two areas accounts for 32.3% of total variation in temperature and water balance.

Although estimates of within-region differentiation are expected to be associated with large er¬

rors due to the small and unequal sample sizes, the amounts of differentiation within regions,
calculated as subpopulation differentiation 8 among all 37 pairs of seed zones and averaged
over all 31 loci, parallel the existing differences in climate conditions, suggesting that genetic
differentiation and environmental differentiation may be associated. Highest average within re¬

gion differentiation was found in the climatically more variable area of Central Oregon (on av¬

erage 7.7% of the alleles differed among the seed zones), while genetic differentiation within

Southwest Oregon was lowest (5.5%), probably reflecting the lower environmental variation in

this area. Finally, average genetic differentiation among the regions was intermediate (6.1%),
paralleling the intermediate variation of climate conditions found among the two regions. It

must be emphasized, that genetic differentiation within Southwest Oregon is actually smaller

than the average value of 5.5% indicates since seed zone 90 has an extremely high genetic
differentiation from all the other zones. The outstanding genetic structure of this zone is re¬

flected in an average genetic distance of 0.084 to all the other zones within the area. This dis¬

tance equals the distance found between the varieties var. scopulorum and var. ponderosa.
Except sampling error (zone 90 contained only 7 individuals), we know of no reason for this

outstanding genetic structure of this zone. Some Jeffrey pines (Pinusjeffreyi Grev. & Balf.) may
have been erroneously sampled as ponderosa pines, since both species are common in this

area and are difficult to distinguish (in fact, several Jeffrey pines were sampled by mistake;

possibly not all errors were detected).

The average unbiased genetic distance by NEI among all pairs of seed zones within Central

Oregon equaled the average distance found between the two regions while Southwest Oregon
had less differentiation among the zones. When seed zone 90 was excluded, average genetic
distance within Southwest Oregon was only half the distance found within Central Oregon and

half of what was found among the regions. These results are in line with the results obtained

from analyses using subpopulation differentiation 8. Results from F - statistics, on the other

hand, estimating amounts of differentiation among and within regions, do not correspond to

environmental variation. As discussed before, results from F -statistics are most likely the least

liable to describe differentiation under the given circumstances. Thus, results from F - statistics

will not be discussed any further.

Patterns of differentiation emerging from cluster analyses either on NEI's unbiased genetic dis¬

tance or on subpopulation differentiation 8 among all pairs of seed zones, seem to confirm the

existence of associations between genetic structures and habitat conditions. While results dif¬

fered according to the fusion strategy used to form the clusters (for fusion strategies see

3.6.4.2), dendrograms from complete linkage cluster analyses revealed pattems of differentia¬

tion which support such a relationship. UPGMA clustering, on the other hand, produced less

distinct pattems of differentiation, which were not readily apparent nor easily interpretable. Al¬

though complete linkage is a space dilating strategy, changing the structure of the multidimen¬

sional data cloud, it minimizes dissimilarities between the entities of each group and thus pro¬
duces distinct and homogeneous clusters. Hence, complex pattems of genetic differentiation

become more easily recognizable than with other clustering allgorithms. Consequently, dendro¬

grams resulting from complete linkage clustering most probably illustrate the complex pattems
of genetic differentiation better than cluster diagrams using the UPGMA technique. Results of
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average linkage cluster analyses were presented mainly for comparison, since UPGMA cluster¬

ing has been widely used to illustrate patterns of genetic differentiation. Discussion, however,
will focus on the results of complete linkage cluster analyses only.

Considering the small sample sizes which probably lead to large errors associated with para¬
meter estimates, cluster diagrams of genetic distance among seed zones are expected to show

only major trends. The dendrogram resulting from complete linkage clustering of seed zones

based on NEI's unbiased genetic distances among zones showed a more or less distinct sepa¬
ration of the two regions (Figure 14, p. 75). Seed zone 661 clustered with the southwestern

zones. This result may reflect a Pacific Coast climatic influence at this inland sites since the

Columbia river gorge forms the only corridor through the Mountain range (SORENSEN, 1994).
Except sampling error, we have no other plausible explanation for the other 3 zones from Cen¬

tral Oregon which clustered with southwestern zones. The more homogeneous climate condi¬

tions found within Southwest Oregon seem to be reflected in a smaller genetic differentiation in

this area. Likewise, the more variable habitat conditions prevailing in Central Oregon are

matched by a higher genetic differentiation. Furthermore, the pattem of differentiation within

Central Oregon showed a trend of similar genetic structures in the northern and southern parts
while the central part was distinct. This pattern seems to match variations in temperature, with

harsher conditions and a higher degree of variation in the center of the area compared to the

northern and southern parts (see section 3.5.2, Figure 7).

Complete linkage cluster analysis of subpopulation differentiation 8 between all pairs of seed

zones revealed similar but even more distinct patterns of differentiation (Figure 16, p. 77).
Highly distinct genetic structures were manifest for both regions. Seed zones of Southwest

Oregon were clearly separated from zones in Central Oregon. Again, little differentiation was

observed within Southwest Oregon while four genetically distinct groups were clearly discerni¬

ble in Central Oregon. The distinctness of allelic structures of the five main clusters could be

confirmed by descriptive discriminant analysis. It is interesting to note in this context that clus¬

ter formation based on simple univariate measures of differentiation proved to be rather effec¬

tive in uncovering patterns of differentiation, in spite of the limitations of such composite indi¬

ces. Roughly 40% of the total variation of all 71 original allozyme variables were associated

with group differences, indicating that major patterns of differentiation were most likely re¬

vealed by cluster analysis using simple univariate measures of differentiation. This conclusion

is also sustained by results from predictive discriminant analysis. The distinct genetic structure

of the clusters was confirmed by the relatively high classification accuracy of individual trees

into their initial clusters, using discriminant functions. 48% of all individuals were correctly as¬

signed to their initial clusters, based on the most discriminating alleles (22). On average, clas¬

sification was 28% better than would be expected by chance alone. Very distinct clusters, such

as the group encompassing trees of Southwest Oregon, had classification rates as high as 40%

above their prior probability.

If natural selection is playing a major role in shaping genetic variation, associations between

genetic and environmental variation are expected. Our results seem to indicate such associa¬

tions. However, results of within-region differentiation are only crude estimates which most

likely are associated with large sampling errors. The larger within-region differentiation ob¬

served in Central Oregon may primarily be a reflection of a larger sampling error due to smaller

sample sizes in this region. Moreover, the observed difference between the two regions, if real,
is still very small (5.5 % vs. 7.7 %). Furthermore, other plausible explanations are conceivable

for associations between genetic and environmental variation. For example, greater climate

variation in Central Oregon may mean more extreme environments resulting in patchy distribu¬

tions of ponderosa pine, either now or in the past, resulting in more genetic drift and less gene
flow between populations. Hence, our results are non conclusive regarding the possible under¬

lying forces which are responsible for the observed pattems of differentiation. According to our

results, natural selection is a plausible but not the only possible explanation for the observed

patterns of differentiation.

Analysis of genotypic structure is strongly limited due to the sampling design. Since no popula¬
tion samples were available, genotypic structures are expected to reflect primarily sampling
design rather than real population genetic effects. While overall genotypic structure was in

equilibrium, deviations from Hardy-Weinberg expectations were manifest at several loci. Be-
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cause significant deviations mainly occurred at loci with abundant differentiation within and

among the areas, the deviations might, at least partly, be a result of the Wahlund effect. Mating

normally occurs within sub-populations. If sampling is carried out on a grid over the area, the

individuals come from many different sub-population (demes). For alleles with regional differ¬

entiation, showing higher frequencies in some demes than in all other demes, the alleles can¬

not be combined randomly into individual genotypes since mating does not occur at random

over the total area. Hardy-Weinberg equilibrium, however, may only be attained in the case of

random mating among all individuals. As a consequence, less heterozygote individuals than

expected will be observed. The Wahlund effect creates heterozygote deficiencies which vary

significantly among the loci, because allele frequency differences among demes, causing the

effect, differ for each locus. In contrast, inbreeding which may also cause deficiencies in het¬

erozygous individuals, affects all loci equally; F - values therefore should not vary much among

the loci.

For total area, a deficiency of heterozygous individuals was manifest at 17, an excess at 16

loci. F - values varied substantially among the loci. From the 14 loci which showed significant
allele frequency differences between the two region, 10 showed a positive, 4 a negative fixation

index, suggesting that the Wahlund effect may indeed partly be responsible for observed defi¬

ciencies in heterozygous individuals. Within regions, sampling error probably is the most plau¬
sible explanation for the observed deviations from Hardy-Weinberg expectations. Genotypic
structures, therefore, will not be discussed in more detail.

4.5 Summary

Ponderosa pine in Oregon maintains a high genetic diversity which is comparable to values re¬

ported for geographically adjoining parts of the range. Despite the fact, that the overall esti¬

mates are most likely inflated by the sampling design, the results suggest diversity levels in the

upper range found for conifers. Moreover, genetic variation seems well distributed over the

area; much of total diversity is found within local areas (or seed zones) as low FST- values and

the estimates of average diversity within seed zones are indicating. Minor and major polymor¬
phisms are found in about equal proportions. Rare alleles with frequencies smaller than 5 %

are, however, found at most loci (24). The high genetic diversity may be perceived as a high
potential of adaptability to the extreme and variable habitat conditions which prevail in the area.

Although Southwest Oregon had a slightly higher mean number of alleles per locus a higher
proportion of polymorphic loci and showed 5 rare alleles not found in Central Oregon, differ¬

ences in genetic diversity between the two regions were small and non significant. Moreover,
observed differences most likely are rather reflecting the unequal sample sizes (leading to

large sampling error) than real differences.

Allelic frequencies are significantly heterogeneous between the two regions when all 31 loci are

considered. The two regions differ on average by a proportion of 6.1% unshared alleles. With

an average of 0.007 for NEI's unbiased genetic distance, differentiation between the regions,
however, is rather small, being in the range of distances commonly found between populations
in other studies of this species and in other conifers. Differentiation is no higher among the two

regions than among populations within regions (within-region estimates are however upwardly
biased due to small sample sizes). The small average differentiation between the two regions
argues against the existence of different races (Pacific race, North Plateau race) in the areas

east and west of the Cascade Range. Methodological limitations of composite measures of dif¬

ferentiation as well as fundamental difficulties involved in decisions on the taxonomic status of

taxa do not allow a final conclusion, however.

In contrast, allele frequency differences at several loci which exist between the two regions
would argue in favor of a possible racial differentiation. Allele frequency differences may,

however, not only be the result of a separate evolution in the past; they may also be a result of

natural selection in different environments or a consequence of random genetic processes.

Pattems of differentiation, emerging from cluster analysis on genetic distance by NEI or

GREGORIUS, suggest that genetic and environmental variation parallel each other. Such as¬

sociations between genetic and environmental variation are expected if natural selection plays
a major role in shaping genetic variation. Results from univariate genetic analyses are non con-
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elusive, however. Natural selection is a plausible but not the only possible explanation for the

observed pattems of differentiation.

To gain further insight into the processes leading to observed differentiation, associations of

allozyme variation with present climatic conditions will have to be analyzed in order to estimate

the degree of adaptation to the present environment and to separate this pattem from historic

events and random processes. The question regarding the existence of different races in the

areas east and west of the Cascade Range will therefore have to be addressed again in later

chapters and under different perspectives, using different analytical tools.
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5. Pattems of genetic variation - spatial structures and environmental

associations of single alleles

5.1 Spatial patterns of single locus allele frequencies, inferred from spatial
autocorrelation analysis

The study of spatial structures of protein polymorphisms is a well established field of gene-ecol¬

ogy (HARTL and CLARK, 1989) and several statistical approaches are available to describe

and test for pattems of geographic variation of allele frequencies. One of the most powerful
among such tools is spatial autocorrelation analysis. Differentiation of allele frequencies over a

geographic space subsumes two different concepts which need to be distinguished - statistical

heterogeneity and pattern (SOKAL and ODEN, 1978b). Statistical heterogeneity of values does

not necessarily imply geographic patterns i.e. a departure from random spatial arrangement of

these values. Statistically heterogeneous values, such as allele frequencies, can be randomly
positioned in a geographic space. Thus heterogeneity and spatial patterning are potentially in¬

dependent and geographic patterns must be examined separately. Consequently, heterogenei¬
ties in allele frequencies found between the two areas as well as among the seed zones within

each area do not necessarily imply spatial structures of allele frequencies which depart from

random spatial arrangements. Spatial autocorrelation analysis, however, provides a description
of allele frequency variation in space. The analysis is independent of preliminary assumptions
about the underlying population structure. Despite the fact that a description of patterns does

not necessarily imply the understanding of the causes of such variation, spatial structures of

allele frequencies may yield useful information about the processes which may have been in¬

volved in generating the patterns.

Spatial autocorrelation analysis was performed on the basis of single alleles; 96 alleles were

analyzed separately. Hence, spatial autocorrelation is not a multivariate but a multivariable ap¬

proach which may be regarded as a repeated application of univariate methods (SOKAL,
1979b). Autocorrelation of allele frequencies was analyzed using Moran's I coefficients (section
3.6.1.2). For all pairs of individuals, geographic distance in kilometers was calculated and then

classified into five distance classes. Deviation of / values from random expectations E(l) were

then tested for significance at p < 0.01 and p < 0.05. High positive values of / indicate that al¬

lele frequencies of individuals are similar within the distance class considered, i.e., that they
deviate significantly from the mean in the same direction, while negative spatial autocorrelation

coefficients signify dissimilarities in allele frequencies among individuals within the respective
distance class.

Results of spatial autocorrelation analysis over total sampling area are summarized in the cor¬

relograms shown in Figure 22, p. 100, 101 and 102. Correlograms are only shown for alleles

which displayed a significant spatial structure. For Gdh and Adh, only one allele is illustrated

since the alternative allele carries the same spatial information. Of the 96 alleles tested, 26

showed a significant spatial structure in their allele frequencies, i.e. frequencies were signifi¬
cantly (p at least < 0.05, mostly p < 0.01) autocorrelated over most distance classes. Spatial
patterns which deviated from random arrangement were manifest for one to three alleles at

each of 15 loci i.e. at Mnr-1, Mnr-2, Lap-2, Pep-1, Pep-3, Got-1, GBp-2, Acp-1, Gdh-1, ldh-1,

Pgm-1, Aco-1, Skd-2, Fdp-2 and Adh-2. Of the 26 allele frequencies, 17 exhibited a monotoni-

cally decreasing trend over all five distance classes (e.g. starting from high positive values and

ending at high negative values). Such a pattern is known as a "cline". Ciinal structures are

likely the result of either isotropic population movements or some form of differential selection.

Six allele frequencies were characterized by a positive / value in the first distance class, a near-

zero non-significant value in the second, negatively significant / values in the third and fourth

class and again a near-zero non-significant value in the last distance class. Such a spatial
structure is called a "depression", and it is likely to represent the result of a circular cline or a

double cline that runs in opposite directions (for example most western and eastern demes are

similar, but differ from the central ones). Finally, 3 alleles were characterized by a "crazy quilt"
pattern i.e. high values of /were surrounded by low values without any clear ordering.

Patches are homogeneous areas in the surface of variables such as allele frequencies. Patchy



100

MNR1-1 MNR1-2

0.18-I

0.12

0.08-

0.041
**

-0.04
75

-0.08-

-0.12 -

-0.18 J

Depression
100-150 km

300

Depression
100-150 km

300

MNR2-1

Cline

150-250 km

MNR2-2

Depression
150-250 km

300

LAP2-1

Cline

150-250 km
0.16

0.12

0.08

0.04

o1

4.04

-0.08

4.12

0.16

LAP2-4

Cline

150-250 km

PEP1-1

Cline

150-250 km

PEP3-1

Cline

150-250 km

Figure 22: Correlograms of aBeles with significant spatial structures: Total sampling area. X - axis: Mean

values of the 5 distance classes in km; Y - axis: Moran's I coefficients (significance: p-0.01
(**) and p=0.05 (*)). Patterns and patch sizes are indicated.



Figure 22 (continued)

101

PEP3-2 GOT1-3

0.16 -I

0.12
150-250 km

0.08

0.04

nl

*

l b^

-0.04

-0.08

75 125 200

M

-He
*

-0.12

-0.16 J

Crazy Quilt

100-150 km

G6P2-1

0.16-,

0.12> *c
Cline

150-250 km

0.08 \
0.04

\
0

4.04- 75 125

4.08-

-0.12

-0.16

300

G6P2-3

Cline

50-100 km

ACP1-1 ACP1-2

0.16

0.12

0.08

0.04

0

-0.04

-0.08

-0.12

-0.16

Crazy Quilt

100-150 km

0.16

0.12

0.08

0.04

0

-0.04

4.08

4.12

4.16

Cline

100-150 km

200 "Hub

ACP1-4

Depression
100-150 km

it*—-*
2OT 300

GDH1-1

Cline

150-250 km



Figure 22 (continued)

102

IDH1-1 PGM 1-1

Cline

150-250 km

300

0.16

0.12 •

0.08

0.04

0

4.04

4.08

4.12

4.16

Cline

150-250 km

75

PGM1-2

Depression

150-250 km

AC01-3

Cline

100-150 km

AC01-4

Crazy Quilt

150-250 km

SKD2-1

Cline

150-250 km

FDP2-1

Cline

150-250 km

ADH2-1

Cline

100-150 km



103

structures are detected by spatial autocorrelation only if the spacing of the sample locations is

less than the average diameter of the patches and if the chosen distance classes are smaller

than patch size. SOKAL (1979b) has found that spatial correlograms indicate patch size (i.e.
the diameter of the homogeneous area) by the distance class showing the first negative or zero

autocorrelation.

Alleles with spatial structures showed substantial differences in the amount of autocorrelation,

especially in the first and last distance classes. High values of /, indicating similar allele fre¬

quencies within patches smaller than 50 km and thus suggesting a rather small scale structure

(for example due to adaptation to specific habitat conditions), were found for several alleles

such as G6p2-1, G6p2-3, Gdh1-1, Idh1-1, Skd2-1, Fdp2-1 and Adh2-1. Substantial dissimilari¬

ties within patches greater than 250 km, i.e. extended variation on an area-wide scale, were

manifest for Idh1-1, G6p2-1, G6p2-3, Gdh1-1, Skd2-1 and Aco1-4.

With only few exceptions, patch sizes of the significantly autocorrelated allele frequencies were
in the range between 150 and 250 km (Figure 22, p. 100, 101 and 102), suggesting that most

variation in allele frequencies is associated with the two regions. The sampled area in South¬

west Oregon extends over 130 km in the west-east direction while the Central Oregon sample
covers about 250 km from west to east. Thus, patch size seems to parallel the two areas fairly
well, exhibiting more homogeneous allele frequencies within the two areas (i.e. patches) rela¬

tive to the overall variation (i.e. the sum of the two areas). This conclusion is further substanti¬

ated by the fact that all loci, exhibiting spatial structures for one or more alleles, showed signifi¬
cant differences in allele frequencies between the two regions (with the exceptions of Got-1,

Pgi-2 and Mdh-1).

Allele frequency patterns over the total area differed substantially among the alleles which

showed spatial structure. Six examples of such variation patterns are illustrated in Figure 23, p.

104, 105 and 106, where patterns of variation are depicted as allele frequency surfaces, which

were smoothed using spline interpolation among the individuals.

Spatial structures of allele frequencies were also analyzed for both regions separately. With the

exception of smaller intervals chosen for the distance classes, the same methodology was used

for the analyses (see section 3.6.1.2).

Correlograms, summarizing results of autocorrelation analysis restricted to Southwest Oregon
samples only, are shown in Figure 24, p. 108 and 109. Within Southwest Oregon, significant
spatial patterns of allele frequencies over most distance classes were manifest for 16 alleles at

each of 11 loci i.e. at Mnr-1, Lap-2, Pep-1, Pep-4, Got-1, Got-3, G6p-2, Acp-1, Gdh-1, Skd-1

and Fum-2. Of these 16 alleles deviating from random spatial arrangement, 8 exhibited a de¬

pression structure, 5 showed a ciinal pattern, while 3 were characterized as a crazy quilt pattern
(Figure 24, p. 108 and 109).

Alleles with spatial structures showed substantial differences in the amount of autocorrelation in

the first and last distance classes. High autocorrelation coefficients within patches smaller than

25 km, indicating a small scale patchy structure, were found for several alleles, especially for

Got1-1, Got1-3, Skd1-3, Gdh1-1, Acp1-4, G6p2-1 and G6p2-3. The distance class greater than

150 km was characterized by marked negative autocorrelations for most of the 16 alleles. Es¬

pecially high negative values, indicating a substantial dissimilarity in allelic structure among
individuals separated by more than 150 km, were observed for G6p2-1 (-0.70), G6p2-3 (-0.53),
Acp1-4 (-0.30), Skd1-3 (-0.25) and Mnr1-2 (-0.21). However, as may be seen from the correlo¬

grams, autocorrelation values for most of the alleles changed rather drastically between 125

and 175 km. Hence, allelic structures, being rather homogeneous in an area up to 125 to 150

km in diameter, shifted quite abruptly when distances among trees exceeded 150 km. Since

sampling covers a total distance of about 130 km between the Pacific coast and the Cascade

Range, the fifth distance class focuses on the diagonal extension of the area, i.e., grouping the

trees that are located at the southwestern-northeastern or at the northwestern-southeastern

borders of the area. As may be seen from the variation surfaces (Figure 25, p. 110, 111 and

112), the abrupt changes in allelic structures in the last distance class indicate in part the exis¬

tence of a small zone with distinct genetic makeup in the southwestern comer of the area (see
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Figure 23 (continued)
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Figure 23 (continued)
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surfaces for Mnr1-1, Got3-2, Acp1-4, G6p2-i). Seed zone 90, representing this part of the sam¬

pling area, was shown in previous analyses to be quite distinct in allozyme frequencies (section
4.2).

Patch sizes of significantly autocorrelated allele frequencies confirmed a small-scale patchy
structure for most of the alleles (Figure 24, p. 108 and 109). A patch size between 25 to 50

km was found for 9 alleles, 6 alleles showed a more or less homogeneous allelic structure

within an area of 50 to 100 km in size, and only one allele was characterized by a patch size

about equal to the size of the sampling area (100-150 km)(Got1-3). Thus, spatial structure of

allele frequencies within Southwest Oregon, as revealed by spatial autocorrelation analysis,
may be described as a rather small scale allelic variation for 16 alleles while all others exhibit

no deviation from spatial random arrangement.

Figure 26, p. 113 shows the correlograms which summarize results of spatial autocorrelation

analysis for Central Oregon. Significant spatial structures were scarce. Compared to Southwest

Oregon, allele frequency variation in Central Oregon showed much less association with geo¬

graphic location. Only 6 out of 96 alleles tested showed a spatial pattem which significantly
deviated from random arrangement. Spatial pattems were found for one to two alleles at locus

Mnr-2, Got-3, Aco-1, Ugp-2 and Ugp-3. Of these 6 alleles, 4 exhibited a depression type of

structure while 2 were characterized as a crazy quilt pattern. With one exception, patch size

was in the range of 50 to 100 km, suggesting that allelic variation of these alleles is organized
in larger homogeneous units than within Southwest Oregon. In contrast to Southwest Oregon,
no drastic changes in autocorrelation was observed between the fourth and fifth distance

classes. For most alleles, autocorrelation coefficients did not deviate from random expectation
in the last distance class.

Spatial structure of allele frequencies within Central Oregon, as revealed by spatial autocorrela¬

tion analysis, may be described as a random spatial arrangement for most of the alleles. Al¬

though allele frequency differentiation within Central Oregon did not seem to differ much from

Southwest Oregon (see section 4.2), spatial structures are much scarcer within the Central

Oregon sample. As has been stated before, spatial pattems and heterogeneity of variables are

potentially independent of each other. Results, therefore, are not contradictory as will be dis¬

cussed in one of the following sections.

5.2 Associations between genetic, geographic and environmental variation, in¬

ferred by Mantel test statistics

Associations between genetic, geographic and environmental patterns were assessed using a

statistical technique developed by MANTEL (1967). The value of this technique has been em¬

phasized by ROYALTEY et al. (1975) and SOKAL (1979a) who have adapted the Mantel test

for use in analyzing variation in allele frequencies. The Mantel statistic tests the independence
of two matrices, one containing values of any specified measure of differences in allele fre¬

quencies, and a second matrix containing values of any specified measure of spatial distance

or relationship. Hence, the Mantel statistic may be applied to test for randomness of geographic
patterns. It may be used to examine whether differences in allele frequencies between pairs of

sample localities are statistically associated in a linear manner with the geographic distances

between the localities or with differences in environmental conditions that exist between these

localities. Two matrices, one of genetic distance and the other of either geographic or environ¬

mental distance, are constructed and the sum of the products of their corresponding elements

compared with that expected based on a null hypothesis of random permutation. The observed

association (Mantel's t - value) between the two distance matrices is compared with a random¬

ized distribution of t (calculated by randomly pen-nutating one of the matrices and calculating f)
and the probability of obtaining a value greater than t is calculated. For each Mantel test, 1000

random permutations were carried out to generate the random distribution of t. According to

CHEVERUD et al. (1989), this is sufficient to obtain a good empirical distribution of the matrix

correlation coefficients. The Mantel test statistic and the distance measures used for the com¬

parisons were described in detail in section 3.6.1.1.

Allele frequency differences between localities were tested for associations with geographic dis-
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Figure 24: Correlograms of aKeles with significant spatial structures: Southwest Oregon. X - axis: Mean

values of the 5 distance classes in km; Y- axis: Moran's I coefficients (significance: p=0.01

(**) and p=0.05 (*)). Patterns and patch sizes are indicated
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Figure 24 (continued)
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Figure 25: Examples of variation patterns, illustrated as smoothed surfaces of allele frequendes for

Southwest Oregon
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Figure 25 (continued)
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Figure 25 (continued)
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Figure 26: Correlograms of alleles with significant spatial structures: Central Oregon. X- axis: Mean val¬

ues of the 5 distance dasses in km; Y-axis: Moran's I coefficients (significance: p=0.01 (**)
and p=0.05 (*)) Patterns and patch sizes are indicated

stance, with the reciprocal of geographic distance and with climatic distance. Furthermore, as¬

sociations of genetic distances with the two regions were assessed using a dummy coding for

the regions. In effect, tests involving reciprocals of geographic distance consider all longer dis¬

tances to be about equal, while emphasizing differences between shorter distances. This test

increases the statistical power to reveal local geographic patterning, whereas tests involving
actual distances focus more on regional geographic patterns.

The Mantel-test results, testing associations among genetic, geographic and climatic variables

over the total sampling area, are given in Table 20, p. 114. The t- values of the Mantel test sta¬

tistics, as well as the significance levels of the observed t - values are given in the upper trian¬

gular matrix of the table while the lower matrix contains the matrix correlations r (Pearson's
coefficients of correlation) between the elements of the respective matrices. Since multiple
comparisons were made, a conservative level of significance should be selected (p <0.01) in

order to avoid the possibility of obtaining a few significant tests just as a consequence of the

high number of tests carried out.
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Southwest Oregon

Genetic distances:

GREGORIUS 31 loci GREGORIUS 11 loci

Association with: Mantel t Prob p Pearson r Mantel t Prob p Pearson r

Geographic distance -0.363 0.369 -0.008 0.314 0.382 0.008

Reciprocal geographic distance -2.265 0.014 -0.013 -0.419 0.330 -0.002

Climatic distance Factor 1 -0.685 0.764 -0.015 -0.882 0.172 -0.020

Climatic distance Factor 2 -0.341 0.618 -0.007 -1.036 0.147 •0.024

Climatic distance Factor 1/2 -0.750 0.781 -0.016 -1.401 0.081 -0.031

Central Oregon

Genetic distances:

GREGORIUS 31 loci GREGORIUS 5 loci

Association with: Mantel t Prob p Pearson r Mantel t Prob p Pearson r

Geographic distance 0.938 0.185 0.028 0.155 0.450 0.004

Reciprocal geographic distance -1.288 0.107 -0.012 -0.768 0.219 -0.007

Climatic distance Factor 1 0.962 0.177 0.024 2.216 0.013 0.050

Climatic distance Factor 2 0.036 0.378 0.001 1.272 0.112 0.029

Climatic distance Factor 1/2 0.667 0.273 0.016 2.391 0.018 0.053

7ab/e 21: Mantel tests of matrix comparisons between genetic distance by GREGORIUS (1974) and

geographic and dimatic distances between individual trees for the two regions

Climatic distances (Factor 1 (temperature), Factor 2 (water balance) and both factors com¬

bined) were significantly associated (p < 0.001) with geographic distances between localities.

Associations were rather weak, however, suggesting that climate conditions are only weakly

patterned in distinct geographic patches of similar climate. Similar climate conditions seem to

occur at rather irregular spacings over geographic space. Temperature (Factor 1) was more as¬

sociated with geography than water balance (Factor 2). Climate distances involving both com¬

ponents combined showed a correlation of r - 0.386 with distance between location, which

means that only 15% of the distance in climate conditions between samples was associated

with the geographic distance between the samples.

Both measures of genetic distance by GREGORIUS (1974) and by NEI (1972) were tested for

associations with geographic distance. Calculation of these distances were either based on all

31 loci or on the 15 loci only which displayed a spatial structure. Correlations between these

two genetic distances, one based on all 31 loci, the other based on 15 loci only, were high (r =

0.764 or r = 0.812) for both distance measures. The 15 loci, constituting 48% of all investigated

loci, represented 58% (GREGORIUS distance) and 66% (NEI's distance) of total variance in all

31 loci. Hence, each of these 15 loci, selected by spatial autocorrelation analysis, obviously as¬

sembled more variation than the average locus. Correlations between the two distance meas¬

ures were very high (r = 0.943 (31 loci) and r = 0.930 (15 loci)).

All tested associations between genetic and geographic distance were not significant (p > 0.01).

Hence, the distribution of allele frequencies, expressed as a composite index over 31 loci,

could not be distinguished from a random pattem. The same was true for the 15 loci which re¬

vealed a spatial structure in spatial autocorrelation analysis. Correlation coefficients were

slightly higher when only the 15 loci were analyzed, but associations with geographic distance

remained very low and not significant. Although comparisons involving the reciprocals of dis¬

tance resulted in significant (p < 0.001) t- values for all genetic distance measures, estimated

correlations were very low. Nonetheless, the significant t -values, being about 3 to 4 times

higher than t - values resulting from the tests using untransformed distance, suggest that ge¬

netic variation is characterized rather by local patterning than by large scale patterns. Genetic

distance was only weakly associated with the two regions for all distance measures. Although t

- values were significant (p < 0.001), indicating a regional effect, correlation coefficients were

all below/* =0.062.
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Genetic distance measures were significantly (p < 0.001) associated with climate Factor 1

(temperature), but showed no associations with climate Factor 2 (water balance). Although cor¬

relation coefficients were all below r = 0.10, indicating only weak relationships between the

composite measures of genetic variation and climate conditions, the test statistics clearly sug¬

gest that genetic distance is more closely associated with distance in climate Factor 1 than with

Factor 2. The autocorrelated 15 loci showed a stronger association with climate than did the

composite measures based on all 31 loci, indicating that the observed pattems of these loci

may be related to variation in temperature regime. Associations remained low, however, with a

shared variance between genetic and climatic distance of 1% at best.

Results of Mantel test statistics for the two regions separately, utilizing just the GREGORIUS

distance measure for genetic distance, are presented in Table 21, p. 115. All comparisons re¬

sulted in insignificant associations and very low coefficients of correlation, indicating that the

distribution of genetic variation within both regions cannot be distinguished from a random pat¬
tern. Within Southwest Oregon, genetic distance based on 31 loci was nearly significantly (p =

0.014) associated with the reciprocal of geographic distance, suggesting that patterning is

rather local. Within Central Oregon, a nearly significant association (p = 0.013) between cli¬

mate Factor 1 and genetic distance was observed. But in neither case was Pearson's r very

large.

5.3 Associations between single locus genotypes and climate, inferred by
multinomial response models

Multinomial response models were used to study associations between genotypes and climate

variables. Allelic genotypes of the 411 individuals, where climate data was available for the

source locations, were used as response variables and were tested in different models. The re¬

sponse variables were either 1 for homozygous individuals with two copies of the allele, 0.5 for

heterozygotes carrying one copy of the allele, or zero when no copy of the allele in question
was present. Climate variables Factor 1 and Factor 2 were used as predictor variables.

Multinomial response models and the specified models used in the analysis were described in

detail in section 3.6.2.

Results of multinomial response models for the total sampling area are furnished in Table 22,

p. 118. Significance levels of the three effects (climate Factor 1, Factor 2, interaction F1*F2) in

the full model are given. In addition, for each model with a signficant effect, a reduced model

with the respective significance level of the predictor variable is given. Since likelihood ratio

tests are not appropriate for continuous predictor variables, the square of the respective predic¬
tor variable was added to the reduced model; linearity (and sufficient model fit) was assumed

when this second order term was non significant.

Significant associations between genotypes and climate were found for 33 alleles at 18 loci at a

significance level below p < 0.05 (Table 22, p. 118, reduced models). Considering the high
number of tests which were performed, a more conservative level of significance should be

applied, however, in order to avoid the probability of obtaining significant associations only as a

consequence of the high number of tests carried out. Nineteen alleles at 12 loci i.e. at Mnr-1,

Mnr-2, Lap-2, Pep-3, G6p-2, Acp-1, Gdh-1, ldh-1, Pgm-1, Aco-1, Skd-2 and Fdp-2 exhibited

association with one of the predictor variables at p < 0.01. All significant models showed asso¬

ciations with climate Factor 1 (temperature regime) while associations with climate Factor 2

(water balance) were scarce (Mpi1-1, Acp1-3, Aco1-3 and Fum2-3) and significant only at p <

0.05 but not at p < 0.01. Based on significance of the second order terms in the reduced mod¬

els, linearity was not violated in any of the significant models.

Some of the significant associations between genotypes and climate may have been caused by
indirect effects. Such indirect effects may be interpreted as adaptation to climate conditions al¬

though the associations are in fact due to other effects. Since climate conditions differ substan¬

tially between the two regions, all other effects which are related to the two regions (for exam¬

ple a different evolutionary history in the two areas) are likely to cause such indirect associa¬

tions, mimicking climate associations. To preclude false interpretations, nested models with

region and climate Factor 1 nested within region and nested-by-value effect models were

tested in a second step. Strong regional effects accompanied by insignificant effects of climate
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Factor 1 within region are indications for such indirect effects. Climate effects may, however,

not be separated completely from other effects. Strong regional effects may at least partly be

caused by climate as well since climate conditions differ substantially between regions. Non¬

significant effects in the nested models, on the other hand, may partly be caused by the reduc¬

tion in sample size (Central Oregon=222, Southwest Oregon=189) or by adaptive differences

between the two regions, i.e., by a significant association in one region and a non significant
association in the other region, which in turn leads to an overall not significant effect. If both

within-region effects are not significant, then indirect effects are likely. Indirect effects are also

indicated by different signs of the parameters in the probability functions. The signs of the pa¬

rameters are expected to be the same in both regions if a direct effect of climate is postulated.
While significance levels may differ due to different selection pressures under different climatic

conditions, directions of genotypic changes should be the same in both regions, if adaptation
was in fact responsible for the association.

Results of nested multinomial response models are shown in Table 23, p. 119 and 120. Only
climate Factor 1 has been used in the models since climate Factor 2 has been shown to lack

associations with genotypic frequencies in the first step of the analysis. Some genotypes could

not be tested due to the imbalanced data structure leading to infinite parameter estimates.

Several of the significant associations revealed in the first analysis (Table 22, p. 118) seem to

be due to indirect effects. Based on the reasoning mentioned above, such indirect effects may
be postulated in the case of Mnr1-2, Acp1-1, Acp1-2, Adh2-1 and Adh2-2 which showed differ¬

ent signs of parameters in the two areas. In addition, indirect effects are likely in the case of

Mnr1-1, Lap2-1, G6p2-3 and Fdp2-1, since both within region probabilities were clearly not

significant. On the other hand, some of the associations which were not significant at p < O.Of

in the first step of the analysis, seem to be associated with climate effects i.e. Mpi1-1, Mpi1-3
and Ugp1-1 since within region probabilities were significant at p < 0.05. Finally, some of the

alleles could not be tested due to infinite parameter estimates i.e. G6p2-1 and Gdh1-1.

Hence, based on the combined interpretation of results from reduced and nested models, sig¬
nificant direct associations between genotypic frequencies and temperature may be suggested
for 15 alleles i.e. for Mnr2-1, Mnr2-2, Pep3-1, Pep3-2, Mpi1-1, Mpi1-3, Idh1-1, Pgm1-1, Pgm1-
2, Pgm1-4, Aco1-4, Skd2-1, Ugp1-1, Mdh3-1 and Mdh3-2 while Gdh1-1 and G6p2-1 are likely
candidates but indirect effects could not be precluded.

Significant associations between genotypic frequencies and temperature (climate Factor 1)
were very scarce within Southwest Oregon (Mnr2-2 at p < 0.05 only) while more frequent as¬

sociations were found within Central Oregon i.e. for alleles Mnr2-1, Mnr2-2, Pep3-1, Mpi1-1,
Mpi1-3, Pgm1-1 and Pgm1-2 at p < 0.01, and Pep3-2, Idh1-1, Pgm1-4, Skd2-1, Ugp1-1 and

Ugp2-4 at p< 0.05.

In summary, genotypic frequencies of several alleles showed associations with temperature
conditions at source location. In contrast, genetic structure was not related to water balance.

Significant associations were scarce within Southwest Oregon while frequent associations were

manifest within Central Oregon.

5.4 Discussion

Results of spatial autocorrelation analyses produced clear evidence that allele frequencies do

not vary randomly over geographic space. Similar genotypes for several alleles clustered in

geographic space. Such pattems of variation in allele frequencies may have been induced by
different evolutionary forces. SOKAL (1978) has considered four models for the origin of pat¬
terns of differentiation. In the first model, a character is differentiated in response to an envi¬

ronmental gradient, producing a cline. In the second, environmental patches are heterogeneous
among themselves but homogeneous within with respect to certain ecological variables induc¬

ing selection. These patches may or may not exhibit spatial ordering. A third model is differen¬

tiation due to the classical isolation by distance model. A fourth model ascribes the differentia¬

tion to historical events (founder effect resulting in patchy distributions; immigration into the
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LOCUS

Allele

Models with climate Factor 1/Factor2

Significance levels of associations in model:

LOCUS

Allele

Models with climate Factor 1/Factor2

Significance levels of associations in model:

Full model with: Reduced model with: Full model with: Reduced model with:

F 1 F2 F1*F2 F1 F2 F*F F 1 F2 F1*F2 F1 F2 F*F

Prob Prob Prob Prob Prob Prob Prob Prob Prob Prob Prob Prob

P P P P P f> P P P P P P

MNR1-1 0.0025 0.9446 0.7085 0.0027 - 0.9659 ACP1-3 0.3711 0.0412 0.0779 0.0411 0.4599

MNR1-2 0.0085 0.5432 0.7931 0.0056 - 0.5544 ACP1-4 0.2873 0.2249 0.5614

MNR1-3 0.4083 0.1403 0.9656 ACPI-5 0.5818 0.9795 0.9636

MNR1-4 0.8677 0.3398 0.7443 GDH1-1 0.0001 0.9292 0.6991 0.0001 - 0.4816

MNR2-1 0.0001 0.1631 0.0801 0.0003 - 0.2294 GDH1-2 0.0004 0.9387 0.7827 0.0003 - 0.3895

MNR2-2 0.0000 0.7499 0.4167 0.0000 - 0.9272 GOH1-3 0.4844 0.5200 0.8232

MNR2-3 0.3283 0.1556 0.5326 IDH1-1 0.0000 0.0748 0.7711 0.0000 - 0.5529

LAP2-1 0.0010 0.3087 0.5214 0.0013 - PGM1-1 0.0009 0.5875 0.9209 0.0017 - 0.7497

LAP2-2 0.0173 0.1678 0.1340 0.0103 - 0.8318 PGM1-2 0.0014 0.6789 0.6614 0.0010 - 0.3120

LAP2-3 0.4367 0.2251 0.6445 PGM1-3 0.4978 0.5762 0.7505

LAP2-4 0.0198 0.9759 0.4536 0.0195 - - P041-4 0.0289 0.8744 0.8744 0.0094 - 0.8695

LAP3-1 0.2840 0.7939 0.4794 AC01-1 0.2913 0.5298 0.3786

LAP3-2 0.4382 0.9672 0.5117 BAC01-2 0.3242 0.1676 0.8631

LAP3-3 0.2100 0.3069 0.2069 AC01-3 0.0859 0.0509 0.0308 0.0186 -

PEP1-1 0.0895 0.1302 0.5310 0.0261 - 0.1607 AC01-4 0.0007 0.6636 0.6495 0.0004 - 0.3106

PEP1-2 0.2194 0.3505 0.5910 SKD1-1 0.4426 0.5116 0.9355

PEP1-3 0.2113 0.1553 0.9963 SXD1-2 0.4595 0.5638 0.9645

PEP2-1 0.1847 0.3912 0.4253 SKD1-3 0.9875 0.4938 0.3600

PEP2-2 0.0965 0.1808 0.3811 SKD2-1 0.0000 0.0808 0.7026 0.0000 - 0.0994

PEP2-3 0.6959 0.9539 0.5379 FDP2-1 0.0007 0.6769 0.6075 0.0006 - 0.0637

PEP3-1 0.0008 0.0910 0.6336 0.0002 - 0.6915 UGP1-1 0.0596 0.3545 0.0257 0.0265 - 0.5387

PEP3-2 0.0015 0.8793 0.7398 0.0010 - 0.4888 UGP1-2 0.1167 0.6803 0.4371 0.0294 - 0.4293

PEP3-3 0.1494 0.1299 0.7939 JGP1-3 0.9626 0.6187 0.2983

PEP4-1 0.2753 0.3763 0.6239 UGP2-1 0.1199 0.1764 0.8730

MPI1-1 0.5058 0.0608 0.1686 - 0.0500 0.6265 BUGP2-2 0.3016 0.7724 0.1962

MPI1-2 0.3077 0.4839 0.1514 BuGP2-3 0.8139 0.6615 0.1130

MPI1-3 0.4032 0.1375 0.4945 JGP2-4 0.0986 0.1316 0.0867

MPI2-1 0.2931 0.3487 0.9288 IUGP3-1 0.7406 0.5873 0.4985

MPI2-2 0.3027 0.3791 0.5688 FUM2-1 0.4984 0.9378 0.1282

MPI2-3 0.6441 0.3634 0.7636 FIM2-2 0.7940 0.9662 0.0460

G0T1-1 0.7152 0.6782 0.4206 FUC-3 0.0920 0.0366 0.2597 - 0.0486 -

GOT1-2 0.4021 0.1270 0.7685 ADH2-1 0.0058 0.8932 0.0835 0.0171 - 0.3935

G0T1-3 0.7500 0.9588 0.4635 ADH2-2 0.0048 0.9303 0.0729 0.0149 - 0.4334

G0T1-4 0.7395 0.5645 0.2828 WH2-3 0.9701 0.2812 0.6441

G0T2-1 0.7403 0.4408 0.5205 PGI2-1 0.1177 0.3386 0.9704

GOT2-2 0.7034 0.4640 0.5323 PGI2-2 0.9173 0.9835 0.5866

G0T2-3 0.8047 0.7864 0.9338 PGI2-3 0.0842 0.4197 0.1140

GOT3-1 0.3997 0.5470 0.8226 PGI2-4 0.3270 0.1687 0.5460

GOT3-2 0.0734 0.9732 0.3120 HDH1-1 0.1482 0.5205 0.4994

GOT3-3 0.8946 0.2863 0.5753 KDH1-2 0.3011 0.9318 0.6980

GOT3-4 0.2029 0.2537 0.0216 *>H1-3 0.8512 0.1964 0.7188

G0T3-5 0.3302 0.5844 0.8683 MDK3-1 0.0208 0.0579 0.9276 0.0148 0.5339

G6P2-1 0.0182 0.3489 0.4038 0.0060 - 0.1694 HMfl-2 0.0299 0.6046 0.7232 0.0115 0.8683

G6P2-2 0.0798 0.8943 0.7853 *>H3-3 0.3808 0.8383 0.8776

G6P2-3 0.0372 - 0.1774 0.0020 - - KDK3-4 0.8549 0.37D5 0.9282

ACP1-1 0.0140 0.7555 0.5718 0.0161 - 0.4633 KDH4-1 0.1961 0.1697 0.8252

ACPI-2 0.0009 0.9785 0.3155 0.0017 - 0.9028

Tab/e 22: Assodations of genotypes with dimate conditions. Multinomial response models with dimate

Fador 1 and Fador 2 as predidor variables: Total sampling area
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LOCUS

Allele

Models with Factor 1 within regions (R=S: Southwest Oregon, R»C: Central Oregon)

Significance levels of associations in model: Estimated parameters

F 1 (Region Region F 1 (R-S) F 1 (R=C) F 1 (R«S) F 1 (R«C) Region

Prob Prob Prob Prob 2 1 2 1 2 1

P P P P copies copy copies copy copies copy

MNR1-1 0.6674 0.2692 0.8575 0.3559 0.022 -0.130 0.279 0.338 0.400 0.235

MNR1-2 0.4021 0.2174 0.7542 0.1768 0.276 0.154 -0.537 -0.441 -0.420 -0.102

MNR1-3 0.9394 0.5591 0.8340 0.7756 0.210 - -0.181 - -0.380 -

MNRI-4 0.1921 0.9373 0.1805 0.2628 -7.101 -0.410 2.208 0.145 0.215 0.088

MNR2-1 0.0148 0.4425 0.2318 0.0089 -0.540 -0.4Z3 -0.978 -0.233 0.223 0.228

MNR2-2 0.0003 0.1069 0.0163 0.0016 0.919 0.716 0.625 0.920 0.336 0.381

MNR2-3 0.6079 0.7771 0.4636 0.5570 -0.566 -0.205 -0.050 0.238 -0.191 -0.089

LAP2-1 0.7802 - 0.4256 0.9759 -4.579 -4.263 -1.301 -1.184 -2.985 -2.438

LAP2-2 0.3312 0.7446 0.1597 0.6297 0.994 - 0.486 - 0.201 -

LAP2-3 0.6388 0.1283 0.3471 0.9134 -0.497 - -0.073 - 0.624 -

LAP2-4 - - - -

LAP3-1 0.1573 0.3931 0.1983 0.1841 -1.331 -1.066 1.857 1.718 -0.819 -1.013

LAP3-2 0.1619 0.8114 0.3162 0.1198 3.211 -0.027 -3.575 -0.235 1.007 0.109

LAP3-3 - - - -

PEP1-1 0.5283 0.0934 0.4575 0.3947 0.255 - •0.323 - 0.408 -

PEP1-2 0.5633 0.4545 0.7078 0.3155 -0.147 - 0.387 - 0.197 -

PEP1-3 0.6611 0.1138 0.4538 0.6055 -0.460 - -0.921 - 1.735 -

PEP2-1 - - - -

PEP2-2 - - - -

PEP2-3 0.3077 0.1253 0.9066 0.1258 0.064 - -1.073 - 0.781 -

PEP3-1 0.0123 0.3443 0.2231 0.0008 2.567 -3.014 0.320 -0.489 2.135 2.350

PEP3-2 0.0633 0.6521 0.7039 0.0165 2.675 0.053 1.167 -0.831 -0.148 -0.148

PEP3-3 - - - -

PEP4-1 - - - -

MPI1-1 0.0086 0.3438 0.8267 0.0013 -1.112 -1.015 -2.149 -1.994 -1.703 -1.112

MPI1-2 0.9360 0.3009 0.8467 0.8185 0.124 - 0.091 - -0.402 -

MPI1-3 0.0115 0.5204 0.8468 0.0018 1.103 0.078 2.457 0.130 1.506 0.066

MPI2-1 - - - -

MPI2-2 0.4597 0.5988 0.7560 0.2273 -0.127 - -0.427 - -0.145 -

MPI2-3 - - - -

GOT1-1 - - - -

GOT1-2 0.76K 0.8386 0.5370 0.6834 -0.528 - -0.263 - -0.104 -

GOT1-3 1 - - -

GOT1-4 0.6108 0.5898 0.9126 0.3237 0.138 - 0.768 - -0.404 -

GOT2-1 0.2B95~^ 0.1583 0.1245 0.7302 0.669 - 0.143 - -0.400 -

GOT2-2 0.4019 0.2449 0.1918 0.7302 -0.582J - -0.143 - 0.336 -

GOT2-3 - - - -

GOT3-1 6.6634 0.5849 0.4612 0.6545 1.727 1.990 0.157 -0.146 -0.311 -0.074

GOT3-2 0.8765 0.1520 0.8658 0.6277 0.064 - -0.216 - 0.427 -

GOT3-3 0.6660 0.6200 0.3231 0.9427 -1.753J 0.924 -0.593 -0.041 0.824 -0.361

GOT3-4 0.8909 0.9608 0.8542 0.6569 0.165 - -0.342 - -0.031 -

GOT3-5 0.8100 0.6763 0.7950 0.5520 0.338 - -0.466 - 0.348 -

G6P2-1 - - - -

G6P2-2 0.8058 0.1545 0.6815 0.6077 -0.228 - 0.430 - -0.658 -

G6P2-3 0.5210 - 0.2720 0.7330 5.384 0.847 1.310 0.740 - -

ACP1-1 0.3904 0.1640 0.5253 0.2430 -0.581 -0.480 1.416 1.540 -1.253 -1.173

ACP1-2 0.8785 0.1094 0.6536 0.8408 0.491 -0.046 -0.901 0.074 0.301 0.491

ACP1-3 0.8088 0.8248 0.9222 0.4873 0.758 -0.151 -1.505 0.023 0.095 -0.424

ACPI-4 0.3030 0.0903 0.1353 0.6912 3.060 - 0.181 - -2.544 -

ACP1-5 - - - -

GDH1-1 - - - -

GDH1-2 0.2926 - 0.0995 0.8466 0.500 1.030 1.342 -0.500 3.811 0.642

GDH1-3 - - - -

Table 23: Assodations of genotypes with dimate conditions. Nested multinomial response models and

nested by-value effed models with regions and climate Fador 1 as predidor variables. Total

sampling area
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Table 23 (continued)

LOCUS

Allele

Models with Factor 1 within regions (R=S: Southwest Oregon, R=C: Central Oregon)

Significance levels of associations in model: Estimated parameters

F 1 (Region Reoion F 1 «*S) F 1 fltt) M< Jr=S> F 1 t IK) Region

Prob Prob Prob Prob 2 1 2 1 2 1

P P P P copies copy copies copy copies copy

IDH1-1 0.0960 0.1598 0.7706 0.0250 0.395 0.251 1.088 0.799 0.377 0.057

PGM1-1 0.0377 0.7916 0.6656 0.0093 1.033 0.924 1.750 1.360 -0.327 -0.401

PGM1-2 0.0170 0.4938 0.4081 0.0063 -0.635 - -1.359 « 0.309 -

PGM1-3 - - - -

PGM1-4 0.1496 0.5520 0.7090 0.0482 -1.010 -0.011 -1.689 -0.100 -0.508 0.159

AC01-1 0.7526 0.3283 0.6486 0.5938 0.126 0.249 0.102 -0.183 0.414 0.126

AC01-2 0.1525 0.1394 0.0617 0.5684 -1.056 -0.142 -0.314 -0.207 -0.557 -0.041

AC01-3 - - - -

AC01-4 0.1107 0.9566 0.0620 0.3751 0.254 0.668 0.333 0.197 0.011 0.053

SKD1-1 0.8095 0.3637 0.4679 0.9623 -2.916 -2.995 -0.116 -0.161 -2.380 •2.280

SKD1-2 0.7631 0.3870 0.4823 0.8216 2,920 -0.010 0.092 -0.157 2.378 0.078

SKD1-3 0.4178 0.8056 0.4817 0.2635 -0.693 - 0.692 - 0.124 -

SKD2-1 0.1083 0.1565 0.8663 0.0261 0.226 0.216 0.909 0.482 0.134 -0.219

FDP2-1 0.9889 0.0323 0.8903 0.9540 -0.142 - -0.017 - 1.224 -

UGP1-1 0.0330 0.1812 0.4003 0.0132 1.479 1.650 2.380 2.260 -1.208 -1.320

UGP1-2 - - - -

UGP1-3 0.1436 0.1939 0.4888 0.0664 -2.530 0.045 -2.770 0.176 -1.936 0.144

UGP2-1 0.6801 0.1000 0.8030 0.3936 -0.327 -0.364 -0.468 -0.534 -0.176 -0.513

UGP2-2 0.9464 0.8568 0.9513 0.7264 0.226 0.049 0.520 0.023 -0.136 0.077

UGP2-3 0.9174 0.5057 0.7203 0.8637 -1.441 -0.031 -0.949 -0.031 -0.991 -0.172

UGP2-4 0.0563 0.2766 0.2189 0.0394 3.116 - 1.910 - 2.056 -

UGP3-1 0.4000 0.6234 0.3158 0.4197 -0.373 -0.809 1.573 1.810 0.719 0.555

RJM2-1 0.7271 0.8608 0.4599 0.7813 -0.994 -0.917 -0.050 0.105 0.304 0.322

FUM2-2 0.9095 0.9339 0.9374 0.6464 0.197 -0.060 0.068 0.208 0.054 -0.054

FUM2-3 0.2183 - 0.0795 0.7081 7.106 3.262 0.744 -0.745 - -

ADH2-1 0.1822 0.0290 0.1728 0.2560 -0.574 -0.855 0.100 0.423 0.677 0.297

ADH2-2 0.1927 0.0227 0.1862 0.2560 0.584 -0.260 -0.100 0.323 -0.686 -0.400

ADH2-3 - - - -

PGI2-1 0.8227 0.1962 0.4928 0.9479 2.530 2.560 -0.022 -0.139 -0.696 -0.290

PGI2-2 - - - -

PGI2-3 0.5857 0.0214 0.4184 0.5194 -0.335 - -0.413 - 0.926 -

PGI2-4 - - - -

MDH1-1 - - - -

MDH1-2 0.1915 0.6227 0.3010 0.1350 1.377 - -1.127 - -0.479 -

MDH1-3 - - - -

MDH3-1 0.3156 0.6156 0.2556 0.3666 -0.781 -0.329 -0.667 -0.421 0.516 0.527

MDH3-2 0.0998 0.3879 0.1331 0.1533 2.761 0.533 0.704 0.601 -1.720 -0.159

MDH3-3 - - - -

MDH3-4 0.8841 0.9555 0.8075 0.6922 -1.000 -0.216 0.835 -0.327 0.198 0.093

MDH4-1

area by several populations that had differentiated elsewhere). In the first two models, selection

brings about differentiation while the last two imply stochastic processes. Real situations in

nature will probably constitute combinations of two or more types.

Since statistical heterogeneity of values and geographic pattern are potentially independent,
various outcomes from spatial autocorrelation analysis are possible. SOKAL and ODEN

(1978b) discussed the implications of the various possible outcomes. Two outcomes are of par¬
ticular importance:

A) Significant geographic heterogeneity accompanied by significant spatial patterns is

the most common combination in geographic variation analysis. Three major situations

could lead to such an outcome:

1) Migration will cause similarity between neighboring demes whereas distant demes differ

for the variable studied

2) Occurrence of frequent local extinction followed by recolonization from neighboring
colonies will cause similarity between neighboring demes
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3) Demes track the environment closely, responding by adaptation, while the selective

agents are patterned in space, either as small patches or arranged as gradients

The patterns may further be classified regarding their similarity among the different variables:

I) Similar surface pattems: If pattems of variation in allele frequencies are very similar, their

correlograms would by necessity be similar. SOKAL and WARTENBERG (1981) list three

biological reasons for pattem similarity:

1) Functional associations between the variables in question

2) Migration with alleles studied tightly linked or diffusion between populations differing for

the variables in question. If populations differ initially in many of their characteristics,
diffusion patterns based on dispersal and migration of individuals from these populations
will necessarily affect not just one but all the properties of these populations. Hence, this

property will result in correlations between variables in which initial populations differ

3) The similar variables track the same environmentalpattems

II) Dissimilar surface patterns among variables are explained by these authors as due to:

1) Random processes such as genetic drift

2) Migration at different rates from differing source populations

3) The tracking of different environments by different variables. Dissimilar patterns typi¬
cally yield dissimilar correlograms, reflecting their different origin.

For the interpretation of patterns, a subtle but important distinction must be made between the

variation pattem itself and its summarization by means of a correlogram (SOKAL and ODEN,
1978b). Similar pattems should yield similar correlograms. However, similar correlograms do

not necessarily mean parallel pattems. Correlograms summarize the relationship among values

of the space, but identical relationships may be realized from quite different patterns. It is easily
seen, for example, that a north-south cline and a west-east cline would result in the same corre¬

logram while the two variation pattems cleariy differ. Spatial correlograms thus describe the

underlying spatial relationships of a surface; they probably are closer guides to some processes
that have generated the surface than the surface itself. Consequently, while identical variation

patterns will result in identical correlograms, different variation patterns may or may not yield
different correlograms. Conversely, different correlograms must be based on different pattems,
but identical correlograms may result from identical or different patterns.

When allele frequencies in a given area show the same variation pattern and therefore identi¬

cal correlograms, it would suggest a common response to selective agents that differ over the

area. Different variation patterns yielding the same correlograms should occur in populations
where migration strongly affects geographic variation of allele frequencies. Since a migrant in¬

dividual must carry all its genes with it, autocorrelation should be the same for all loci and cor¬

relograms should resemble each other strongly. Different geographic variation pattems associ¬

ated with different correlograms should most likely be found in populations in which differential

selection among the loci predominates. Autocorrelation may, however, also differ among loci

for historical reasons, such as invasion by populations differing in allele frequencies at some

loci but not at others.

B) Significant geographic heterogeneities in the absence of pattems, as a second combi¬

nation, could occur in at least three situations:

1) Random processes such as genetic drift determines the character

2) Occurrence of frequent local extinction followed by establishment of new colonies by
nearby founders
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3) selective agents are either unpattemed or patterned such that the pattems are com¬

posed of components smaller than average intertocality distance or greater than the dis¬

tance classes.

Results reported in section 4.2 uncovered significant heterogeneities in allele frequencies

among localities for several alleles and at different levels of sampling. As regards the total

sampling area, significant geographic heterogeneities in allele frequencies were found between

the two regions for 16 loci. With only two exceptions (Pgi-1, Mdh-1), one to three alleles at all

these loci showed significant spatial pattems in the allele frequency surface over the total area.

Moreover, considerable heterogeneity was found among the seed zones within the total sam¬

pling area. A high subpopulation differentiation was found for most of the loci exhibiting spatial
structures. Hence, significant heterogeneities of allele frequencies are combined with signifi¬
cant spatial patterns for most of the alleles in question. According to SOKAL and ODEN

(1978b), these combination may be due to three possible causes i.e. migration, local extinction

or adaptation to the environment.

While frequent local extinction and recolonization seem rather unlikely due to the short immi¬

gration history of the species in the area, migration and adaptation are both possible explana¬
tions. Theoretically, migration may have come about from different sources at different rates

during colonization. In this case, different variation pattems yielding similar correlograms would

be expected. In other words, if migration was a major force in generating the pattems, a close

resemblance among the correlograms would be expected. Since different variation pattems
seem to be associated with quite different correlograms for many of the alleles in question, the

observed patterns are more likely to be a result of differential selection i.e. of different alleles

responding differently to the environment than the result of migration processes. It must be

emphasized, however, that comparisons between spatial structures are not easily made, as

there is no test available for the differences between correlograms (SOKAL and WARTEN-

BERG, 1983). Consequently, correlograms can only be compared visually. Visual inspections
of correlograms lead to the conclusion that correlograms differed substantially among the dif¬

ferent alleles. A second valid explanation for the observed patterns would be a difference in the

evolutionary history of the past. Observed differences in pattems could be the result of a colo¬

nization of the area (maybe the different regions) by populations (races) which differed in the

frequencies of the alleles in question, but had similar frequencies for the other alleles.

If adaptation were a major force in generating the observed patterns, similar spatial structures

should be found within each of the two regions as well as over the total sampling area since

climate not only varies within but also differs substantially between the two regions. If, on the

other hand, a different evolutionary history were responsible for the observed spatial structures,
the patterns in the two regions are not expected to be similar.

Southwest Oregon showed distinct patterns for several allele frequencies combined with clearly
differing correlograms. Since migration from different sources, as a possible explanation, is

less probable (but not excluded) in this relatively small area, adaptation to the environment

seems to be the most likely explanation for the observed patterns. Participation of historical

events may not be ruled out completely, however. Most of the patterned alleles within South¬

west Oregon were identical to the ones exhibiting a spatial structure over the total sampling
area, arguing in favor of adaptation as a major force. Allele frequencies exhibiting spatial struc¬

tures within Southwest Oregon but lacking such a structure over the total area are likely candi¬

dates for a historically caused pattem of variation.

In contrast, Central Oregon showed an extensive geographic differentiation of most allele fre¬

quencies but spatial patterning was scarce. Most allele frequencies seemed to vary randomly.
Of the three possible situations leading to significant geographic heterogeneities in allele fre¬

quencies combined with a lack of spatial patteming (SOKAL and ODEN, 1978b), genetic drift

and frequent local extinction followed by new recolonizations do not seem very likely. Extended

population size combined with gene flow should prevent genetic drift while local extinction

seem unlikely regarding the short immigration history in the area. Hence, the lack of geo¬

graphic pattems is most likely caused by the spatial structure of the selective agents or by the

methodological limitations to detect the pattems. Two possible explanations may be considered

to explain the lack of spatial pattems. Selective agents are either unpattemed or patterned
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such that the pattems are composed by components smaller than average intertocality distance

or greater than the distance classes used for the analysis.

Climate conditions vary substantially among and within the regions. Climate, however, is only
weakly associated with geographic location. The Mantel test of matrix associations clearly
showed that climate distance and geographic distance are only weakly correlated, sharing
about 13% to 15% of variance only. Since elevation largely influences temperature and precipi¬
tation, and since elevation varies substantially over quite small distances, especially in Central

Oregon, climate conditions tend to vary locally and in relation to local topography. In Central

Oregon, the same climate conditions tend to occur again in different geographic locations over

the area and patchy structures are scarce (Figure 27, p. 123). Southwest Oregon, on the other

hand, is characterized by a rather patchy spatial arrangement of climatic conditions i.e. geo¬

graphically adjoining areas are characterized by similar climatic conditions over rather large
distances. Climatic properties of the eight groups shown in Figure 27, p. 123 will be described

in detail in a later section.

Therefore, lack of patterns in Central Oregon is very likely a reflection of this rather fine¬

grained structure of climate conditions and of the methodological limitations for detecting such

variation pattems. Consequently, the results of spatial autocorrelation within Central Oregon do

not necessarily argue against adaptation as a likely explanation for the observed pattem. Se¬

lection and adaptation to climate conditions, which seem to be a plausible explanation for the

patterns found within Southwest Oregon, apparently do not produce clear spatial pattems of

variation within Central Oregon, because the selective agents are not pattemed in gradients or

in distinct patches of detectable size as is the case within Southwest Oregon.

In the overall analysis, 18 out of 26 alleles were characterized by a ciinal variation pattem. In a

regular gradient such as a cline there will be strong positive autocorrelation in the shorter dis¬

tance classes, since near neighbors resemble each other. High positive autocorrelations can
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also be expected, however, if the study area is divided into two large contiguous patches each

comprising numerous localities with homogeneous high values assigned to one patch while

homogeneous low values are assigned to the other patch. In such a case, the number of tree

pairs falling within one patch may exceed the number of trees falling into different patches thus

producing a ciinal pattern in the correlogram which in fact is a result of two big patches differing
in the character studied. This latter is indeed the case in our situation. Thus, ciinal variation pat¬
tems in the correlograms are the consequence of relatively similar frequencies within the re¬

gions relative to the overall variation, if both regions are combined. Consequently, alleles with

ciinal variation pattems primarily reflect an existing regional difference in the allele frequencies.
Patch sizes which equal the size of the two regions support this assumption.

Significant positive autocorrelations in the first distance class i.e. trees which deviate in their al¬

lelic structure from the mean in the same direction within a rather short distance, were manifest

for several alleles. Since individuals were sampled between 8 and 30 km apart, it is highly un¬

likely that these similarities in allele frequencies are due to relationships among individuals. In¬

dividuals, however, could be more similar within shorter distances because they may have

been derived from the same founder at the same point in time. Alternatively, similarities in alle¬

lic structure may be the result of environmental conditions, being rather identical in the nearest

neighborhood, which in tum could favor small scale patchy genetic structures as a result of ad¬

aptation to these conditions. In the latter case, alleles exhibiting such spatial structures are

likely candidates for adaptive markers. Based on autocorrelation analysis, Mnr1-1, Mnr1-2,

Mnr2-1, Mnr2-2, Lap2-1, Lap2-2, Pep1-1, Pep3-1, Got1-3, G6p2-1, G6p2-3, Acp1-2, Acp1-4,
Gdh1-1, Gdh1-2, Idh1-1, Pgm1-1, Aco1-3, Skd1-3, Skd2-1, Skd2-2, Fum1-3, Adh2-1, Adh2-2

and Pgi2-3 are therefore likely candidates for adaptive markers.

No departures from random spatial arrangement were detected using Mantel test statistics. As¬

sociations among genetic and geographic distance were mostly not significant, suggesting that

allele frequencies vary randomly over geographic space. Moreover, results did not reveal any
substantial association between genetic and climatic variation. These results cleariy contrast

with the conclusions reached from spatial autocorrelation analysis. Several reasons may be re¬

sponsible for these contrasting results. First of all, the two precedures are testing different pat¬
terns and results are therefore not entirely comparable. While spatial autocorrelation analysis is

looking for clustering of single-locus genotypes in two dimensional space, Mantel test statistics

are looking for associations between average genetic distance between 2 locations (over many
loci) and spatial or climatic distance. Distance measures condense information into a compos¬
ite index by summarizing and averaging over many variables. As may be seen from the results

of spatial autocorrelation analysis, pattems of variation differ among alleles and among loci;
such differences cannot be portrayed by a composite index. Moreover, performance of Mantel

test statistic strongly depends on the pattems and on the geographic distance model used in

the analysis (SOKAL, 1979a). If, for example, the nature of the process is a first order one i.e.

only near neighbors affect the values of the variable at a given locality, then only a near-neigh¬
bor adjacency matrix will lead to significant associations. However, if the process works on a

continuous surface between all pairs of localities, an ordinary geographic distance matrix

should be used. If the observed pattem is characterized by low order, short distance positive
spatial autocorrelation and a continuous distance matrix is used, a poor association between

the two matrices will result since the pattem is far too complex to be a simple function of geo¬

graphic distance. Furthermore, it appears, that Mantel test statistics is a far more conservative

test than spatial correlograms. SOKAL et al. (1980), investigating geographic variation pattems
of various traits in Pemphigus populicaulis with autocorrelation as well as Mantel test statistics,
found that only a few of the spatial patterns resulting from correlograms yielded a significant
Mantel test. The same conclusion was reached by JONES et al. (1980) in a study of patterns of

morphological and molecular polymorphism in Cepaea nemoralis in Britain. Our results support
this conclusion. Visual inspection of variation patterns, as well as results from autocorrelation

analysis, clearly demonstrated the existence of distinct spatial structures for several alleles at

many loci. Results of matrix comparisons, on the other hand, did not reveal any significant as¬

sociations among genetic variation and geographic location. Not even the comparisons focus¬

ing on the 15 loci with clear spatial variation pattem produced any significant Mantel test statis¬

tic. It may be speculated that the observed patterns of variation are too complex to be reflected

in Mantel test statistics.
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It thus appears that spatial autocorrelation is better suited as a test for randomness of variation

patterns and for describing geographic surfaces of allele frequency variation than matrix com¬

parisons. Spatial autocorrelation analysis is able to uncover pattems of variation which remain

undetected in Mantel test statistics. In spite of these limitations, matrix comparisons have the

advantage of relating genetic variation to environmental variation. Even if the test is not very

sensitive, the significant results seem to confirm a relationship between genetic variation and

temperature. However, due to the low sensitivity, the amount of association is most likely un¬

derestimated.

Multinomial response models are looking for relationships between allelic makeup and climate

at source locations. Consequently, results of multionomial response models may differ from re¬

sults obtained by spatial autocorrelation analysis, since the former is relating allele frequencies
to climate and the latter to spatial patterns. To the extent that climate and spatial pattems do

not coincide, the results of the two analyses can be quite different. In Southwest Oregon, spa¬
tial clustering has been found for several alleles but only one allele appeared to be associated

with climate (Factor 1). In Central Oregon, on the other hand, no clustering of alleles could be

observed, while frequencies of several alleles appeared to be associated with climate (Factor
1). In Southwest Oregon, the spatial clustering of alleles coincides with the pattemed distribu¬

tion of environments. This coincidence may be interpreted as evidence for adaptation to the

environments. If the clustering of alleles were in fact a response of the environmental cluster¬

ing, then the frequencies of such alleles are expected to be associated with climate conditions.

Since no such significant associations were found in the response models, no final conclusion

can be drawn, however. As has been shown earlier, the range of climate variation in Southwest

Oregon is less than that in Central Oregon. Associations between allele frequencies and cli¬

mate may thus be more difficult to detect in Southwest Oregon. Alternatively, clustering of al¬

leles may have been caused by other forces than differential selection.

In contrast, the significant multinomial response equations in Central Oregon and their consis¬

tency (regarding signs and magnitudes of parameters) with Southwest Oregon are compelling
evidence that allozyme pattems of variation are partly the result of selection. Because climates

are not spatially clustered in Central Oregon, clustering of alleles are not expected. Hence,

lacking spatial structures do not argue against adaption to climate conditions. On the contrary,
since climates are not spatially structured, the observed associations between allele frequen¬
cies and climate are hard to explain with other factors than selection.

Based on multinomial response models, associations between climate conditions and genotypic
frequencies of single alleles may be postulated for several alleles at many loci. It appears that

ponderosa pine is primarily adapted to temperature conditions at source location since all sig¬
nificant associations were dominated by climate Factor 1. No associations were found among

genotypic frequencies and climate Factor 2. This result may be interpreted as a lack of adapta¬
tion of ponderosa pine to the water balance of the site. Alternatively, an existing adaptation to

hydrological site conditions may not be reflected by the marker genes used in the analysis. A

dominating influence of temperature was also reflected in the results of Mantel test statistics.

Even if correlations between genetic and climatic distance were weak, correlations with Factor

1 were significant, but non significant with Factor 2.

Results from multinomial response models indicate associations between genotypic frequen¬
cies and temperature for alleles at Mnr-2, Pep-3, Mpi-1, ldh-1, Pgm-1, Aco-1, Skd-2, Ugp-1,
Ugp2 and Mdh-3. It has been shown with nested models, that some of the associations found in

the former analyses were most likely caused by indirect effects. Since climate differences

among the regions may parallel other regional differences unrelated to climate, some of the as¬

sociation may in fact not be due to adaptation to temperature itself but may be caused by such

parallel effects. Results from nested models suggest, that Mnr-1, Acp-1, Adh-2, Lap-2 and Fdp-
2 are likely candidates for such indirect effects. Differentiation found at these loci most likely is

due to other effects such as historical events. Unfortunately, effects may not be separated
completely because climate has a strong regional effect such that all other regional effects may
mimic adaptation to climate conditions.
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5.5 Summary

Several alleles at many loci show spatial variation patterns which cleariy deviate from random

spatial arrangement. Significant heterogeneities of allele frequencies, significant spatial pat¬
terns and observed associations between genotypic frequencies and climate for the same al¬

leles suggest that adaptation to the environment is the most likely cause for the observed

variation pattems. Although other causes can not be ruled out, pattems are most likely the re¬

sult of differential selection for most of the alleles which exhibit a spatial pattern. Associations

of allele frequencies with temperature could be confirmed by results from the various analyses
using different analytical tools. Temperature seems to be an important selective agent respon¬
sible for adaptation. Genetic structure, on the other hand, seems unrelated to water balance of

the site. Lack of adaptation of ponderosa pine to hydrological conditions or the inability of the

marker genes to portray adaptation to water regime may be plausible explanations for these

findings. Results do not allow a final conclusion about the adaptivness of alleles, however,
since climate effects cannot be separated from other effects. Nested multinomial response
models suggest that some of the associations among genotypic frequencies and temperature
are most likely caused by indirect effects. According to the results from nested response mod¬

els, Mnr-2, Pep-3, Mpi-1, ldh-1, Pgm-1, Aco-1, Skd-2, Ugp-1, Ugp-2 and Mdh-3 are most likely
associated with temperature at source location. Associations of Mnr-1, Acp-1, Adh-2, Lap-2 and

Fdp-2 with climate conditions, however, are most likely caused by other than climate effects.

Such effects are indirectly related to climate conditions and thus mimic associations with tem¬

perature conditions, although temperature and genotypic frequencies are in fact not associated.
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6. Multivariate patterns of variation based on allozyme scores and as¬

sociations with climate conditions

Multivariate patterns of allozyme variation and possible associations of multilocus genetic
structures with habitat conditions may be investigated using different multivariate statistical

techniques, which provide a way of handling genetic variants at all 31 loci at the same time.

Multivariate techniques offer a means of detecting and quantifying truly multivariate genetic

pattems that arise from the correlation structure of the complete genetic data set of all 71 al¬

lozyme variables. When geographic pattems of more than one variable are available, one ap¬

proach to summarize the multivariate information is to combine the information into few syn¬

thetic variables derived by a linear combination of the original variables, possibly without any

loss of information. Numerous methods of ordination may be applied for this purpose. The re¬

duced set of variables may then be regressed against location variables, obtaining different

trend-surfaces of the response variables which illustrate the variation pattern of the multivariate

data set. Likewise, derived linear combinations of the original variables may be regressed
against environmental variables in order to assess associations between genotypes and envi¬

ronment. Instead of this two-step, indirect analysis (TER BRAAK, 1986), ordination and regres¬
sion may be jointly applied in one analysis, summarizing the multivariate information of the re¬

sponse and predictor data sets into few synthetic variables (variates) and at the same time ob¬

taining the best possible correlations among the variates of the response and the predictor data

sets. This direct analysis may be achieved by canonical correlation analysis (also called ca¬

nonical variate analysis). All methods described above generally assume continuity of the geo¬

graphically distributed variables but in practice they can be applied to discontinuous distribu¬

tions as well.

A different set of techniques is based on the philosophy of categorization. These methods

search for homogeneous sets or clusters of samples either within the multivariate data sets of

the response or of the predictor variables and may help in the establishment of artificial

boundaries between discontinuous groups. Various multiple comparison methods or cluster

analyses may be used to find such homogeneous sets of samples. Sets of samples derived

from these methods may further be evaluated by discriminant analysis, in order to either de¬

scribe differences among clusters in the multivariate data set or to derive functions which may
be used to classify samples into the respective subsets based on their multivariate data set.

These methods generally assume discontinuity of the geographically distributed variables but

may also be applied to distinguish patterns within continuous distributions.

The various techniques all assume the existence of a "pattern" whether this be one of uniform

change or a patchy distribution of differing homogeneous subsets of samples. The existence of

patterns for several allele frequencies in the sampling area was shown in sections 4 and 5.

Multivariate techniques will be used to further describe patterns on a multilocus level and to in¬

vestigate associations between multilocus variables and environment. If such associations ex¬

ist, environmentally related multilocus response surfaces may then be developed and used to

illustrate patterns of adaptation. The response surfaces may also be used to illustrate relative

seed transfer-risk among locations within the sampling area. Response variates may be scaled

to represent certain degrees of relative transfer risks, thus producing contour maps which can

serve as guidelines for the safe movement of genotypes in reforestation programs. Hence, the

two main objectives that will be adressed in this section are:

1) to determine whether multilocus patterns of allozyme variation are associated with environ¬

ments over the entire sampling area as well as within both regions

2) if 1) is true, to use these adaptive patterns to assess transfer-risks and to develop seed

transfer guidelines.

In order to base results and interpretations on safe grounds, associations between genotypes
and environment are examined using different multivariate techniques. Because every tech¬

nique has its limitations or makes certain assumptions which may not be met by the data, this

approach helps to add more certainty to results and interpretations.
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6.1 Associations of multilocus genotypes with climate conditions, inferred by
cluster and discriminant analysis

If multilocus genetic structure of ponderosa pine in Oregon were associated with habitat condi¬

tions, then similar multilocus genotypes should be found in similar environments. In order to

analyze associations between genotypes and environment, cluster analysis may be used to find

homogeneous sets of either similar genotypes or similar habitat conditions, accompanied by
discriminant analysis which is used to describe differences among the homogeneous sets in

terms of the opposite data set. Samples can be grouped into clusters of genetically similar in¬

dividuals, based on their multilocus genotypes, and variation in environmental conditions ana¬

lyzed in terms of within- to among-group variance, using discriminant analysis. Associations be¬

tween the multilocus genetic structures and environmental conditions may be estimated based

on the proportion of variation associated with group differences. Alternatively, locations of

sample trees may be categorized according to their similarity in habitat conditions and differ¬

ences in multilocus genetic variance among-groups investigated. Genetic variants may then be

described in terms of their association with differences in habitat conditions

Ten subsets of individuals with similar multilocus genotypes were formed by cluster analysis
based on all 71 allozyme variables. A complete linkage algorithm was used to fuse individuals

to clusters based on either genetic distance by GREGORIUS (1974), genetic distance by NEI

(1978) or Euclidean distance among all pairs of individuals. Complete linkage algorithm mini¬

mizes dissimilarities between neighbors thus producing very homogeneous clusters of geneti¬
cally similar individuals.

Figure 28, p. 128, depicts the geographic distribution of the 10 groups based on among sample
Euclidean distance and Table 24 lists the number of individuals and the regional distribution

found for each subset. Similar multilocus genotypes occurred all over the sampling area. With

one exception, patchy geographic distributions were not apparent. Several subsets of geno¬

types occurred in both regions at about similar frequencies while other genotypes were more

frequent in one of the regions. One subset (group 7) was found exclusively within Southwest

Oregon, located only in the southwestern comer of the sampling area. This part of the area

(seed zone 90), has already been shown to be genetically distinct in former analyses. Similar

geographic distributions were observed for cluster analyses based on genetic distance by NEI

(1978) or by GREGORIUS (1974).

To test for associations of multilocus genotypes with habitat conditions, a number of descriptive
discriminant analyses were performed on the subsets of similar genotypes which were revealed

by cluster analysis. Climate Factor 1 and Factor 2, second order terms and cross-products were

used as discriminating variables in the analyses. However, adding second order terms and

cross-products did not improve nor change the results in any of the analyses and these terms

were dropped from subsequent analyses. Significance levels of the discriminating variables

were estimated using covariance-controlled partial F -ratios for each variable. In partial F - ra¬

tios, the variance which is already explained by the other variables is partitioned out of the

variable of interest such that the F - ratio indicates the significance of the respective variable as

discriminator after the impact of other variables has been removed.

Results for the 10 subsets formed by cluster analyses on genetic distance by GREGORIUS

(1974) and on Euclidean distance are furnished in Table 25, p. 130 for the total sampling area

and the two regions separately. Results involving genetic distance by NEI (1978) are not shown

GROUP 1 2 3 4 5 6 7 8 9 10 TOTAL

REGION ^^^*~*-~--^
SOUTHUEST N 61 19 54 54 11 3 10 15 4 5 236

X 56.48 22.35 48.21 58.06 47.66 13.64 100.00 93.75 66.67 38.12 48.36

CASCADES N 47 66 58 39 12 19 0 1 2 8 252

% 43.52 77.65 51.79 41.94 52.17 86.36 0.00 6.25 33.33 61.54 51.64

Tab/e 24: Groups of similar genotypes and respedive frequencies for the two regions
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TOTAL SAMPLING AREA

Genetic distance by GREGORIUS Ol loci] Euclidean distance [31 loci]

Climate

variables

CAN 1 CAN 2 F-ratio CAN 1 CAN 2 F-ratio

struc. Xred. struc. Xred. Prob. p struc. Xred. struc. Xred. Prob. p

PCA - Factor 1 0.9314 7.43 0.3638 0.16 0.0001 0.9528 12.02 -0.3034 0.07 0.0001

PCA - Factor 2 -0.3638 1.13 0.9314 1.05 0.0372 0.3034 1.22 0.9528 0.67 0.1247

Eigenvalue 0.1177 0.0257 0.1774 0.0207

Percent variarc 82.06 17.94 89.55 10.45

Can. correlatio 0.2927 0.1102 0.3638 0.0861

r square 0.0857 0.0121 0.1324 0.0074

Significance 0.0001 0.2471 0.0001 0.4065

SOUTHUEST OREGON

Genetic distance by GREGORIUS (31 loci] Euclidean distance 131 loci]

Climate

variables

CAN 1 CAN 2 F-ratio CAN 1 CAN 2 F-ratio

struc. Xred. struc. Xred. Prob. p struc. X red. struc. Xred. Prob. p

PCA - Factor 1 0.7877 3.25 0.6160 1.33 0.4753 0.8831 5.71 -0.4691 1.12 0.1667

PCA - Factor 2 -0.5244 1.44 0.8514 2.53 0.5593 0.5646 2.33 0.8253 3.46 0.3168

Eigenvalue 0.0557 0.0363 0.0790 0.0535

Percent van'arc 60.56 39.44 59.61 40.39

Can. correlatio 0.2296 0.1870 0.2706 0.2254

r square 0.0527 0.0350 0.0732 0.0508

Significance 0.5684 0.5932 0.1781 0.3025

CENTRAL OREGON

Genetic distance by GREGORIUS 01 loci] Euclidean distance Ol loci]

Climate

variables

CAN 1 CAN 2 F-ratio CAN 1 CAN 2 F-ratio

struc. Xred. struc. X red. Prob. p struc. Xred. struc. Xred. Prob. p

PCA - Factor 1 0.7239 2.13 0.6898 1.11 0.1035 0.9275 10.48 -0.3737 0.38 0.0001

PCA • Factor 2 -0.7914 2.54 0.6112 0.87 0.1915 0.2466 0.74 0.9690 2.55 0.0970

Eigenvalue 0.0868 0.0438 0.1856 0.0528

Percent van'arc 66.47 33.53 77.84 22.16

Can. correlatio 0.2014 0.1524 0.3491 0.1649

r square 0.0406 0.0232 0.1219 0.0272

Significance 0.0796 0.3286 0.0002 0.1979

CANONICAL DISCRIMINANT ANALYSIS CN GROUPS OF INDIVIDUALS UITH SIMILAR GENOTYPES:

- Grouping variables:

10 clusters of similar genotyi
- genetic distance by GREGORII

- Euclidean distance:

Des formed by compl
JS (= proportion of

ste linkage cluster analysis
alleles not shared by each c

on among sample matrix of:

ther), 31 loci

EDjk"Vj-i(Xir
with: x=allele-frequercies, petotal nutter of alleles [N=71], j and k=jth and kth individual

- Discriminating variables:

First and second principal component scores (Factor 1 and Factor 2) from climate data set. Factor 1 re¬

presents temperature regime. Factor 2 water balance of the site

- struc: structure coefficients:

simple bivariate correlations between variables and the canonical functions

- X red: redundancy: Proportion of variation in respectiv variable contributing to group differences

- F-ratio: covariance controlled partial F-ratio and associated level of significance for dicriminating
variables

Table 25: Assoaation of genotypes with dimate: Canonical discriminant analysis on groups of similar

genotypes using climate variables as discriminators. Groups of similar genotypes formed by
complete linkage duster analysis of genetic distance among individuals [genetic distance by
GREGORIUS (1974), Euclidean distance]. Discriminating variables: Climate Factor 1 and

Factor 2
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because they were very similar to results involving genetic distance by GREGORIUS (1974).
The 10 subsets used for the analyses within the two regions were formed based on the regional

samples only.

The first variate generated by canonical discriminant analyses performed on the total sampling
area was highly significant (p < 0.0001) for both methods of group formation. The variates ac¬

counted for 82% or 89% of total variance in climate variables. Canonical R2, however, indi¬

cated that only 8.6% (GREGROIUS distance) or 13.2% (Euclidean distance) of the variation in

the first canonical function were explained by differences in group means. Thus, the maximum

among-group variance of climate variables was small compared to the variance found within

the groups. It may be concluded from this result that similar multilocus genotypes are growing
under highly variable habitat conditions. Based on the ratio of among to within-group variance,

only 8% to 13% of all similar genotypes were found in similar habitats.

Structure coefficients, redundancies and significance levels of F - ratios showed a significant
contribution of climate Factor 1 to group separation. However, the proportion of variance in

climate Factor 1 associated with group differences was only 7.4% (GREGORIUS distance) or

12% for the subsets based on Euclidean distance. Climate Factor 2 did not contribute to differ¬

ences among the subsets. Although significant (p = 0.037) in the analysis involving subsets

based on GREGORIUS distance, contribution of climate Factor 2 was very low in both analyses
(1.1% or 1.2%). Hence, multilocus genotypes were significantly but only weakly associated with

temperature. Of all similar genotypes (Euclidean distance), 12% grew under similar tempera¬
ture conditions while no associations were found with moisture characteristics of the site.

Discriminant analysis, performed on the samples from Southwest Oregon only, produced no

significant canonical variates for both methods of group formation, suggesting that genotypes
are not associated with habitat conditions (Table 25, p. 130). Even if the small sample size (N =

189) is partly responsible for the lack of significance, resulting correlation coefficients (5% to

7%) and redundancies (1.4% to 5.7%) clearly indicated only weak associations.

The first variate from discriminant analyses performed on the Central Oregon sample was

highly significant (p = 0.0002) for the groups based on Euclidean distance while it was not sig¬
nificant for the groups based on GREGORIUS (1974) distance (Table 25, p. 130). Canonical R2
of the significant variate, which accounted for 78% of climate variance, indicated that 12.2% of

the variation of the first variate was associated with differences among the groups. Structure

coefficients, redundancies and F - ratios showed a significant (p < 0.0001), but weak associa¬

tion among multilocus genotypes and climate Factor 1. Ten percent of similar genotypes were

growing under similar temperature conditions, while no significant association was found with

climate Factor 2.

Climate conditions vary considerably within the sampling area. Similar climate conditions tend

do reoccur over the area in different locations and at different elevations. Figure 29, p. 132 il¬

lustrates climate conditions of the seed zones, plotted as seed zone mean values of both cli¬

mate factors. The axis of climate Factor 1, depicting temperature regime, clearly separates the

two regions. Axis 2, illustrating hydrological conditions, separates areas with wetter conditions

from drier habitats. It can be seen that 8 to 10 types of specific habitat conditions, encompass¬

ing 2 to 8 seed zones each, emerge when both factors are combined. Similar habitat conditions

occur again at different locations within the sampling area. For example, cool and dry condi¬

tions (aggregate number 4) are found in the northern as well as in the southern parts of Central

Oregon.

A similar but even more complex picture of climate conditions within the sampling area

emerges from complete linkage cluster analysis, grouping similar climate conditions based on

climate factors Factor 1 and Factor 2 into 8 homogeneous groups of habitat conditions. While

Southwest Oregon is characterized by a patchy structure of 3 geographically distinct habitats,
conditions are more variable within Central Oregon (Figure 30, p. 133). Climate conditions vary

on quite small geographic distances and similar conditions re-occur over the area, especially in

the Cascade Mountains of Central Oregon. Climate becomes more homogeneous in the high
desert country to the east. Table 26, p. 134 characterizes the habitat conditions of the 8 habi¬

tats. The 3 groups found within Southwest Oregon (1, 7, 8) are all characterized by mild winter
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PUTT OF SEE) ZONE MEANS OF CUMATE BOOR 1 AND rWCTOR 2

-2-10 1 2

CLIMATE FACTOR!

Figure 29: Plot of seed zone means of dimate Factor 1 and Factor 2. Negative values on Factor 1 mean

cold, positive values mean warmer temperatures. Negative values on Factor 2 mean dry,

positive values mean moist habitat conditions

temperatures, a high average yearly temperature between 8.3 and 10.8 degrees Celsius, hot

summers and low precipitation in July. The area towards the coast (7) is warm and wet (espe¬
cially in winter), the central part (8) is warm and relatively dry (especially in summer) and the

eastern part (1) is somewhat cool and wet. The area of seed zones 661 and 662 has warm and

wet climate (7), showing similar conditions as found towards the coast in Southwest Oregon.
High elevation locations in the Cascades are characterized by cold and wet conditions (5, 6)
with exceptions in the southern part. The high desert has cold climate and is divided into a

group with moderately moist (3) and a group (2) with dry habitat conditions.

If associations among multilocus genotypes and habitat conditions exist, then different geno¬

typic structures should be found among the trees growing in different habitat conditions. In or¬

der to test for such differences and to describe eventual differences, descriptive discriminant

analyses was performed on the 8 groups of habitats using genotypic scores as discriminating
variables. Results are presented in Table 27, p. 135 for the total sampling area as well as for

the two regions separately.

The first variate generated by canonical discriminant analysis performed on total sampling area

was highly significant (p < 0.0001), accounting for 47% of total variation in scores of 45 al¬

lozyme variables. Variables with structure coefficients < 0.10 were dropped from the analysis in

order to improve the ratio of samples to variables. Canonical R2 indicated that 32.8% of varia¬

tion in the first canonical variate (representing 47% of total variance) could be accounted for by
differences in habitat conditions. The first variate was dominated by several alleles at different

loci. Highest redundancies, i.e., largest proportions of variation contributing to group differences

(in brackets) were apparent for Idh1-1 (7.25), Skd1-1 (4.95), Gdh1-1 (3.75), Fdp2-1 (3.30),

Pep3-1 (3.35), Gdh1-2 (3.25), Pgm1-1 (3.0), Lap2-1 (3.0), Acp1-2 (2.60), Pgm1-2 (2.60J, Mnr1-

1 (2.60), Mnr1-2 (2.50), Pep3-2 (2.45) and Mnr2-1 (2.40). Thus, canonical variate 1, explaining
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^\Groups
Cl'mate^-v

Variables ^y

Group 1 Group 2 Group 3 Group 4 Group5 Group 6 Group7 GroupS

PCA Factor 1 0.128 -0.763 -1.057 -0.373 -1.346 -1.097 1.342 1.064
PCA Factor 2 -0.105 -1.177 -0.080 1.311 2.242 1.062 1.053 -0.688
APJA 166 51 148 284 340 265 378 151
APJU 16 14 22 28 43 28 10 7
APYE 1111 436 1054 1954 2425 1777 2209 917
AVJA 0.05 -3.8 -3.6 -0.8 -2.64 -3.0 3.3 2.3
AVJU 17.1 15.9 14.6 15.7 13.21 14.1 18.7 19.0
AVYE 8.3 5.8 5.1 7.0 4.5 5.0 10.8 10.4
AVMIJA -4.4 -10.1 -9.4 -4.9 -7.5 -8.6 -0.6 -1.8
AVMIJU 8.1 4.9 4.4 7.5 4.7 4.1 9.8 9.4
AVMIYE 1.5 -2.3 -2.4 1.2 -1.5 -2.3 4.2 3.4
AVMAJA 4.6 2.4 2.2 3.0 1.9 2.3 8.4 7.2
AVMAJU 26.2 27.0 24.9 24.2 22.1 24.1 27.7 28.7
AVMAYE 14.5 13.0 12.5 13.1 11.0 12.3 16.9 16.9
Samples N 81 75 SO 22 14 32 58 79
Factor 1/Factor 2: Principal components from climate data set. Factor 1 represents a temperature, Factor 2
a water bilan effect.

AP: Average precipitation Dmfl JA: January
AV : Average daily temperature [Celsius] JU: July
AVMI: Average dai ly mininun temperature [Celsius] YE : annual
AVMA: Average dai ly maximum temperature [Celsius]

Table 26: Climatic characteristics of the 8 groups as shown in Figure 30, p. 133: Total sampling area

the single maximum among-group variance (32.8%) was dominated by the same loci which
showed highly significant heterogeneity among the two regions, which exhibited a spatial pat¬
tem and were related to temperature in the multinomial response models.

Plotting mean canonical scores of the seed zones for the first two canonical axis separated the
two areas completely on axis 1 (Figure 31, p. 136), reflecting either a real association with dif¬
ferences in climate conditions of the two regions or being, at least partly, a consequence of in¬
direct effects (such as a different evolutionary history) associated with the two regions.

Variation on axis 1 seemed to reflect associations with temperature while variation on axis 2,
although not significant (p = 0.35), showed a trend of association with moisture. On average,
positive values on axis 1 combined with positive values on axis 2 were associated with cold
and relatively moist climate since they predominated under such habitat conditions (Figure 29,
p. 132, aggregates 1, 2 and 5). Positive values on variate 1 combined with negative values on
variate 2 were associated with cold climate and drier habitat conditions (aggregates 2 and 4).
Negative values on axis 1 combined with positive values on axis 2 were related to mild and wet
habitat conditions (aggregates 6 and 7) while zero or negative values on axis 2 were associated
with drier habitats as found in aggregates 8 and 9. Exceptions of this trend were apparent for
seed zones 321, 703, 711, 722, 751, 681 and 690.

Derived linear discriminant functions used to predict group membership of individuals based on
their allozyme scores (45 variables), produced a reasonably high classification accuracy of
44.7% (Table 28, p. 137). Individuals could be assigned to their initial habitat groups with a
precision that was on average 32.2% higher than what might be expected by chance alone
(prior probabilities). Chance-corrected classification estimates which account for unequal group
size such as Tau statistics (KLECKA, 1980) or Kappa statistics (COHEN, 1960) showed an im¬
provement of 37% or 35% over chance. Classification rates differed between the groups, how¬
ever. High precision was reached for the habitats number 4, 5 and 6, which are characterized
by cold and moist conditions and which predominate in the high elevations of the Cascade
Range. Moderately high precision was reached for individuals growing in habitat number 7
which has mild and moist conditions; these conditions predominate towards the coast in South¬
west Oregon. Trees growing in habitats number 1, 2, 3 and 8 seemed genetically less distinct.
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tocus

Allele

TOTAL AREA SOUTHUEST CENTRAL OREGON

CAN 1 CAN 2 CAN 1 CAN 2 CAN 1 CAN 2

struc. X red. struc. X red. struc. X red. struc. X red. struc. X red. struc. X red.

MNRI-1 -0.2808 2.59

MNRt-2 0.2769 2.52 -0.1803 0.50

MNRI-3 0.1281 0.67

MNR2-1 0.2691 2.38 -0.1764 0.48 0.2424 1.16

MMR2-2 •0.2431 1.94 0.1320 0.27 -0.1581 0.49 -0.1373 0.37

LAP2-1 0.3028 3.01 0.1006 0.41

UP2-2 -0.1656 0.91

LAP2-3 -0.1168 0.45 0.1817 0.50 -0.1999 1.62

LAP3-2 0.1365 0.76

PEPt-1 0.1797 1.06 -0.2253 0.78

PEPT-2 -0.1257 0.53 0.1911 0.56

PEP2-1 0.1512 0.75

PEP2-2 -0.1175 0.45 0.1527 0.95

PEP3-1 -0.3182 3.33 -0.1706 0.50 -0.2938 1.70 0.2057 0.83

PEP3-2 0.2717 2.43 -0.2147 0.71 0.1420 0.40 -0.2061 0.83

PEP4-1 0.1150 0.43 -0.1319 0.27 0.2735 1.47 0.2201 0.96

MPI1-1 0.3064 1.85 0.3923 3.03

MPI2-1 -0.1512 0.75 0.1747 0.48

GOTt-1 0.1557 0.48 0.1039 0.21

G0T1-2 0.1485 0.72 0.1727 0.48 -0.3511 5.00 -0.2933 1.37

GOTt-3 -0.1984 0.78 -0.2134 0.90

GOT2-1 0.2550 2.64 -0.2689 1.24

GOT2-2 -0.2829 3.24 0.2957 1.50

GOT3-2 -0.1549 0.79 -0.1713 0.48

G0T3-3 0.1697 1.17 -0.1490 0.44 0.1240 0.30

G6P2-1 0.2030 1.35 -0.3351 1.72 -0.1197 0.58 -0.1485 0.44

G6P2-2 -0.1229 0.51 0.1161 0.21 0.1897 0.62

G6P2-3 -0.1689 0.94 0.3593 1.98 0.1731 0.60

ACP1-1 0.2003 1.35

ACP1-2 -0.2823 2.62 -0.1247 0.24

ACPI-4 0.1410 0.65 0.3775 2.18

GDH1-1 0.3373 3.74

GDH1-2 -0.3137 3.23

IDHt-1 -0.4693 7.25 -0.1240 0.62 0.3549 2.15 -0.2921 1.68

PGMt-1 -0.3029 3.01 0.1481 0.89 -0.3466 2.37

PGM1-2 0.2799 2.57 -0.1077 0.18 -0.3618 5.31 -0.2099 0.75 0.2303 1.05

ACOt-2 0.1112 0.41 0.2832 1.58

AC01-3 0.1041 0.36 0.2147 0.71

SKD1-1 -0.1897 1.18 0.1558 0.98 -0.2053 0.83 0.1954 0.75

SK01-2 0.1922 1.21 -0.1906 1.47 0.2725 1.46 -0.1081 0.23

SKD2-1 -0.3883 4.95 0.1067 0.46 0.2370 0.96 -0.2276 1.02 -0.1781 0.63

FDP2-1 -0.3177 3.32

UGPl-1 -0.1552 0.79 0.1431 0.83 -0.3970 3.11 0.3489 2.40

UGP1-2 0.1378 0.62 -0.1246 0.63 0.2707 1.44 -0.1582 0.49

UGP2-1 0.1021 0.34 0.1694 0.44 -0.1408 0.80

UGP3-1 0.2325 2.20 0.1027 0.18 -0.1587

FUM2-1 -0.1367 0.76

ADH2-1 -0.2205 1.61 0.1258 0.24 -0.2104 1.80 0.1133 0.22 0.1311 0.34

ADH2-2 0.2267 1.69 -0.1185 0.21 0.2211 2.00 -0.1256 0.27 -0.1311 0.34

PGI 2-1 0.1625 0.87

PGI2-2 0.1535 0.96

PGI2-3 -0.1355 0.61 0.1389 0.30 •0.1248 0.63 0.3454 2.04

MDH1-1 0.3222 4.20 -0.1747 0.60 -0.2084 0.86

MDH1-2 -0.1894 1.45 0.1967 0.66

MDH3-1 0.1533 0.77 -0.2575 1.01

M0H3-2 -0.1427 0.67 0.2495 0.95 0.1942 1.53 -0.2038 0.71

M0H3-3 -0.1084 0.39 -0.2028 1.67 0.1526 0.46

MDH4-1 6.2675 1.41 0.2258 6.74 -6.2447 2.84 0.2848 1.60

Eigenvalue 0.6674 0.1808 1.0482 0.4749 0.4461 0.2488

X variance 47.4 12.85 37.56 17.20 31.00 17.10
Can. corr 0.5732 0.3912 0.6367 0.4136 0.4440 0.4440

r square 0.3286 0.1530 0.4054 0.1711 0.1971 0.1971

Signif. 0.0001 0.3525 0.0005 0.3773 0.0533 1 0.6137

Table 27: Canonical discriminant analysis of groups of similar dimate with allozymes as discriminating
variables: Total sampling area, Southwest Oregon and Central Oregon. Only structure coef-

fidents greater than 0.10 are shown



136

CAN

GROUPING
DISCRININ

1.5:

ONICAL SCORES FROM CANONICAL DISCRrVUNANI

VAR 1 ABLE: 8 CLUSTERS FORMED BY COMPLETE LINKAGE
ATING VARIABLES: 45 ALLOZYME VARIABLES. NUUBERS REPRESEN

f ANALYSIS ON CUMATE GROUPS: TOTAL AREA

CLUSTER ANALYSIS ON CLIMATE FACTOR 1 / FACTOR 2
T SEED ZONE MEANS OF CANONICAL SCORES ON VARIATE 1 AND 2

1.0:

C
A

N
0.5^

V

A

R
1
A
T 0.0-
E

2

-0.5-

-i.o-

©

©

5 ©©
© ©

fiS (5M) ^ (#
"'

<®> ©
\tvy —

©2) © © ©
®n © ©

i
^ © @v-©

©njj
©

-2-10 1 2

CAN VARIATE 1

I S5?J1
I 51 }/^^^^^^M ^^^^853] V

^^891 VtOT
jjj 892^-Y\

g922 Ywjf

|§ X^1 / 930 li

^k 942j{^^p

861 V>

862 7 871 /

881 y
/ \ 7">1

/tin
.

JllSlli
Is / 261 / +52 ipwr

Yt 262 ( /462fl4M|
i

61
u /^Sl/^T^H

i

1 ^^^^^^7^^/

nu ^v \ K 471-' ^ ^fiBi
Y J / V-^72)J|jj
/62( S L ^HvSmk
r-^A 252 rLY\482 /lilB

r
81 iJHnlHPil

I^^^^H

\ 82^^^^^^^^Hllll
vltw^^^^^^^^^^^H lmmSSK<.

Figure 31: Plot of canonical scores from canonical discriminant analysis on climate groups and mapped
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FfomactiMl group

Nunber

Percent trees classified into group nunber:

1 2 3 4 5 6 7 8 H

i 52.10 9.88 8.64 4.94 2.47 9.88 16.05 16.05 81

2 8.00 36.00 12.00 2.67 12.00 17.33 8.00 4.00 75

3 2.00 20.00 36.00 12.00 10.00 10.00 8.00 2.00 50

4 13.64 9.09 9.09 54.55 4.55 9.09 0.00 0.00 22

5 0.00 7.14 7.14 0.00 64.29 21.43 0.00 0.00 14

6 9.38 6.25 6.25 9.38 3.13 53.13 9.38 3.13 32

7 20.69 5.17 5.17 8.62 1.72 1.72 44.83 12.07 58

8 21.52 10.13 7.59 3.80 1.27 2.53 16.46 36.71 79

Prior probabilities CXI 12.50 12.50 12.50 12.50 12.50 12.50 12.50 12.50 411

Error rate CXI 67.90 64.00 64.00 45.45 35.71 46.88 55.17 63.29 55,30

Higher than prior prob (XI 19.60 23.50 23.50 42.05 51.79 40.63 32.33 24.24 32.20

Tau*statistie (Kleefca. 1980) 0.37

Kacoa-statistic (Cohen. 1960) ©35

Crossvnlidaticn:

Error rate X 76.54 84.00 82.00 95.45 78.57 68.75 74.14 78.48 79.74

Higher than prior prob tX) 10.90 3.50 5.50 •7.95 8.93 18.70 13.36 9.32 7.76

Tau-statistic 0.10

Kappa-statistic 0.07

Table 28: Canonical discriminant analysis of dimate groups: Total sampling area. Classification results
based on linear discriminant fundion and cross validation

Classification results of 32% to 37% higher than chance paralleled the estimated association

(R2 = 0.328, Table 27, p. 135) among genotypes and habitat conditions. Results from cross-

validation, however, showed a substantially reduced classification rate of only 7% to 10% over

chance (Tau- and Kappa-statistic, Table 28), suggesting violations of assumptions for discrimi¬
nant analysis and indicating that the derived canonical functions are not robust estimates. Con¬

sequently, estimates of among-group to within-group variance may be distorted and biased.

According to classification results obtained by cross-validation, trees growing in habitats num¬

bered 6, 7, 8, 5 and 1 seemed genetically most distinct while the other 3 habitats showed low
classification results.

Mapping the 10 subsets of habitat types (Table 29), evaluated by cluster analysis on both cli¬
mate factors within Southwest Oregon only, revealed a relatively small scale, irregular distribu-

^""~ Groups
Climatfc-v.

Variables^-^

Group 1 Group 2 Group 3 Group 4 Group 5 Group 6 Group 7 Group 8 Group 9 Group 10

PCA Factor 1 1.461 0.363 0.000 0.781 0.828 1.345 1.500 1.343 -0.463 1.550

PCA Factor 2 1.606 -0.200 0.302 -0.316 -0.850 -0.573 0.276 1.178 1.061 -1.196

APJA 455 159 192 179 109 184 304 403 269 121

APJU 10 16 23 10 8 5 7 9 34 3

APYE 2619 1061 1290 1126 719 1054 1702 2319 1706 664

AVJA 4.1 0.9 0.2 1.7 1.8 3.1 3.5 3.4 -0.8 3.5

AVJU 18.2 17.5 16.7 18.2 18.6 19.2 19.2 18.4 15.8 20.0

AVYE 11.0 8.9 8.1 9.8 9.9 11.0 11.0 10.8 6.9 11.4

AVMIJA O.O -3.2 -3.9 -2.4 -2.2 -0.9 -0.5 -0.6 -4.9 -0.7

AVNIJU 9.4 8.5 8.3 8.6 9.3 9.5 9.6 9.2 7.7 10.0

AVMIYE 4.3 2.3 1.8 2.7 3.0 3.8 4.0 3.9 1.0 4.2

AVMAJA 9.4 5.3 4.3 6.6 6.6 8.4 9.4 8.9 3.0 8.7

AVMAJU 27.4 26.6 25.3 27.9 28.0 29.3 29.2 27.7 23.9 30.4

AVMAYE 17.2 15.0 14.0 16.1 16.2 17.7 17.7 16.9 12.7 18.5

Samples N 15 32 22 24 27 24 10 24 4 7

Factor 1/Factor 2: Principal ccnponents from climate data set. Factor 1 represents a temperature. Factor 2
a water bilan effect.

AP: Average precipitation Crrm] JA: January
AV: Average daily tenperature (Celsius] JU: July
AVMI: Average daily mini-run temperature [Celsius] YE: annual

AVMA: Average dai ly maximum temperature [Celsisus]

Table 29: Climatic charaderistics of the 10 groups as shown in Figure 32, p. 138: Southwest Oregon
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tion of habitats (Figure 32, p. 138). Although the distribution of habitats appeared to be patchy
at the area-wide scale (Figure 30, p. 133), patterns of climate were more complex when looked

at from within the area.

At the regional scale, a patchy distribution of habitats is still observable, more in the westem

than in the eastern part of the region. The westem part towards the coast is characterized by
mild and wet climate, with small local differences in water conditions (groups 1, 7 and 8). A

gradient of decreasing moisture availability to the south and especially to the center of the area

is apparent, groups 7, 6, 5 and 10 exhibiting low to negative values on climate Factor 2. The

northeastern part is mostly cool and moderately moist while the southeastern part is moderately
warm and relatively dry.

Discriminant analysis, performed on the samples of Southwest Oregon only, produced a highly
significant canonical variate (p = 0.0005), accounting for 37.5% of total variation in scores of

the 32 allozyme variables which exhibited structure coefficients greater than 0.10 (Table 27, p.

135). Variables were dropped in order to improve the ratio of samples to variables. Canonical

R2 indicated that 40.5% of variation in the first variate could be accounted for by differences

among habitat groups. This variate was dominated by several alleles at different loci. Highest
redundancies (in brackets) were apparent for Pgm1-2 (5.31), Got1-2 (5.0), Mdh1-1 (4.2), Got2-

2 (3.25) and Mdh4-1 (2.85).

Plotting mean scores on the first two discriminating axis revealed no straightforward, easy-to-
explain patterns (Figure 33, p. 140). Classification based on linear discriminant function pro¬
duced an average rate of 51.6% correctly classified individuals, an accuracy which was 36% to

42% above chance (Table 30, p. 140). Cross validation indicated, however, that canonical

functions were far from being robust. Classification accuracy was reduced to 3% to 5% above

chance.

Environmental conditions within Central Oregon, evaluated by cluster analysis within Central

Oregon only (Table 31, p. 141), may be characterized as a small scale, irregular distribution of

habitats (Figure 34, p. 142). Conditions may change abruptly over short distances due to the

highly variable topography. A somewhat local patchy structure was apparent for habitat number

7 which occurred only within seed zone 661, for habitat number 1 which was restricted to the

southwestern part of the zone and for habitats number 9 and 10 which were concentrated in a

zone in the center of the east side of the Cascades. All other habitats showed an irregular dis¬

tribution, occurring at different locations all over the area.

Discriminant analysis, performed on the 10 subsets of habitats within Central Oregon, produced
a significant canonical variate (p =0.053) which accounted for 31% of variance of the 25 al¬

lozyme variables (Table 27, p. 135). Variables which exhibited a structure coefficient smaller

than 0.10 were dropped from the analysis in order to improve the ratio of samples to variables.

Canonical R2 revealed that 20% of variation in the first variate was due to differences among

habitat types. The variate was dominated by several alleles at many loci. Highest redundancies

(in brackets) were found for Ugp1-1 (3.1), Pgm1-1 (2.4), MpH-1 (1.85), Pep3-1 (1.70), Idh1-1

(1.68) and Mdh4-1 (1.60).

Plotting mean scores on the first two canonical variates revealed a complex pattem which

showed only weak trends of associations with habitats (Figure 35, p. 143). Positive values on

variate 1 combined with positive values on variate 2 were mostly associated with cold to mod¬

erately cold climate under variable moisture conditions (the exception being zone 701). Posi¬

tive values on axis 1 combined with negative values on axis 2 were associated with moderate

to mild climate and dry habitat conditions (the exception being zone 675). No obvious associ¬

ations were apparent for zones with negative values on axis 1 since they were found under all

temperature and all moisture conditions.

Classification based on linear discriminant functions produced an average rate of 48.3% cor¬

rectly classified individuals into their initial subsets (Table 32, p. 144). The classification accu¬

racy was 31% to 41% higher than what might be expected by chance alone. Classification ac¬

curacy was thus higher than the estimated association of R2 = 0.20. However, estimated ca-
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CANC*JCALSCOr-t--SH-*0^
GROUPING VARIABLE: 10 CLUSTERS FORMED BY COMPLETE LINKAGE CLUSTER ANALYSIS ON CLIMATE FACTOR 1 / FACTOR 2
DISCRIMINATING VARIABLES: *2 ALL02YNE VARIABLES. NUMBERS REPRESENT SEED ZONE MEANS OF CANONICAL SCORES ON VARIATE I AND 2

CAN VARIATE 1

Figure 33: Plot of canonical scores from canonical discriminant analysis on dimate groups: Southwest

Oregon

from actual group

Number

Percent trees ctassif ied inl p arouo number:

1 2 3 4 5 6 7 8 9 10 N

1 M 13.33 6.67 13.33 0.00 13.33 6.67 6.67 0.00 0.00 15

2 6.2? 25.00 6.25 18T75 6.25 9.38 18.75 9.38 0.00 0.00 32

3 4-55 4.55 40.91 13.64 9.09 13.64 4.55 0.00 0.00 9.09 22

4 4.17 8.33 8.33 45.83 16.67 0.00 4.17 8.33 0.00 4.17 24

5 7.41 0.00 11.11 3.70 48.15 3.70 3.70 7.41 7.41 7.41 27

6 8.33 8.33 8.33 12.50 0.00 50.00 8.33 4.17 0.00 0.00 24

7 10.00 10.00 10.00 0.00 0.00 20.00 40.00 10.00 0.00 0.00 10

8 4.17 12.50 4.17 16.67 8.33 4.17 33.33 4.17 4.17 24

9 0.00 OrOO 0.00 0.00 0.00 0.00 0,00 0.00 75.00 25.00 4

10 0.00 0.00 0.00 0.00 14.29 0.00 0.00 0.00 0.00 85.71 7

Prior prob. ftt 10.00 10.00 10.00 10.00 10.00 10.00 10.00 10.00 10.00 10.00 189

Error rate r» 60, QP 75.00 59.09 54.17 51.85 50.00 60.00 66.67 25.00 14.29 51.61

Hioher than p. prob XIO.OO 15.00 30.91 38.42 40.00 30.00 _2i3i 65.00 75.71 38.39

Tau-statistic (Klecke
.

19801 ff-36

Kappa-statistic (Corn>n. 196C ) 0.42

Crossvatidation:

Error rate X 10Q.0P. 93.75 68.36 79.17 88.89 75.00 100.OC 83.33 100.00 85.71 J&22.
Hiaher than o. erob H1D.00 -3.75 21.64 10.83 1.11 15.00 -ip.pcj 6.67 -10.00 4.29 0t78
Tau-statistic 0.03

Kaooa-statistic 0.05

Table 30: Canonical discriminant analysis of climate groups: Southwest Oregon. Classification results

based on linear discriminant fundion and cross validation
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"""N. Groups

Climates.

Variables^\

Group 1 Group 2 Group 3 Group 4 Group 5 Group 6 Group 7 Group 8 Group 9 Group 10

PCA Factor 1 -0.318 -0.763 -0.551 -1.458 -0.598 -1.153 0.983 0.845 -1.217 -2.350

PCA Factor 2 -0.451 -1.177 0.063 •0.236 1.230 2.131 0.824 -0.912 0.594 1.886

APJA 153 52 187 107 284 349 272 127 215 247

APJU 9 15 16 27 26 38 18 8 29 60

APYE 980 436 1230 874 1915 2392 1893 808 1485 2107

AVJA -2.4 -3.9 -2.3 -4.6 -1.5 -2.2 1.2 0.0 -3.7 -5.6

AVJU 16.6 15.9 15.7 13.7 15.1 13.6 19.7 19.7 14.1 11.4

AVYE 6.7 5.8 6.3 4.1 6.3 4.9 10.6 9.9 4.8 2.4

AVMIJA -8.1 -10.1 -7.8 -10.4 -6.1 -7.0 -1.6 -3.7 -10.0 -11.9

AVMIJU 6.3 4.8 5.7 3.5 6.4 4.9 13.5 11.8 3.3 1.3

AVMIYE -1.0 -2.3 -1.2 -3.1 0.0 -1.2 6.1 4.1 -3.3 -5.0

AHAJA 3.1 2.4 2.9 1.5 2.7 2.2 3.7 3.4 2.4 1.1

AVMAJU 26.9 27.0 25.7 24.1 24.1 22.6 26.3 27.9 25.0 21.6

AVMAYE 14.4 14.0 13.7 11.5 12.8 11.4 15.5 16.0 12.8 9.9

Samples N 12 75 34 24 32 18 7 6 11 3

Factor 1/Factor 2: Principal ccnpcnents from climate

water bilan effect.

AP: Average precipitation Dim]

AV: Average daily temperature [Celsius]

AVMI: Average daily mininun temperature [Celsi

AVMA: Average dai ly maxinun temperature CCelsi

data set

LB]

BUS]

Factor
'

represents a temperature. Factor 2

JA: January

JU: July

YE: annual

Table 31: Climatic charaderistics of the 10 groups as shown in Figure 34, p. 142: Central Oregon

nonical functions do not seem to be very robust. A substantially reduced classification accuracy
of 2.2% to 10% above chance is a strong evidence for violations of assumptions or an insuffi¬
cient sample size.

6.2 Associations of multilocus genotypes with climate conditions, inferred by canonical

trend surface analysis

Multivariate patterns of allozyme variation associated with climate conditions may be described

using canonical trend surface analysis (LEE, 1969; WARTENBERG, 1985; WESTFALL and

CONKLE, 1992). Canonical correlation analysis is the multivariate equivalent of multiple re¬

gression, the difference being that more than one dependent variable may be included in the

analysis. Specifically, canonical correlation describes the association between two sets of vari¬
ables by simultaneously quantifying and comparing their variation pattems. Multivariate trend-
surfaces are derived from the two variance-covariance matrices (one for the dependent, one

for the independent data set), such that the correlation is maximized between the linear com¬

posite values for the trend surfaces and the linear composite values for the other set of vari¬

ables. This method is called canonical trend surface analysis (WARTENBERG, 1985). Trend
surface analysis removes local variations and anomalies, leaving just the overall trends.

Hence, the method should prove adequate to quantify and describe the main associations and
to illustrate the important multivariate patterns of variation in relation to effects specified in a

model of habitat variables. Canonical correlation analysis was described in detail in section

3.6.4.4.

Results of canonical trend surface analysis, relating multi-locus genotypic frequencies to cli¬

mate conditions at source location for the total sampling area, are furnished in Table 33, p. 145.
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GANOMCAL SCORES FBOM CANONICAL OSCRIMNANT ANALYSIS ON CLIMATE GROUPS: CASCADES
GROUPING VARIABLE: 10 CLUSTERS FORMED BY COMPLETE LINKAGE CLUSTER ANALYSIS ON CLIMATE FACTOR 1 / FACTOR 2
DISCRIMINATING VARIABLES: 25 ALLOZYME VARIABLES. NUMBERS REPRESENT SEED ZONE MEANS OF CANONICAL SCORES ON VARIATE 1 AND 2
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Figure 35: Plot of canonical scores from discriminant analysis of climate groups and mapped illustration
of the four quadrants: Central Oregon
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From actual group
Nutber

Percent trees ctassifled into group rurter:

1 2 3 4 5 6 7 8 9 10 N

1 50.00 0.00 0.00 0.00 0.00 8.33 8.33 25.00 8.33 0.00 12

2 5.33 30.67 8.00 5.33 8.00 13.33 4.00 6.67 14.67 4.00 75

3 5.88 17.65 20.59 11.76 5.88 8.82 5.88 8.82 11.76 2.94 34

4 4.17 12.50 4.17 45.83 4.17 4.17 0.00 12.50 12.50 0.00 24

5 6.25 6.25 6.25 15.63 28.13 18.75 3.13 3.13 12.50 0.00 32

6 5.56 11.11 0.00 5.56 5.56 61.11 5.56 5.56 0.00 0.00 18

7 0.00 0.00 0.00 0.00 0.00 0.00 66.67 16.67 16.67 0.00 6

8 33.33 0.00 16.67 0.00 0.00 0.00 0.00 50.00 0.00 0.00 6

9 0.00 9.09 18.18 0.00 0.00 9.09 0.00 0.00 63.64 0.00 11

10 0.00 0.00 0.00 0.00 0.00 33.33 0.00 0.00

10.00

0.00 66.67 3

Prior Drob. 00 10.00 10.00 10.00 10.00 10.00 10.00 10.00 10.00 10.00 189

Error rate **Q 50.00 69.33 79.41 54.17 71.88 38.89 33.33 50.00 36.36 33.33 51.67

Hitter than t>. Drob CXI 40.00 20.67 10.59 35.83 18.12 51,11 56.67 40.00 53.64 56.67 38.33

Tau-statistic (Klecka. 1980) 0.31

Kappa-statistic (Cohen, 1960) 0.41

Crossvalidetion-

Error rate X 91.67 78.67 100.00 87.50 81.25 88«99 50.00 100.00 100.00 100.00 87.80

Higher than p. prob [XI -1.67 11.33 -10.00 2.50 8.75 i.ii 40.00 -10.00 -10.00 -10.00 2.20

Tau-statistic O.05

Kappa-statistic 0.10

Table 32: Canonical discriminant analysis of dimate groups: Central Oregon. Classification results

based on linear discriminant fundion and cross validation

A second-order polynomial of climate variables Factor 1 and Factor 2 was used as independent
model (Table 33, p. 145). As the dependent data set, 41 allozyme variables were retained.

Alleles with structure-correlations smaller than 0.05 with the trend surface equation (canonical
variate) were dropped from the analysis in order to reduce the number of variables in the model

(WESTFALL and CONKLE, 1992).

Canonical analysis of allozyme scores with the climate model produced one highly significant
(p < 0.0001) canonical variate which accounted for 65% of the patterned variation. The Hotel¬

ling-Lawley trace, representing the multivariate equivalent of the ratio of variance due to the

model to the error variance, adjusted for covariances among the variables, indicated that the

model explained 51.5% of total variance of the allozyme data set. However, since the first and

only significant variate accounted for 65% of total trace only, 33.5% of total variance in the al¬

lozyme data set could be significantly explained by the specified model of climate variables.

The first canonical variate of the trend surface was associated with many alleles at several loci.

Of the 41 alleles, 22 had a correlation (structure coefficient, Table 33, p. 145) higher than 0.20

with the first canonical variate i.e. Mnr1-1, Mnr1-2, Mnr2-1, Mnr2-2, Lap2-1, Pep3-1, Pep3-2,
G6p2-1, G6p2-3, Acp1-1, Acp1-2, Gdh1-1, Gdh1-2, Idh1-1, Pgm1-1, Pgm1-2, Skd2-1, Fdp2-1,
Adh2-1, Adh2-2, Mdh3-1 and Mdh3-2. Especially high structure coefficients of 0.30 and higher
were apparent for 8 alleles i.e. for Idh1-1 (0.497), Skd2-1 (0.427), Gdh1-1 (0.346), Pgm1-1
(0.339), Pep3-1 (0.337), Mnr2-2 (0.333), Gdh1-2 (0.323) and Lap2-1 (0.310).

High positive scores on variate 1 thus indicate high combined frequencies of alleles at Mnr1-1,
Mnr2-2, Pep3-1, G6p2-3, Acp1-2, Gdh1-2, Idh1-1, Pgm1-1, Skd2-1, Fdp2-1, Adh2-1 and Mdh3-

2 while low scores stand for high combined frequencies of Mnr1-2, Mnr2-1, Lap2-1, Pep3-2,
G6p2-1, Acp1-1, Gdh1-1, Pgm1-2, Adh2-2 and Mdh3-1.

The linear composite in the climate data set was dominated by climate Factor 1 with a structure

coefficient of 0.984; the first canonical variate in the independent data domain thus represented
96.6% of the variance of climate Factor 1. Climate Factor 2 was only very weakly related with

the first variate (1.2% of variance) while the quadratic term of Factor 2 showed a higher asso¬

ciation with the linear composite (7.3%), indicating that the relationship with moisture conditions

of the site is weak and mostly non-linear.

Since climate Factor 1 and scores on variate 1 are positively and strongly correlated, the relat-
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ALLOZYME DATA SET Canonical correlation analysis:

Locus

Allele

CANONICAL VARIATE 1 - Dependent data-set:

41 allozyme variables. Variables wit

structure coefficients <0.10 dropped
from analysis.

- Independent data set:

Full second order (quadratic) model

with climate Factors 1 and 2 [PCA]

- Structure coefficients:

simple bivariate correlations betwee

the variables and the canonical van

ates of the same data domain

- Crossloadings:

simple bivariate correlations betwee

the variables in one data domain and

the canonical variates of the other

domain

- Redundancy:
Percent of variation in the

respective

variable accounted for by the canoni

cal variate of the opposite domain

- The canonical correlation coefficien

r is the correlation between the two

variates of both data domains

- H-L-trace: Hotelling-Lawley-trace,
multivariate equivalent of ratio of

the variance due to the model to

the error variance, adjusted for co-

variances among variables (Tr)

- Model variance: aggregate variance

of the model [Tr/(1+Tr)]

- Sign, variance: proportion of model

variance of signif. variates only

pt*Tr/(Wr)

Struc. coeff Crossloadings Reoluftdancy X

HNR1-1 0.2737 0.1749 3.06

MNR1-2 -0.2530 -0.1617 2.61

MNR2-1 -0.2958 -0.1890 3.57

MNR2-2 0.3293 0.2104 4.43

LAP2-1 -0.3099 -0.1980 3.92

LAP2-2 0.1959 0.1251 1.57

PEP1-1 -0.1633 -0.1044 1.09

PEP1-2 0.1213 0.0775 0.60

PEP2-1 -0.1662 -0.1062 1.13

PEP2-2 0.1672 0.1068 1.14

PEP3-1 0.3375 0.2156 4.65

PEP3-2 -0.2676 -0.1710 2.92

PEP4-1 0.1399 0.0894 0.80

MPI2-1 0.1390 0.0888 0.79

Q0T3-2 0.1267 0.0810 0.66

G6P2-1 -0.2507 -0.1602 2.56

G6P2-2 0.1440 0.0920 0.85

G6P2-3 0.2157 0.1378 1.90

ACP1-1 -0.2039 -0.1303 1.70

ACP1-2 0.2680 0.1712 2.93

GDH1-1 •0.3463 -0.2213 4.90

G0H1-2 0.3232 0.2065 4.26

IDH1-1 0.4971 0.3176 10.09

PGM1-1 0.3389 0.2165 4.69

PGM1-2 -0.2914 -0.1862 3.47

AC01-1 -0.1183 -0.0756 0.57

SK01-1 0.1047 0.0669 0.45

SK01-2 -0.1074 •0.0686 0.47

SKD2-1 0.4271 0.2729 7.45

FDP2-1 0.2716 0.1735 3.01

UGP1-1 0.1524 0.0974 0.95

DGP1-2 -0.1482 -0.0947 0.90

UGP2-1 -0.1594 -0.1019 1.04

FUM2-1 -0.1123 -0.0718 0.52

ADH2-1 0.2020 0.1290 1.67

ADH2-2 -6.2055 -0.1313 1.72

PGI2-1 -0.1436 -0.0918 0.84

PGI2-3 0.1445 0.0923 0.85

HDH3-1 -0.2031 -0.1298 1.68

MDH3-2 0.2208 0.1411 1.99

HDH4-1 -0.1629 -0.1041 1.08

CLIMATE DATA SET

CANONICAL VARIATE 1

Struc. coeff X variance

Factor 1 0.6288 39.54 0.9842 96.86

Factor 2 -0.0701 0.50 -0.1097 1.20

Factor 1 square -0.0205 0.04 0.0322 0.10

Factor 2 square -0.1727 3.00 -0.2704 7.31

F1 * F2 0.0952 0.90 0.1491 2.22

Eigenvalue 0.6897

% trace (pt) 65.10

unb. can. corr. r 0.5894

r square 0.3474

Significance 0.0001

H-L-trace (Tr) 1.060

Model variance 0.515

Sign, variance 0.335

Table 33: Canonical correlation analysis: Allozyme and climate variables. Total sampling area
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Term Degrees of freedom Type I Sum of Squares R-Square F-Ratfo Prob»-F

Linear 2 164.118 0.400 137.000 0.0000

Quadratic 2 2.234 0.005 1.864 0.1563

Crossproduct 1 1.005 0.003 1.678 0.1959

Total model 5 167.357 0.408 55.868 0.0000

Variables Degrees of freedom Sua of Squares Mean-Square F-Ratio Prober

PCA-Factor1 3 155.124 51.708 86.307 0.0000

PCA-Factor2 3 3.497 1.166 1.946 0.1216

Residual Degrees of freedom Sun of Squares Mean-Square F-Ratio Prob* F

Lack of Fit 329 203.942 0.6198 1.217 0.1513

Pure Error 76 38.701 0.5092

Total Error 405 242.643 0.5991

Table 34: Evaluation of the Med trend-surface: Relative importance of linear, quadratic and cross-

product terms and of independent variables in the canonical model, test for lack-of-fit of the

retained dimate model: Total sampling area

ionships between variate 1 and allele frequencies above are the same for climate Factor 1 and

allele frequencies.

The relative importance of the model terms and eventual lack-of-fit in the model was tested

using least-squares regression procedures to estimate the quadratic response surface (PROC
RSREG, © SAS Institute Inc., Cary, NC, USA)) and to describe the fitted trend surface of the

response data set in terms of model fit and importance of independent variables in the model.

Model fit was calculated by taking advantage of the locations having two samples per location.

Results are given in Table 34.

The overall canonical model was highly significant (p = 0.0000) and adequately describes the

data since lack-of-fit in the model was not significant (p = 0.1513). Climate Factor 1 which was

highly significant (p = 0.0000) cleariy contributed most to the model sums of squares while Fac¬

tor 2 showed no significant (p = 0.1216) contribution. The relationships between Factor 1 and

the response surface was linear; both quadratic terms in the model as well as the interaction

term were not significant. Inspection of the residuals, plotted against the canonical scores, re¬

vealed no bias in the model. Moreover, residuals did not significantly deviate from normality.

The plot of canonical scores on the first two response vectors, illustrated as mean scores for

the seed zones, cleariy separated the two regions on canonical variate 1 (Figure 36, p. 147).
While variate 2 was not significant (it was only used to illustrate variate 1 in a two-dimensional

plot), variate 1 was clearly related to temperature. Hence, axis 1 depicts associations of multilo¬

cus frequencies with the temperature regime at source location. All seed zones of Southwest

Oregon showed positive scores on variate 1 while all zones from Central Oregon had negative
mean scores. Zones 661, 842 and 662 had a mean score of about zero, indicating their close

similarity to zones in Southwest Oregon. Within the two areas, patterns were rather complex,
indicating a rather small scale geographic distribution of multilocus genetic variation, especially
in Central Oregon.

To further aid the visual description of climatically associated multilocus genotypic frequencies
in geographic space, original canonical scores of the first response variate were regressed
against the geographic coordinates latitude and longitude, using local regression procedures.
The complex pattern of multilocus genotypic frequencies could thus be visualized in geographic
space by plotting the "predicted" scores of the response surface by latitude and longitude.

The trend surface of predicted scores on the first allozyme variate, resulting from canonical

trend surface analysis based on total sampling area, is shown in the upper half of Figure 37, p.
148. A rather complex pattern of variation in multilocus genotypic frequencies was apparent.
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Trend surface of predicted scores sTaltozyme variate: Total area

Scores
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Figure 37: Upper: Trend surface of predided scores of first allozyme variate for total sampling area.

Based on canonical correlation analysis of allozymes and dimate as reported in Table 33, p.
145. Lower: Trend surface of actual values of climate Factor 1 (temperature)
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Southwest Oregon showed a more or less ciinal change in west-east direction, ranging from

high positive values of about 1 in the most westem locations near the Pacific coast to values

close to zero near the Cascade crest. The pattern on the east side of the Cascade Range was

more complex. In Central Oregon, multilocus frequencies varied on quite small geographic dis¬

tances. In general, however, the northern and southern parts of the area were characterized by
similar, moderately negative scores while the central part of the area was cleariy distinguished
by moderate to high negative values. The variation pattem resembled a double cline running in

opposite directions from north to south, resulting in minimum values in the central parts of Ore¬

gon.

The canonical trend surface of multilocus genotypic frequencies strongly resembled the varia¬

tion pattern of climate Factor 1, emphasizing the association of multilocus frequencies with

temperature conditions at source location. Predicted scores not only paralleled the overall trend

of variation in temperature but rather matched the pattem of variation in great detail, even on a

very local scale (Figure 37, p. 148, lower half).

A different and more complex pattern of multivariate frequency distribution was apparent from

canonical trend surface analysis restricted to Southwest Oregon samples only. Results are pre¬
sented in Table 35, p. 150. Although all alleles with a structure coefficient smaller than 0.05

were dropped from the analysis, retaining only the most important 32 allozyme variables in the

final model, the first canonical variate, accounting for 43% of the trace, was only significant at p
= 0.0508, indicating that associations among multilocus genotypic frequencies and climate

conditions in this area are weak. While the model explained 56% of total variance, a proportion
of 24.6% of total variation in the 32 allozyme variables was explained by the first and only
moderately significant variate.

The first variate was associated with several alleles at many loci. Correlations above 0.20 were

apparent for 12 alleles i.e. Lap2-3, Got1-3, Got2-1, Got2-2, Gdh1-1, Gdh1-2, Pgm1-2, Skd1-1,
Skd1-2, Ugp1-2, Adh2-2 and Mdh3-2. Highest associations with variate 1 were apparent for

Got2-1 (0.371), Got2-2 (0.375) and Skd1-2 (0.278). High positive scores on variate 1 thus indi¬

cate high combined frequencies of Lap2-3, Got2-2, Gdh1-1, Pgm1-2, Skd1-2 and Ugp1-2 while

low scores stand for high combined frequencies at Got1-3, Got2-1, Gdh1-2, Skd1-1, Adh2-2

and Mdh3-2.

Climate variables were only weakly related to the first variate of the climate data set, support¬
ing the conclusion that associations are only weak. The variate was dominated by the quadratic
term of Factor 2 and by the linear term of Factor 1. However, the first variate represented only
20% of variation in the squared values of Factor 2 and 12.5% of variance in Factor 1. Never¬

theless, this result cleariy indicates that the moisture characteristics of the site have a higher
influence on multilocus frequencies than the temperature regime. Scores on variate 1 were

positively related with Factor 2 and negatively with Factor 1. High combined frequencies of

Lap2-3, Got2-2, Gdh1-1, Pgm1-2, Skd1-2 and Ugp1-2 are thus, at least in tendency, related to

moist and cooler climate while higher combined frequencies of Got1-3, Got2-1, Gdh1-2, Skd1-

1, Adh2-2 and Mdh3-2 predominate on the drier and warmer sites of the area.

Based on least-squares regression (Table 36, p. 151), the overall canonical model was highly
significant (p = 0.0000) and adequately described the data, since lack-of-fit was not significant
(p = 0.1176). Both climate factors contributed highly significantly to the model sums of squares.
Inferred from the sums of squares, Factor 1 had a slightly higher overall effect than Factor 2.

Linear and quadratic effects were both highly significant (p = 0.0013 orp = 0.0000) while the in¬

teraction term had no significant influence in the model. Inspection of the residuals, plotted
against the canonical scores, revealed no bias in the model. In addition, residuals did not sig¬
nificantly deviate from normality.

The plot of canonical scores on the first two response vectors, illustrated as mean scores for

the seed zones, is shown in Figure 38, p. 151. The ciinal pattem which was apparent in the

overall analysis, was replaced by a more complex pattern, suggesting a more locally, ecotypic
distribution of multilocus frequencies if the variation pattern is looked at from within the region.

A better illustration of the complexity of the pattern of multilocus frequency distribution in
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ALLOZYME DATA SET Canonical correlation analysis:

LOCUS

Allele

CANONICAL VARIATE 1 - Dependent data-set:

32 allozyme variables. Variables with

structure coefficients O.10 dropped
from analysis.

- Independent data set:

Full second order (quadratic) model

with climate Factor 1 and 2 [PCA]

- Structure coefficients:

sinple bivariate correlations between

the variables and the canonical vari¬

ates of the same data domain

- Crossloadings:

sinple bivariate correlations between

the variables in one data domain and

the canonical variates of the other

domain

- Redundancy:

Percent of variation in the respective
variable accounted for by the canoni¬

cal variate of the apposite domain

- The canonical correlation coefficient

r is the correlation between the two

variates of both data domains

- H-L-trace: Hotelling-Lawley-trace,
multivariate equivalent of ratio of

the variance due to the model to

the error variance, adjusted for co-

variances among variables (Tr)

- Model variance: aggregate variance

of model Tr/(1+Tr)

- Sign, variance: proportion of model

variance of signif. variates only

pt*Tr/(1+Tr)

Struc. coeff Crossloadings Redundancy X

MNR1-3 -0.1554 -0.0937 0.88

LAP2-1 -0.1431 -0.0862 0.74

LAP2-2 0.1032 0.0622 0.39

LAP2-3 0.2455 0.1480 2.19

LAP3-1 0.1500 0.0904 0.82

PEP2-1 0.1496 0.0902 0.81

PEP2-2 -0.1417 -0.0854 0.73

PEP3-1 -0.1124 -0.0678 0.46

PEP3-2 -0.1691 -0.1019 1.04

MPI2-1 0.1946 0.1173 1.38

MPI2-2 -0.1825 -0.1100 1.21

Q0T1-1 0.1449 0.0874 0.76

Q0T1-2 0.1616 0.0974 0.95

Q0T1-3 -0.2074 -0.1250 1.56

Q0T2-1 -0.3711 -0.2237 5.00

Q0T2-2 0.3747 0.2259 5.10

ACPI-3 -0.1196 -0.0721 0.52

ACPI-4 0.1231 0.0742 0.55

GDH1-1 0.2137 0.1288 1.66

GDH1-2 -0.2240 -0.1351 1.82

PCM1-2 0.2531 0.1526 2.33

SKD1-1 •0.2388 -0.1440 2.07

SKD1-2 0.2787 0.1680 2.82

SKD2-1 -0.1328 -0.0800 0.64

UGP1-2 0.2340 0.1410 1.99

FUM2-1 0.1634 0.0985 0.97

ADH2-1 0.1958 0.1180 1.39

ADH2-2 -0.2164 -0.1305 1.70

MDH1-1 -0.1527 -0.0920 0.85

MDH3-1 0.1466 0.0884 0.78

MDH3-2 •0.2430 -0.1465 2.15

MDH4-1 0.1659 0.1000 1.00

CLIMATE DATA SET

CANONICAL VARIATE 1

Struc. coeff X variance

Factor 1 -0.2136 4.56 -0.3544 12.56

Factor 2 0.0242 0.06 0.0402 0.16

Factor 1 square -0.0884 0.78 -0.1467 2.15

Factor 2 square 0.2677 7.17 0.4442 19.73

F1 x F2 0.0583 0.34 -0.0967 0.94

Eigenvalue 0.5703

X of trace (pt) 43.36

unb. can. corr. r 0.4928

r square 0.2429

Significance 0.0508

H-L-trace (Tr) 1.3164

Model variance 0.5683

Sign, variance 0.2464

Table 35: Canonical correlation analysis: Allozyme and climate variables. Southwest Oregon
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Terms Degrees of freedom Type I Sun of Squares R-Square F-Ratio Prob> F

Linear 2 9.019 0.048 6.895 0.0013

Quadratic 2 59.285 0.315 45.325 0.0000

Crossproduct 1 0.014 0.000 0.021 0.8857

Total model 5 68.317 0.363 20.892 0.0000

Variables Degrees of freedom Sum of Squares Mean-Square F-Ratio Prob> F

PCA-Factor1 3 50.796 16.932 25.891 0.0000

PCA-Factor2 3 40.944 13.643 20.869 0.0000

Residual Degrees of freedom Sua of Squares Mean-Square F-Ratio Prob* F

Lack of Fit 155 106.550 0.6874 1.466 0.1176

Pure Error 28 13.131 0.4688

Total Error 183 119.682 0.6541

Table 36: Evaluation of fitted trend-surface: Relative importance of linear, quadratic and cross-product
terms and of independent variables in the canonical model, test of lack-of-fit of fitted surface:

Southwest Oregon

CrVMOMCM. SCORES fflOM CAHOHCUL COPFBXnOH ANALY86 OF ALLOZVME AND CUMATE DATA SET& TOTAL AREA
RUMERS REPRESENT SEE1 ZONE HEANS OF MIMICAL SCORES ON VARIATE 1 ARR 2 FROI ALLOZW DATA SET
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Figure 38: Plot of canonical scores from canonical correlation analysis of allozyme and climate data sets:

Southwest Oregon. Numbers represent seed zone mean scores on canonical variate 1 and

2.

Southwest Oregon is provided by the trend surface of predicted scores, shown in the upper
half of Figure 39, p. 152. The pattern was in fact highly variable at rather small geographic dis¬

tances. In general, however, the variation pattern resembled a double cline running in opposite
direction from west to east, resulting in minimum values in the central parts of the area.

The trend surface of predicted scores on the first allozyme variate cleariy resembled the varia¬

tion pattern of the squared values of climate Factor 2. Although association in the canonical

model were rather weak, an overall resemblance of the two variation patterns was apparent
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Trend surface of predicted scores onflrjl^lloSymevaiFiate: Southwest Oregon
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Figure 39: Upper: Trend surface of predided scores of first allozyme variate for Southwest Oregon.
Based on canonical correlation analysis of aKozymes and climate as reported in Table 35, p.

150. Lower: Trend suiiace of squared values of dimate Factor 2 (water balance)
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Figure 40: Trend surface of adual values of dimate Fador 1 (temperature): Southwest Oregon

(Figure 39, p. 152, lower half), indicating that the areas with low negative scores paralleled
areas with comparatively dry site conditions while high positive scores were associated with

moist conditions. Figure 40 depicts the variation pattern of temperature in Southwest Oregon.
Although climate Factor 1 significantly contributed to the model sums of squares, there was

only a minor resemblance between the trend surface of predicted scores of the first allozyme
variate and the pattern of variation in temperature.

Canonical trend surface analysis of the Central Oregon sample produced a highly significant
(p = 0.0081) first variate which accounted for 43% of the patterned variation (Table 37, p. 154).
The Hotelling-Lawley trace indicated that the model explained 54% of total variance. Since only
43% of the trace was accounted for by the significant vector, a proportion of 23.3% of the total

variance in the retained 33 allozyme variables could be significantly explained by the climate

model.

The first canonical variate of the allozyme domain was associated with many alleles at several

loci. 13 alleles had a correlation higher than 0.20 with the first variate i.e. Mnr1-2, Mnr2-1,

Mnr2-2, Pep3-1, Pep3-2, Pep4-1, Mpi1-1, Idh1-1, Pgm1-1, Pgm1-2, Skd2-1, Ugp1-2 and Mdh3-

2. Especially high structure coefficients were apparent for Idh1-1 (0.401), Pep3-1 (0.385),
Pgm1-1 (0.361), Skd2-1 (0.355) and Pgm1-2 (0.317).

High positive scores on variate 1 thus stand for high combined frequencies of Mnr2-2, Pep3-1,

Pep4-1, Idh1-1, Pgm1-1, Skd2-1 and Mdh3-2 while low scores represent high combined fre¬

quencies at Mnr2-1, Pep3-2, MpH-1, Pgm1-2 and Ugp1-2.

The first variate of the independent data domain was dominated by the linear and the quadratic
term of Factor 1. The variate represented 75.5% of variance of Factor 1 or 59% of variance of

the squared values of Factor 1. Climate Factor 2 was only weakly related with the first variate

(12% or 21%), the interaction term, however, was represented by 35% of its variance.
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ALLOZYME DATA SET Canonical correlation analysis:

Locus

Allele

CANONICAL VARIATE 1 - Dependent data-set:

33 allozyme variables. Variables with

structure coefficients <0.10 dropped

from analysis.

- Independent data set:

Full second order (quadratic) model

with climate Factor 1 and 2 [PCA]

- Structure coefficients:

simple bivariate correlations between

the variables and the canonical vari¬

ates of the same data domain

- Crossloadings:

simple bivariate correlations between

the variables in one data domain and

the canonical variates of the other

domain

- Redundancy:

Percent of variation in the respective

variable accounted for by the canoni¬

cal variate of the opposite domain.

- The canonical correlation coefficient

r is the correlation between the two

variates of both data domains

- H-L-trace: Hotelling-Lawley-trace,
multivariate equivalent of ratio of

the variance due to the model to

the error variance, adjusted for co-

variances among variables (Tr)

- Model variance: aggregate variance

of model (Tr/(1+Tr)

- Sign, variance: proportion of model

Struc. coeff Crossloadings Redundancy X

MNR1-1 0.1438 0.0834 0.70

MNR1-2 -0.2111 -0.1224 1.50

MNR2-1 -0.2102 -0.1219 1.49

MHR2-2 0.2504 0.1452 2.11

PEPM -0.1534 -0.0890 0.79

PEP1-2 0.1742 0.1010 1.02

PEP2-1 -0.1112 -0.0645 0.42

PEP2-2 0.1733 0.1005 1.01

PEP3-1 0.3851 0.2234 4.99

PEP3-2 -0.2631 -0.1526 2.33

PEP4-1 0.2804 0.1626 2.64

MPI1-1 -0.2900 -0.1682 2.83

MPI1-2 0.1331 0.0772 0.60

MPI2-1 0.1362 0.0790 0.62

MPI2-3 -0.1547 -0.0897 0.80

G0T1-2 -0.1074 -0.0623 0.39

Q0T3-2 -0.1125 -0.0653 0.43

ACP1-4 0.1295 0.0751 0.56

IDH1-1 0.4012 0.2327 5.41

PGM1-1 0.3608 0.2093 4.38

PGM1-2 -0.3166 -0.1836 3.57

AC01-3 -0.1837 -0.1065 1.13

SKD2-1 0.3548 0.2058 4.23

UGP1-1 0.1879 0.1090 1.19

UGP1-2 -0.2021 -0.1172 1.27

UGP3-1 -0.1602 -0.0929 0.86

FUM2-2 0.1724 0.1000 1.00

A0H2-1 -6.1134 -0.0658 0.43

ADH2-2 0.1134 0.0658 0.43

PGI2-3 -0.0869 -0.0504 0.25

MDH3-1 -0.1780 -0.1032 1.07

MDH3-2 0.2567 0.1489 2.22

MDH4-1 -6.1519 -0.0881 0.78

variance of signif. variates only
CLIMATE DATA SET

CANONICAL VARIATE 1

Struc. coeff X variance

Factor 1 0.5036 25.36 0.8683 75.40

Factor 2 -0.2020 4.08 -0.3483 12.13

Factor 1 square -0.4454 20.30 -0.7680 58.98

Factor 2 square -0.2664 14.33 -0.4594 21.10

Fl x F2 0.3420 11.75 0.5897 34.77

Eigenvalue 0.5069

X of trace (pt) 43.11

unb. can. corr. r 0.4790

r square 0.2294

Significance 0.0081

H-L trace (Tr) 1.176

Model variance 0.5404

Sign, variance 0.2330

Table 37: Canonical correlation analysis: Allozyme and dimate variables: Central Oregon
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Terms Degrees of freedom Type I Sun of Squares R-Square F-Ratie Prob* F
i

Linear 2 60.136 0.272 44.285 0.0000

Quadratic 2 11.293 0.051 8.316 0.0003

Croaatroduct 1 2.915 0.013 4.293 0.0395

Total model 5 74.344 0.336 21.899 0.0000

Variables Degrees of freedom Sua of Squares Mean-Square F-Ratio Prob* F

PCA-Factor1 3 56.188 18.729 27.586 0.0000

PCA-Factor2 3 14.316 4.772 7.028 0.0002

Residual Degrees of freedom Sum of Squares Mean-Square F-Ratio Prob> F

Lack of Fit 167 108.760 0.6512 0.842 0.7879

Pure Error 49 37.895 0.7733

Total Error 216 146.656 0.6789

Table 38: Evaluation of Med trend-surface: Relative importance of linear, quadratic and cross-product
terms and of independent variables in the canonical model, test of lack-of-fit of Med surface:

Central Oregon

Inferred from least-squares regression (Table 38), the overall canonical model was highly signi¬
ficant (p = 0.0000) and adequately described the data since lack-of-fit was not significant
(p = 0.7879). Both climate factors were highly significant in contributing to the model sums of

squares (p = 0.0000 orp = 0.0002), the contribution of Factor 1 being 4 times the contribution

of Factor 2, however. Linear, quadratic and cross-product terms all significantly (p= 0.0000,
p = 0.0003, p = 0.0395) contributed to the model, according to the sums of squares, their im¬

portance being different, however. Inspection of the residuals, plotted against the canonical

scores, showed no bias in the model and residuals were normally distributed.

Plotting mean canonical scores of seed zones of the first two vectors showed a clear separation
of the northern and southern zones from the zones in the center of the area as regards the

scores on axis 1 (Figure 41, p. 156). Northern and southern zones all had positive scores while

the central zones all had negative scores (the exception being zone 682).

A more detailed picture of the multilocus frequency distribution in geographic space is provided
by the trend surface of predicted scores, shown in the upper half of Figure 42, p. 157. The pat¬
tern was rather complex, showing roughly a double cline running in opposite direction from

north to south, combined with three dines and two minima in the west-east direction.

The trend surface of scores of the first allozyme variate strongly resembled the variation pat¬
tern of climate Factor 1, supporting the dominant association of multilocus frequencies with

temperature. Variation in the first allozyme variate paralleled temperature not only in tendency
but matched the variation even on a quite small local scale. Areas with low canonical scores

i.e. with high combined frequencies at Mnr2-1, Pep3-2, Mpi1-1, Pgm1-2 and Ugp1-2 were as¬

sociated with low winter and yearly mean temperatures which prevail in the center of the sam¬

pling area. High positive scores on variate 1, standing for high combined frequencies of Mnr2-

2, Pep3-1, Pep4-1, Idh1-1, Pgm1-1, Skd2-1 and Mdh3-2 were however associated with higher
winter, but also higher summer temperatures found in the northern and southern parts of the

area.

6.3 Proportion of model variance caused by indirect effects, inferred by canonical and

partial canonical analysis

The estimated association among multilocus frequencies and climate conditions at source lo¬

cations reported in section 6.2 may have been caused in part by indirect effects which parallel
climate variation. Since climate and location are correlated, spatial and environmental variation

are in part redundant, thus proportions of the association attributed to climate variation may in

fact be caused by pure spatial effects. As has been discussed in detail in section 4.4, historical

effects may especially have influenced the spatial structure of allozyme variation in the two re-
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OUttMCAL SCORES FROM CANOMCAL C0nt*flAT10N ANALYSIS OF ALLOZYME AND CUMATE DATA SETS: CASCADES
MUUtERS REPRESERT SEER ZONE REARS OF CAROIICAl SCORES OR VARIATE 1 ARR 1 FROM ALLOZYME DATA SET

CAN VARIATE

Figure 41: Plot of canonical scores from canonical correlation analysis of allozyme and climate data sets:

Central Oregon. Numbers represent seed zone mean scores of canonical variates 1 and 2.

gions. Since regional differences in genetic structures parallel the regional differences in cli¬

mate conditions, both effects may have contributed directly or indirectly to the total variance in

the canonical model.

Basically, three possible explanations may be envisioned for the genotypic differentiation be¬

tween the two regions. A different evolutionary history i.e. migration from two different refugia
may be the major source of differentiation. Alternatively, observed differences may be primarily
a consequence of adaptation to the different climate conditions which are found in the two

areas. As a third possibility, patterns of variation may be a result of a combination of both his¬

torical as well as environmental effects. The spatial structuring of genotypic frequencies thus

poses the problem of the relative contribution of different factors whose interaction may result

in an overlaid effect in space (BORCARD, 1992).

Consequently, estimated associations between multilocus frequencies and climate conditions

reported in section 6.2 may partly be due to other effects than climate, especially in the analy¬
sis based on total sampling area. In order to describe true associations among genotypic fre¬

quencies and climate conditions, total variance in the canonical model must be partitioned into

components which are due to climate effects and components which are caused by such indi¬

rect effects.

Had the base populations in the two regions come from a different origin, significant spatial pat¬
terns of variation would be expected as a consequence of migration from different sources and

at different rates (section 5.4). in this case, spatial patterns of variation would most likely be in¬

dependent of environmental variation. Moreover, if the genotypic differentiation between the

two regions were caused by a separate evolutionary history, strong associations between geno¬

typic frequencies and geographic locations should exist (caused by migration) even under

identical climatic conditions. Consequently, spatial associations which are independent of envi¬

ronmental associations should indicate such historical effects. Therefore, in order to separate
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Trend surface of climate Factor 1: Central Oregon

Factor 1

Figure 42: Upper: Trend surface of predicted scores of first allozyme variate for Central Oregon. Based

on canonical correlation analysis of allozymes and dimate as reported in Table 37, p. 154.

Lower. Trend surface of adual values of climate Fador 1 (temperature)
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historical from environmental effects, the total variance in the canonical model must be parti¬
tioned into components which are due to either pure spatial, pure environmental or interaction

effects.

Following the basic methodology which was proposed by BORCARD et al. (1992), total vari¬

ance in the canonical model was therefore partitioned into the following four components:

a) the non-spatial environmental variation in the model. This is the fraction of the variation

which can be explained independently of any spatial structure (pure environmental variation)

b) the spatial variation in the model that is shared by the environmental variation. This common

variation is partly a consequence of the associations of the dependent variables with spa¬

tially structured environmental conditions, but a certain part may also be non-causal or even

historical (interaction of spatial and environmental variation)

c) the spatial variation in the model that is not shared by environmental variation (pure spatial
variation, due to historical effects or recent drift)

d) the unexplained variation. This is the fraction of variation in the model that is neither ex¬

plained by spatial coordinates nor by environmental conditions.

Certain proportions of the shared variation (b) may be due to other causes than spatially struc¬

tured environmental conditions. Historical effects such as migration are primarily not expected
to have any relationship with environmental variation thus interaction should either be due to

spatially structured environments or due to non-causal effects. Historical effects may not be

ruled out completely, however, since migration may have been related to certain environmental

conditions during colonization, certain habitats providing better habitat conditions for the estab¬

lishment of ponderosa pine and faster colonization than others. Nevertheless, since clear spa¬

tial structures of habitat conditions were common in the sampling area (section 6.1), spatially
structured environments are the most likely cause for the common variation expressed in the

interaction term.

In order to partition total model variance into these four components, different full and partial
canonical models were analyzed. In partial canonical correlation, the specified variables are

partialled out of the model effects before canonical correlation analysis is performed. The 5

models analyzed and presented in Table 39, p. 159 were all second order models including the

following independent effects or variance components:

1. Full model with climate Factor 1, Factor 2, latitude and longitude, representing all four pos¬

sible components (a-d).

2. Climate model with climate Factor 1 and Factor 2, representing components a, 6 and d

3. Location model with latitude and longitude, representing components b, c and d

4. Partial climate model with climate Factor 1 and Factor 2, location effects are partialled out.

This model represents the components a and d

5. Partial location model with latitude and longitude, climate effects are partialled out. This

model represents components c and d

6. Interaction of climate and location, representing component b. The interaction was calcu¬

lated by subtracting the variance accounted for by model 2 from that of model 4 (or by
model 3 from that of model 5). Minor differences between the two methods of calculation

were observed due to rounding and deviations from multivariate normality

7. Unexplained variance, representing component d. This proportion is the difference between

the full model variance (Tr/(1+Tr) and one hundred percent (1+Tr)

The canonical eigenvalues of the different models were used as measures for the amount of

variation accounted for by the explanatory variables specified in the models. To transform ei¬

genvalues into percentages of total variation (to get the variation explained by the model), indi¬

vidual eigenvalues were divided by 1+Tr from the full model (# 1). Percentage relative contri¬

bution was calculated relative to the eigenvalue of the full model which was set to 100 %.
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Partitioning of total model variance into spatial and environmental effects

# Model and Effects

used in canonical

analysis

Models terms in

canonical analysis

[all second order!

Number

of model

terms

Sum of

Eigenvalue

(H»L-trBCe

% variance of

Full

model

[2.2923]

relative

contribution

X

1 Full model with

climate and location

Factor1/Factor2

Latitude/Longitude 10 1.2923 56.40 100.0

2 Climate model Factor1/Factor2 5 1.0600 46.25 82.0

3 Location model Latitude/Longitude 5 0.5799 25.30 44.9

4 Climate model with location

effects partialled out

Partial climate

Factor1/Factor2 5 0.6674 29.10 51.6

5 Location model with climate

effects partialled out

Partial location

Latitude/Longitude 5 0.2325 10.15 18.0

6 Interaction

Climate*Location

Model 2 - Model 4

Model 3 - Model 5

- 0.3926

[0.3474]

17.10

[15.15]

30.4

[26.28]

7 Unexplained variance - - - 43.60 -

Partitioning of the significant part of variance into spatial and environmental effects

# Model and Effects

used in canonical

analysis

Models terms in

canonical analysis

[all second order]

Number

of model

terms

Sum of

Eigenvalue

[H-L*trace

X varianee of

Full

model

[2.2923]

relative

contribution

X

1 Full model with

climate and location

Factor1/Factor2

Latitude/Longitude 10 0.7446 32.48 100.0

2 Climate model Factor1/Factor2 5 0.6897 30.09 92.6

3 Location model Lati tude/Longi tude 5 0.5103 22.26 68.5

4 Climate model with location

effects partialled out

Partial climate

Factor1/Factor2 5 0.2625 11.45 35.2

5 Location model with climate

effects partialled out

Partial location

Lat itude/Longi tude 5 0.0551 2.40 7.4

6 Interaction

Climate*Location

Model 2 - Model 4

Model 3 - Model 5

- 0.4272

[0.4552]

18.64

[19.86]

57.4

61.1

7 Unexplained variance 67.52 -

Table 39: Decomposition of dimatic and spatial (historical) effeds in the canonical trend surface analy¬
sis on total sampling area as reported in Table 33, p. 145. Estimates of the variance compo¬
nents due to climate and location effeds using full and partial canonical models. Upper: Parti¬

tioning of total model variance [sum of eigenvalues, Hotelling-Lawley trace] into spatial and
environmental effects Lower. Partitioning of the variance of significant variates only

Results of the decomposition of model variance into the four components of interest are fur¬

nished in Table 39. The table in the upper half presents the proportions found in total model

variance. Since not all this variation is significant, however, the more interesting results of de¬

composition are shown in the lower half of the table which lists the proportions of the four com¬

ponents relative to the significant part of model variance only.

Using the same 41 allozyme variables as in the analysis in section 6.2, the full model signifi¬
cantly explained 32.5% of total variance. The climate model, on the other hand, accounted for

30.1% of the significant variance. The difference of 2.4% thus representing the contribution of

pure spatial effects that are not redundant with the climate variables. This difference equaled
the result of model 5, where climate was partialled out, leaving only the pure spatial effects in

the model. Of the significantly explained model variance of 32.5%, 11.5% were due to pure
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climate effects, 18.6% were caused by the shared variation of climate and location (caused by
spatially structured climate conditions) and only 2.4% were due to pure spatial effects. Expres¬
sed as a percentage of contribution to the significant variance of the full model, pure climate

effects contributed 35.2% to the sum of all eigenvalues, the interaction of climate and location

57.4% and pure spatial or historical effects only 7.4%. Hence, from the total sum of eigenval¬
ues, 92.6% were due to direct climate effects while pure spatial or historical effects accounted

for a proportion of 7.4% only.

Assuming the same proportions as above, it may be estimated that from the significant vari¬

ance of 33.5% in the climate model reported in section 6.2,11.8% were caused by pure climate

effects which are independent from a spatial structure (similar conditions occurring again at dif¬

ferent locations), 19.2% were due to the interaction between climate and location (spatially
structured environments) and only 2.5% had a pure spatial or historical basis. True associations

between multilocus frequencies and climate conditions therefore may be estimated to be 31%.

6.4 Relative seed transfer risks, inferred from the canonical trend surface of multilocus

genotypic frequencies

Canonical scores of the trend surface represent the relative position in the joint multivariate

space defined by the two sets of variables. Hence, the trend surface of canonical scores repre¬
sents the pattem of variation in multilocus genotypic frequencies which is maximally associated

with the climatic conditions at the source locations, thus providing a picture of the adaptive pat¬
tem of allozyme markers. Accordingly, canonical scores may be used to estimate relative seed

transfer risks between any pair of locations situated on the trend surface.

Relative transfer risk may be estimated for seed transfer among seed zones. Mean canonical

scores of the zones and the variance in scores found within the zones may be used to calculate

transfer risk. Alternatively, since contour plots of predicted scores indicate regions of similarity
in environmentally related multilocus frequencies, the trend surface itself may be used to de¬

lineate areas Qf given relative transfer risks. Intervals between contours may be scaled such

that the areas encompassed by two contours represent a relative transfer risk that is smaller

than a certain value. Contour maps constructed in this way thus delineate areas within which

seed may be transferred without exceeding the given value of transfer risk. The reasoning be¬

hind relative seed transfer risk estimates and the methods used to calculate transfer risks were

described in detail in section 3.6.5. Contours on the trend surface, representing certain relative

transfer risks, were mapped onto the official seed zone map of Oregon. Maps constructed in

this way provide a means of comparing the existing seed zones with the resulting zones based

on transfer risk estimates as inferred from multilocus allozyme frequency distributions. Contour

lines representing a given relative transfer risk were derived from the canonical trend surface

using S-PLUS statistical software (© StatSci, Statistical Sciences Inc., Seattle, WA, USA). Co¬

ordinates of contour lines were then transferred into a geographic information system (arcinfo)
which produced overlay maps in true geographic coordinates.

Relative transfer-risk between all pairs of seed zones in the total sampling area, based on

mean canonical scores of the first allozyme variate, are furnished in Table 40, p. 161. To facili¬

tate analysis, the few individuals sampled in zone 42 were added to zone 661, the individuals

of zone 90 were combined with zone 512. Estimated transfer risks varied widely; ranging from

1% to 90% of mismatch between the frequency distributions at source locations and potential
planting sites. Risks were especially high when transferring individuals from seed zones in

Southwest Oregon to zones in Central Oregon. To better illustrate relative transfer risk among

zones, an average linkage cluster analysis was performed, clustering the seed zones into hier¬

archical groups based on the matrix of transfer risks among zones. The resulting dendrogram
and the respective geographic illustration of seed zones with similar transfer risk are presented
in Figure 43, p. 162

Three main groups are apparent in the dendrogram presented in Figure 43, p. 162. A clear

separation of the two regions is observable, indicating that the average relative transfer risk be¬

tween the two regions is about 50% mismatch. Within Southwest Oregon, seed zone 512, inclu-
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ZONE 270 491 492 | 501 | 502 511 512 661 662 671 | 672 | 673 674 675 681 682

270 0.00 SOUTHUEST OREGON CENTRAL OREGON

491 0.11 0.00

492 0.26 0.15 0.00

501 0.04 0.14 0.29 0.00

502 0.18 0.07 0.08 0.21 0.00

511 0.27 0.16 0.01 0.30 0.09 0.00

512 0.52 0.43 0.30 0.55 0.37 0.29 0.00

661 0.15 0.25 0.40 0.11 0.32 0.40 0.63 0.00

662 0.19 0.29 0.43 0.15 0.35 0.44 0.66 0.04 0.00

671 0.30 0.40 0.52 0.26 0.46 0.53 0.73 0.15 0.12 0.00

672 0.55 0.63 0.72 0.52 0.67 0.73 0.86 0.43 0.40 0.29 0.00

673 0.17 0.28 0.42 0.14 0.34 0.43 0.65 0.02 0.01 0.13 0.41 0.00

674 0.29 0.39 0.52 0.26 0.45 0.53 0.72 0.15 0.11 0.00 0.30 0.13 0.00

675 0.49 0.57 0.68 0.46 0.62 0.68 0.83 0.36 0.32 0.22 0.08 0.34 0.22 0.00

681 0.53 0.61 0.71 0.51 0.66 0.72 0.85 0.41 0.38 0.27 0.02 0.39 0.27 0.06 0.00

682 0.36 0.45 0.57 0.33 0.51 0.58 0.76 0.22 0.18 0.07 0.23 0.20 0.07 0.15 0.21 0.00

690 0.66 0.73 0.80 0.64 0.76 0.81 0.90 0.56 0.53 0.43 0.16 0.54 0.44 0.24 0.18 0.37

701 0.14 0.25 0.39 0.11 0.31 0.40 0.63 0.01 0.04 0.16 0.44 0.03 0.16 0.37 0.42 0.23

702 0.29 0.39 0.52 0.26 0.45 0.53 0.72 0.15 0.11 0.00 0.30 0.13 0.00 0.22 0.27 0.07

703 0.39 0.49 0.60 0.36 0.54 0.61 0.78 0.26 0.22 0.11 0.19 0.23 0.11 0.11 0.17 0.04

711 0.55 0.63 0.72 0.52 0.67 0.73 0.86 0.43 0.40 0.29 0.00 0.41 0.30 0.08 0.02 0.23

712 0.24 0.34 0.48 0.21 0.41 0.49 0.69 0.10 0.06 0.06 0.35 0.07 0.05 0.27 0.32 0.13

721 0.24 0.34 0.47 0.20 0.40 0.48 0.69 0.09 0.05 0.07 0.35 0.06 0.06 0.28 0.33 0.13

722 0.22 0.32 0.46 0.18 0.38 0.46 0.68 0.07 0.03 0.08 0.37 0.05 0.08 0.29 0.35 0.15

731 0.18 0.29 0.42 0.15 0.35 0.43 0.65 0.03 0.00 0.12 0.40 0.01 0.12 0.33 0.38 0.19

751 0.39 0.48 0.60 0.36 0.54 0.60 0.78 0.25 0.21 0.10 0.20 0.23 0.10 0.12 0.18 0.03

842 0.09 0.20 0.35 0.06 0.27 0.35 0.59 0.06 0.09 0.21 0.48 0.08 0.21 0.41 0.46 0.27

911 0.61 0.68 0.76 0.58 0.72 0.77 0.88 0.50 0.47 0.37 0.08 0.48 0.37 0.16 0.10 0.30

912 0.29 0.39 0.52 0.26 0.45 0.52 0.72 0.14 0.11 0.01 0.30 0.12 0.01 0.22 0.28 0.08

921 0.57 0.64 0.73 0.54 0.69 0.74 0.86 0.45 0.41 0.31 0.02 0.43 0.31 0.10 0.04 0.25

943 0.51 0.59 0.69 0.48 0.64 0.70 0.84 0.38 0.35 0.24 0.06 0.36 0.25 0.03 0.03 0.18

952 0.45 0.54 0.65 0.42 0.59 0.65 0.81 0.32 0.28 0.17 0.13 0.30 0.18 0.04 0.10 0.11

ZONE 690 701 702 703 711 712 721 722 731 751 842 911 912 921 943 952

690 0.00

701 0.56 0.00

702 0.44 0.16 0.00

703 0.34 0.26 0.11 0.00

711 0.16 0.44 0.29 0.19 0.00

712 0.48 0.10 0.06 0.16 0.35 0.00

721 0.49 0.09 0.06 0.17 0.35 0.01 0.00

722 0.50 0.08 0.08 0.19 0.37 0.03 0.02 0.00

731 0.53 0.04 0.12 0.22 0.40 0.06 0.05 0.04 0.00

751 0.35 0.26 0.10 0.01 0.20 0.16 0.16 0.18 0.22 0.00

842 0.60 0.05 0.21 0.31 0.48 0.15 0.14 0.13 0.09 0.30 0.00

911 0.08 0.50 0.37 0.27 0.08 0.42 0.42 0.44 0.47 0.27 0.54 0.00

912 0.44 0.15 0.01 0.12 0.30 0.05 0.06 0.07 0.11 0.11 0.20 0.37 0.00

921 0.14 0.45 0.31 0.21 0.02 0.36 0.37 0.39 0.42 0.22 0.49 0.06 0.32 0.00

943 0.21 0.39 0.24 0.14 0.05 0.30 0.30 0.32 0.35 0.14 0.43 0.13 0.25 0.07 0.00

952 0.28 0.33 0.18 0.07 0.12 0.23 0.24 0.25 0.29 0.07 0.37 0.20 0.18 0.14 0.07 0.00

Table 40: Relative seed-transfer risk among seed zones, based on original canonical scores from the
trend surface (first allozyme variate): Total sampling area
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Figure 43: Group formation of similar zones, based on relative seed-transfer risks among zones: Total

sampling area. Upper: Dendrogram resulting from average linkage cluster analysis based on

matrix of transfer risks among zones (see Table 40, p. 161). Lower: Mapped groups of seed

zones with an average transfer risk of less than 30% within groups
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ding all individuals of zone 90, was quite distinct, exhibiting an average relative transfer risk of

about 40% with all other southwestern zones. In addition, zones 270 and 501 differed by an av¬

erage risk of about 22% from the zones in the center of this region. The zones of Central Ore¬

gon were clustered into two main groups. The central seed zones were cleariy separated from

the northern and the southern zones, the exception being zones 674, 673, 682 and 912.

Transfer from the northern zones to the southern zones resulted in an average relative transfer

risk of less than 20% while moving individuals from northern or southern zones to the center

resulted in an average mismatch of 35%. Based on relative transfer risks, zones 661 and 662

could no longer be regarded as transition zones with penetrating maritime climate influence

since relative transfer risk was higher with most of the southwestern zones than with most of

the zones in Central Oregon.

An even better illustration of relative transfer risk in the sampling area is provided by the maps

of relative seed transfer risk (Figure 44, p 164). In the upper half of Figure 44, distances be¬

tween contours were scaled to represent a relative transfer risk of 20% between two neighbor¬
ing isolines; 20% transfer risk equaled a difference of 0.36 units in canonical scores on the first

variate between the neighboring contours. In Southwest Oregon, the central area, especially
encompassing seed zones 511, 502, 492 and 491, was separated from the westem as well as

from the eastern parts. In contrast, no separation in a north-south direction was apparent. Con¬

tours did not match existing seed zone boundaries. Contours within Central Oregon showed a

more complex zonation of transfer risk. Three isolated areas with especially low scores were

apparent. The first such zone was made up mainly of the seed zones 711, 713, 690, 682 and

681. Another area with low scores encompassed mainly seed zones 912, 921 and parts of 952

and 943. A third and small area of negative scores was found in the southeastern part of zone

662 and the northern part of 672. Contours did not match seed zone boundaries. The three

areas with low scores were surrounded by an extended zone of moderately negative scores,

encompassing several southern (712, 703, 702, 711) as well as northern zones (675, 674, 673,

672, 671, 662, 902, 911). Finally, a small band at the northern limit of the area (661, 842, 901)
was joined with a band situated in the highest altitudes near the Cascade crest and with a zone

at the southern border of the sampling area (751, 731, 722, 702, 721, 701).

In the lower half of Figure 44, p 164, contours were scaled to represent a relative transfer risk

of 30% between two neighboring contours. A mismatch of 30% was achieved when the differ¬

ence in canonical scores between two locations on the trend surface exceeded a value of 0.55.

In Southwest Oregon, a large central zone was separated from two small bands in the westem

and eastern part of the area, while no separation in the north-south direction was found. Central

Oregon was separated into two main areas within which transfers were possible with a relative

risk smaller than 30%. The central area was clearly separated from the northern and southern

parts which were linked together by a band of the highest elevation sites near the Cascade

crest.

Mean relative transfer risks among seed zones, estimated from the original canonical scores

based on the Southwest Oregon sample only (Table 35, p. 150), are furnished in Table 41, p.

165 and are illustrated in a dendrogram in Figure 45, p. 165. For the risk analysis, individuals of

zone 42 were added to zone 661 of the Central Oregon sample while individuals of zone 90

were combined with the individuals of zone 512. Average relative transfer risks ranged from

2% to 50% of mismatch between the frequency distributions at source locations and potential
planting sites. A rather high transfer risk was apparent for individuals from seed zone 492 which

showed an average relative transfer risk of more than 30% compared with all the other zones.

An average risk of more than 20% with all the other zones was also apparent for seed zone

501. Average transfer risks were below 15% among all the remaining zones.

Maps of contours from the predicted trend surface, scaled to represent 20% or 30% of relative

transfer risks, are shown in Figure 46, p. 166. These maps cleariy illustrate that seed transfer is

much more complex within Southwest Oregon than what might be inferred from the results ap¬

plying seed zone mean values. A highly complex pattern with changes in transfer risks of up to

90% over very short geographic distances and within the same seed zones was apparent.
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ZONE 270 491 492 501 502 511 512

270 0.00

491 0.03 0.00

492 0.35 0.32 0.00

501 0.17 0.21 0.50 0.00

502 0.02 0.01 0.33 0.20 0.00

511 0.15 0.12 0.21 0.32 0.13 0.00

512 0.13 0.10 0.23 0.30 0.11 0.02 0.00

Table 41: Relative seed-transfer risk among seed zones, based on canonical scores from the first allo¬

zyme variate: Southwest Oregon
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Figure 45: Group formation of similar zones, based on relative seed-transfer risks among zones: South¬

west Oregon. Dendrogram resulting from average linkage cluster analysis based on matrix of

transfer risks among zones (see Table 41, p. 165)

Steep gradients of changes in transfer risk over very short distances were especially apparent
in the western part of the region (zones 512, 502 and 270) and in the northeast (zones 491 and

492). The geographic patterns of the contours seemed to parallel the boundaries of the seed

zones to a certain extent, suggesting that the present seed zones basically reflect the adaptive
patterns. However, two to three isolines representing 60% to 90% of transfer risk were ob¬

served within most of the seed zones, indicating that the present seed zones are most likely too
large to effectively guard against insufficient match between source location and planting site.
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ZONE 661 662 671 672 673 674 675 681 682 690 701 702 703

661 0.00

662 0.02 0.00

671 0.28 0.30 0.00

672 0.32 0.34 0.04 0.00

673 0.48 0.50 0.22 0.18 0.00

674 0.32 0.34 0.04 0.01 0.18 0.00

675 0.51 0.52 0.25 0.22 0.04 0.21 0.00

681 0.53 0.54 0.28 0.24 0.06 0.24 0.03 0.00

682 0.24 0.26 0.05 0.09 0.27 0.09 0.30 0.32 0.00

690 0.54 0.55 0.29 0.25 0.07 0.25 0.04 0.01 0.34 0.00

701 0.02 0.04 0.27 0.30 0.46 0.31 0.49 0.51 0.22 0.52 0.00

702 0.19 0.21 0.10 0.14 0.32 0.15 0.35 0.37 0.05 0.38 0.17 0.00

703 0.15 0.17 0.14 0.18 0.35 0.18 0.38 0.41 0.09 0.42 0.13 0.04 0.00

711 0.41 0.43 0.14 0.10 0.08 0.09 0.12 0.15 0.19 0.16 0.39 0.24 0.28

712 0.15 0.17 0.13 0.17 0.35 0.18 0.38 0.40 0.09 0.41 0.14 0.03 0.01

721 0.01 0.03 0.28 0.31 0.47 0.32 0.50 0.52 0.23 0.53 0.01 0.18 0.14

722 0.10 0.12 0.19 0.22 0.39 0.23 0.42 0.45 0.14 0.46 0.08 0.09 0.05

731 0.28 0.30 0.00 0.04 0.22 0.05 0.25 0.28 0.05 0.29 0.27 0.10 0.14

751 0.37 0.39 0.09 0.06 0.13 0.05 0.16 0.19 0.14 0.20 0.35 0.20 0.23

842 0.16 0.18 0.13 0.17 0.34 0.17 0.37 0.40 0.08 0.41 0.14 0.03 0.01

911 0.45 0.47 0.19 0.15 0.03 0.14 0.07 0.10 0.23 0.11 0.44 0.28 0.32

912 0.03 0.05 0.26 0.29 0.46 0.30 0.49 0.51 0.21 0.52 0.01 0.16 0.12

921 0.45 0.46 0.18 0.15 0.04 0.14 0.07 0.10 0.23 0.11 0.43 0.28 0.32

943 0.53 0.55 0.28 0.25 0.07 0.24 0.03 0.00 0.33 0.01 0.52 0.38 0.41

952 0.40 0.42 0.13 0.09 0.09 0.08 0.13 0.16 0.17 0.17 0.38 0.23 0.26

ZONE 708 711 712 721 722 731 751 842 911 912 921 943 952

703 0.00

711 0.28 0.00

712 0.01 0.27 0.00

721 0.14 0.40 0.15 0.00

722 0.05 0.32 0.05 0.09 0.00

731 0.14 0.14 0.13 0.27 0.18 0.00

751 0.23 0.04 0.23 0.36 0.28 0.10 0.00

842 0.01 0.26 0.00 0.15 0.06 0.13 0.22 0.00

911 0.32 0.05 0.31 0.44 0.36 0.19 0.09 0.31 0.00

912 0.12 0.38 0.13 0.02 0.07 0.26 0.35 0.13 0.43 0.00

921 0.32 0.05 0.31 0.44 0.36 0.18 0.09 0.31 0.00 0.42 0.00

943 0.41 0.15 0.40 0.52 0.45 0.28 0.19 0.40 0.10 0.51 0.10 0.00

952 0.26 0.01 0.26 0.39 0.31 0.13 0.03 0.25 0.06 0.37 0.06 0.16 0.00

Table 42: Relative seed-transfer risk among seed zones, based on canonical scores from first allozyme
variate: Central Oregon

Mean relative transfer risks among the seed zones in Central Oregon, estimated from original
canonical scores based on the Central Oregon sample only (Table 37, p. 154), are presented in

Table 42. A dendrogram showing the hierarchy of seed zones based on the matrix of relative

transfer risk among zones and the geographic illustration of the main groups are furnished in

Figure 47, p. 168. Average relative transfer risk ranged from 1% to 54% mismatch. The den¬

drogram revealed 3 major groups of seed zones with an average transfer risk of less than 20%

within groups. A clear separation of the central zones from both northem as well a southern

zones was found. A transfer of material from northem or southern zones to planting sites in the

center of the area resulted in an average mismatch of about 35%. In contrast, transfers of ma¬

terial from the northem to the southern zones showed an average mismatch of only 15%. The

central zones were again divided into two groups; seed zones 671, 672, 674 and 682 exhibited

an average risk of 20% with the remaining zones in the center.

Maps of contours on the predicted canonical trend surface, representing relative transfer risk of

20% or 30% between two neighboring isolines, are shown in Figure 48, p. 170. Compared with
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Southwest Oregon, contours scaled to 30% of risk among each pair of contours delineated

rather large areas which normally consisted of several to many seed zones, indicating that ma¬

terial may be transferred within Central Oregon over rather large geographic distances without

surpassing a risk of 30%. Steeper gradients of transfer risk were only found in the highest ele¬

vations of the Cascade Range. Occasionally, a risk of more than 30% was found within short

geographic distances, for example in seed zones 661, 662, 911, 711 and 722. Contours did not

parallel the existing seed zone boundaries.

6.5 Discussion

Application of cluster analysis on matrices of genetic dissimilarity among individuals, assigning
each tree to a subset of samples with similar genotypic scores, produced complex geographic
patterns of multilocus genotypic variation (Figure 28, p. 128). Genetically similar individuals oc¬

curred all over the sampling area. No ecotypic distribution of similar individuals was apparent,
not even on a very local scale. One exception, however, was found in the southwestern comer

of the sampling area. Individuals in this part of southwestem Oregon (seed zone 90) and

northwestern California, were characterized by a distinct combination of genotypic scores which

did not occur elsewhere. The distinct genetic structure in this small part of the area has already
been observed and discussed in sections 4 and 5.

It must be emphasized however, that patterns of multilocus genotypic variation, illustrated as

the geographic distribution of individual group memberships, are not truly multivariate pattems.
Cluster analysis, used for assigning each individual to a subset with a similar genotypic combi¬

nation, is based on a dissimilarity matrix which is calculated from the original scores of all 71

allozyme variables. All measures of dissimilarity, including Euclidean distance, assume that the

variables are un-correlated within the clusters. The covariance structure of the data is thus not

reflected in the dissimilarity space between the entities. In other words, intercorrelations among
the variables are not accounted for, and the orientations of the differences in multivariate space
are not reflected in the resulting cluster solution. Moreover, traditional genetic distance meas¬

ures (GREGORIUS, 1974; NEI, 1978) weight all alleles equally, even though not all alleles ex¬

hibit adaptive pattems as has been demonstrated in section 5. Although differences in frequen¬
cies are weighted proportionally in the calculation of Euclidean distance, intercorrelations and

directions of differences are likewise not reflected in multivariate dissimilarity space. Hence,
eventual linkage disequilibria cannot be portrayed by the cluster solution. In addition, variation

in multilocus variable space may be continuous and a classification in discrete, discontinuous

subsets might only give a crude picture of the real situation. Moreover, deciding on the number

of subsets present in the data is a common problem of cluster analysis. Numbers of subsets,
however, will influence results of subsequent discriminant analyses. Variation may also be

highly nonlinear and the pattern may therefore not be readily detectable in a cluster analysis.

Associations between individual multilocus genotypic structures and habitat conditions, inferred

by descriptive discriminant analysis, partitioning the variance in habitat conditions into among
and within-group proportions, were statistically significant but rather weak (Table 25, p. 130).
Estimated associations differed according to the dissimilarity matrices which were used to as¬

sign the samples to homogeneous subsets of genotypes. As expected, results based on cluster

solutions using Euclidean distance, giving more weight to the highly differentiated alleles, re¬

vealed associations 1.5 to 3 times higher than the associations estimated on the basis of the

distance measures which do not weight the different alleles. Hence, results involving cluster

solutions based on Euclidean distance seem to portray the real situation better than the results

based on traditional genetic distance measures. Nonetheless, since cluster analysis is cleariy
limited in portraying truly multivariate patterns, all estimated associations, even the estimates

based on Euclidean distance, most likely underestimate the real multivariate relationships
among genetic and environmental variation. Estimates of 7% to 13% may thus be regarded as

the lower limits, the real associations most likely being higher than these estimates.

Apart from these limitations regarding the estimated amounts of association, results of dis¬

criminant analyses are cleariy in line with the conclusions already reached in sections 4 and 5.
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Results confirm that the individual genotypic structure is primarily associated with the tempera¬
ture condition at source locations while no significant associations with moisture conditions of

the site seem to exist, except for Southwest Oregon. The prime importance of temperature as

selective agent has already been postulated in the analysis of differentiation pattems; it has

been observed in matrix comparisons and in the multinomial response models. Interestingly,
moisture seems to have a slightly more pronounced effect on genotypic structure in Southwest

Oregon than in Central Oregon. Although associations are not significant, the rather high struc¬

ture coefficient in the cluster solution using Euclidean distance suggests that the high gradients
in moisture conditions found within this area may be partly reflected in the genotypic structure.

Generally, however, associations between genotypic structure and habitat conditions seem to

be weaker within Southwest Oregon than within Central Oregon. It has already been shown in

sections 4 and 5 that differentiation is less pronounced within Southwest Oregon compared to

differentiation within Central Oregon. In addition, no associations among single alleles and cli¬

mate factors were found in the multinomial response models performed on the Southwest Ore¬

gon sample. These results are now confirmed by low and not significant proportions of habitat

variation which were related to differences among genotypic groups (Table 25, p. 130). Lack of

significant associations is most likely a consequence of a less extreme selection pressure due

to warmer winters and lower temperature extremes in this area.

The distribution of ponderosa pine in the sampling area can be grouped in 8 to 10 different

habitats characterized by specific combinations of temperature and moisture conditions (Figure
29, p. 132). If these habitats are plotted by location, a fairly distinct geographic pattern be¬

comes apparent (Figure 30, p. 133). On an area-wide scale, habitat conditions show an eco-

typic pattern of three distinct habitat types within Southwest Oregon while Central Oregon
shows a more complex, locally variable pattem in the high elevations of the Cascade Range
and more ecotypic distribution in the high desert area to the east.

Describing differences in multilocus genotypic structures relative to these different habitat types
revealed associations which were much stronger than those found in the discriminant analyses
on groups of genotypes (Table 27, p. 135). Canonical discriminant analyses assigned propor¬
tions of 20% to 40% of variation in the first canonical variates to differences in habitat condi¬

tions. The canonical variates, which explained most of the among-group variance, were domi¬

nated by several alleles at many loci, suggesting that many alleles contribute in small propor¬
tions and in an additive fashion to an overall adaptive multilocus genotypic frequency distribu¬

tion.

The geographic distribution of habitat conditions should depict the true multivariate pattem of

climate variation in the area. Principal components are orthogonal transformations of the origi¬
nal climate variables. Hence, they are un-correlated with each other and Euclidean distances

calculated from climate Factor 1 and Factor 2 should reflect the multivariate variance-covari¬

ance structure of the original climate data set. Accordingly, results are expected to portray as¬

sociations among genotypic structure and habitat conditions better than the former analysis.
Resulting associations were in fact higher than the results based on subsets of similar geno¬

types, supporting our speculation that these estimates may indeed be regarded as lower limits.

Nonetheless, the estimated associations of 20% to 40% revealed by discriminant analysis on

groups of habitats, must also be interpreted with caution. Comparisons between results of

classification and cross-validation provided strong evidence that the discriminant axes were not

very robust. Due to insufficient sample size and violations of assumptions, stability of the ca¬

nonical functions was insufficient in all analyses.

Classification may be used to indirectly infer the robustness and stability of the derived canoni¬

cal functions and to validate the reliability of results from the analysis. The premise of this vali¬

dation approach is that unstable results of classification indirectly infer that the canonical func¬

tions are also unstable. Unstable canonical functions and classification criteria may result from

violations of one or several assumptions or from a sample size too small to obtain accurate and

precise estimates of means and dispersions. Stability of classification results may be validated

using resampling procedures such as split sample validation or cross-validation procedures.
Cross-validation is a procedure where one sample at a time is omitted from the data set before

the canonical functions are derived. The omitted sample is then reclassified using the derived
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discriminant functions. The procedure is sequentially repeated for each sample and classifica¬

tion accuracy is thus evaluated. Biased classification rates resulting from reclassification of the

same samples that were used to derive the canonical functions may thus be overcome. A sub¬

stantial reduction in the classification accuracy suggests that the estimated means and disper¬
sions are not very reliable and that a larger sample size would be required for more robust esti¬

mates and stable classification results. Robust estimates of the functions depend on the homo¬

geneity of group dispersions (i.e., variance-covariance matrices), the multivariate normality of

data, low intercorrelations among the variables and a large sample size relative to dimensional¬

ity. Violations of assumptions may result in unstable estimates of the canonical functions. In

this case, the among-group to within-group variance may be distorted and pattems are at best

suggestive and descriptive. However, the impact of these violations on the results remains to¬

tally unknown (WILLIAMS, 1981). While there is evidence that certain of the assumptions can

be violated moderately, without large distortions and changes in classification results (KLECKA,
1975; HARRIS, 1975; LACHENBRUCH, 1975), equality of covariance matrices is considered to

be important for stable estimates of the canonical functions (WILLIAMS, 1981).

In all three analyses, cross-validated results indicated unstable estimates of the canonical func¬

tions. Variance-covariance matrices of the genetic data i.e. group dispersions were in fact not

homogeneous (within-group variance-covariance structure were not the same for all groups). A
multivariate chi-square test as proposed by MORRISON (1976) was highly significant for all

three analyses. Since quadratic functions, which are commonly used when the within-group
variances and covariances are heterogeneous, have limited use in allozyme data sets because

some of the loci are fixed in one or more groups and not in others (WESTFALL and CONKLE,
1992), linear functions were used in spite of the unequal variance-covariance matrices. Results

of classification and cross-validation may therefore not be very reliable. Robust estimates of

canonical functions depend largely on a sufficient number of samples relative to the number of

discriminating variables. According to WILLIAMS and TITUS (1988), each group should contain

at least three times as many samples as the discriminating variables to insure stable estimates.

Hence, our sample to variable ratio was clearly insufficient to allow for robust estimates of the

canonical functions and therefore, reported results must be considered as exploratory and de¬

scriptive only.
__

Nevertheless - with the exception of Southwest Oregon - the results obtained were highly in ac¬

cordance with the conclusions already reached from single locus analyses. Alleles which domi¬

nated the first canonical variate of total sampling area were identical with alleles that exhibited

high differentiation among the regions. Moreover, alleles with a correlation coefficient higher
than 0.20 with the first variate were all characterized by a spatial pattem that significantly devi¬

ated from a random spatial arrangement. All alleles with structure coefficients higher than 0.30

on axis 1 had already shown a significant association with temperature in the univariate

multinomial response models. Based on mean scores on discriminant axis 1, seed zones could

be clearly assigned to their respective regions. Southwestern zones all had negative mean

scores on this axis while zones from Central Oregon were all positive. Zone 661 was again
characterized by an intermediate mean score, indicating that this zone may indeed be regarded
as a transition zone between the two regions, having a genetically distinct structure. The clear

separation on axis 1 reflects either a real association of genotypic structures with the different

temperature regimes found in the two areas or again is a result of indirect effects linked to the

two regions (different evolutionary history). Indirect effects may also be responsible for high
structure coefficients of certain alleles which in fact are not associated with habitat conditions

but rather show a high correlation with axis 1 due to such indirect effects. The question of indi¬

rect effects will be addressed separately in more detail below.

Results regarding associations among genotypic structure and moisture conditions of the site

are also in accordance with the former conclusions. Although a slight tendency of associations

between the mean scores on axis 2 may be inferred from the plotted scores on both discrimi¬

nating axis, non significance of axis 2 and inconsistent results with many exceptions clearly in¬

dicate that associations are at best only weak.

Discriminant analysis, performed on 10 subsets within Southwest Oregon only, produced a

highly significant first variate which assigned 40% of variation in genotypic scores of 32 al¬

lozyme variables to group differences (TaWe 27, p. 135). Results from cross-validation how-
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ever suggest that the first canonical function is not robust, thus producing spurious results of

associations. Classification accuracy was reduced from 40% (higher than by chance) to only
3% to 5% correctly assigned individuals in crossvalidation. Inspection of alleles which exhibited

high redundancies with canonical variate 1, also indicates that variate 1 is most likely not ro¬

bust. None of the alleles which loaded high on this variate had shown either a spatial geo¬

graphic structure or any association with climate in the multinomial response models. Likewise,

plotted canonical scores did not furnish any meaningful pattems. Hence, there is strong evi¬

dence that assumptions for discriminant analysis seem to have been violated (due to insuffi¬

cient samples per subset) and results of discriminant analysis are most likely not only spurious
but also substantially overestimate the real associations between genotypic structure and cli¬

mate conditions.

Concordant results, however, were observed for the analysis on subsets within Central Oregon.
Associations with habitat types were estimated as 20%. All alleles having a correlation higher
than 0.20 with variate 1 were alleles which had already shown an association with temperature
in the multinomial response models. However, plots of mean scores on the first and second ca¬

nonical axis revealed only weak trends with habitat conditions, even with temperature as the

prime factor of influence. Considering the low level of significance and the weak associations

that may be inferred from the plot of mean scores by seed zones, the low association of 20%

seems to be a rather realistic estimate of the relationship.

Direct multivariate associations between the dependent allozyme data set and an independent
climate model may be obtained using canonical trend surface analysis. Although canonical cor¬

relation analysis has been successfully applied to ecological problems (GITTINS, 1985), only
recently have applications to population genetics been reported (WARTENBERG, 1985;
CONKLE and WESTFALL. 1984; WESTFALL and CONKLE, 1992; MERKLE et al., 1988).
With the exception of sensitivity to outliers, canonical correlation analysis is less sensitive to er¬

rors than principal component analysis, and errors that occur usually reside in the residual

variation (WESTFALL and CONKLE, 1992). In addition, canonical correlation is superior to

principal component analysis for detecting irregular geographic structures (WARTENBERG,
1985). The technique is truly multivariate and more straightforward than the indirect approach
using principal component and regression analysis. It is also superior to the categorization ap¬

proach based on cluster and discriminant analysis. However canonical trend surface analysis
also has some shortcomings, (SMITH, 1981, JOHNSON, 1981). A minimal sample size of three

times the sum of dependent and independent variables is required for reliable results; if the

sample to variable ratio gets smaller, canonical correlation coefficients become inflated and

statistical significance may be assured even if the results do not have biological significance.
Moreover, robustness depends on normality of the data. Finally, several parameters must be

assessed in order to get a complete and accurate picture of the relationships, interpretation of

results may thus be complex. Canonical correlation analysis was described in detail in section

3.6.4.4.

With canonical trend surface analysis over the total sampling area, a rather high proportion of

the variance (33.5 %) in genotypic scores of 41 alleles was related to a second order model of

climate factors (Table 33, p. 145). The trend surface, representing the multivariate adaptive
genotypic variance, proved to be highly significant with adequate fit and normally distributed

and unbiased residuals. Moreover, results were meaningful and in accordance with results from

earlier analyses. For example, the estimated amount of association was strikingly in accor¬

dance with the association revealed by cluster and discriminant analysis based on subsets of

similar habitat conditions. Alleles which contributed most to the trend surface were the same as

those which were already found to be associated with climate in single-locus analyses and

which loaded high on the first discriminant axis of discriminant analysis on subsets of habitats.

With a number of samples that was more than 9 times larger than the number of variables, the

canonical functions and weights are expected to be robust and reliable. Relationships should be

truly multivariate. In contrast to the indirect approach with cluster and discriminant analysis, the

assumptions for canonical correlation analysis were met and the resulting canonical trend sur¬

face should thus describe the adaptive pattern of multilocus frequency distribution as close to

reality as possible.
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The canonical model clearly demonstrated that the variation in multilocus genotypic frequen¬
cies is moderately related to the habitat conditions at source locations. Although individual al¬

leles only occasionally exceeded a correlation of 0.25 with the canonical model, indicating that

only small proportions of variation in any one allele are associated with climate conditions, the

aggregate pattem was relatively strong. Thus, the loci and their alleles behave much in the way

one would expect of quantitative trait loci. On the level of the gene, the trait is broken down into

many genes with each gene contributing only very little to the expression of the character

(LEWONTIN, 1984). While the small individual contributions may be difficult to detect statisti¬

cally, the aggregate pattem may be strong and meaningful. The present study thus provides
further evidence that allozyme markers behave much in the same way as quantitative genes,
each marker contributing only small proportions to an overall pattern of alllozyme variation

which is closely associated with climate, suggesting that this allozyme variate is contributing to

adaptation. Similar results were reported by WESTFALL and CONKLE (1992), analyzing varia¬

tion patterns of different species in southwestem Oregon and California.

Not all alleles were equally related with this overall adaptive pattem. Several loci and alleles

seemed to be completely unrelated (42% of the 71 allelic markers), others showed weak rela¬

tionships, while a few alleles were moderately correlated with the pattern. Of the 71 allelic vari¬

ables, 41 (58%) showed a minimal correlation with the pattern of at least 10% while 22 alleles

(31%) revealed a correlation of at least 20% and 8 alleles (11%) of at least 30%. The highest
contribution to the pattern was found for the two alleles at locus Idh with a structure coefficient

of 50% or a proportion of 25% of shared variance with the trend surface. Most of the loci which

showed an association with the adaptive pattern code for enzymes with an important physio¬
logical role in glycolysis or the Krebs cycle (Idh, Mdh, G6p, Lap, Pgm). The same enzymes

were also reported to pattem in all four species which were investigated by WESTFALL and

CONKLE (1992).

With one exception, all alleles with a structure coefficient higher than 0.20 with the trend sur¬

face were characterized by a spatial pattern that had deviated from random spatial arrange¬
ment in spatial autocorrelation analysis (section 5), the exception being locus Mdh-3. In con¬

trast, Lap2-4, Got1-3, Acp1-4, Aco1-3 and Aco1-4 had shown a spatial pattem but showed no

relationship with the adaptive trend surface. In addition, all alleles with a correlation higher than
0.20 with the adaptive trend surface were already significantly associated with temperature in

the single locus analyses using multinomial response models. Our study thus provides further

evidence that multivariate statistical techniques may be successfully applied to a multilocus

data set, revealing in one single analysis all the important single locus patterns and associa¬

tions, and at the same time completing the picture at the multilocus level, producing informa¬

tion about the aggregate pattern of multilocus variance.

The magnitude of multivariate associations of allozyme genotypes with climate in westem Ore¬

gon ponderosa pine is similar to that observed for four conifers (also based on canonical trend

surface models) in the mixed conifer zone of California's Sierra Nevada (WESTFALL and

CONKLE, 1992). The amount of variation described by a geographic model, involving latitude,

longitude and elevation, was 28% for White-fir (Abies concolor Lindl.), 44% for Sugar pine
(Pinus lambertiana Dougl.), 40% for ponderosa pine (Pinus ponderosa Laws.) and 63% for

Douglas-fir (Pseudotsuga menziesii Franco). The higher proportion of allozyme variance ex¬

plained for ponderosa pine in the Sierra Nevada versus western Oregon is most likely due to

the larger sample in the Sierra Nevada region, extending over 700 km in the north-south direc¬

tion (and thus covering a wider variety in habitat conditions) compared to the north-south ex¬

tension of 420 km in the present study. The White-fir sample, on the other hand, extended only
over 325 km in the north-south direction, thus a weaker patterning might be expected. How¬

ever, patteming of ponderosa pine in Oregon seems to be weaker than the pattems reported
for Douglas-fir and Sugar pine which extended over an area similar to that in western Oregon.
Several reasons may be envisioned for the weaker association found in Oregon. Adaptive pat¬
terns may be weaker due to the shorter period of time since immigration of ponderosa pine into

the area, and thus a shorter amount of time for adaptation. Aitematively, habitat conditions may
be less variable and selection pressure less stringent than in the Sierra Nevada of California.

Especially in southwestern Oregon the habitat conditions are mild and adaptation to tempera¬
ture is less pronounced (see below). Aitematively, species may differ in the amounts of genetic
variation due to a different evolutionary past; associations may thus differ since selection may
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only act on the genetic variation which is present. Finally, a difference in methodology may

have produced the differing amounts of associations. Instead of a geographic model which was

used by WESTFALL and CONKLE (1992), our results are based directly on climate conditions

at source locations. Since climate data have been estimated by local regression procedures, a

portion of the variability in habitat conditions may have been removed. A similar amount of as¬

sociation of multilocus frequencies with environmental variation was reported by GURIES

(1984). In western white pine, Pinus monticola Dougl., the first principal component, represent¬

ing 37% of total genotypic variance at 12 loci, was highly correlated with latitude and elevation,
both variables, of course, being highly redundant with climate conditions. According to YEH et

al. (1985) who reported on variation in Lodgpoie pine, Pinus contorta Dougl. ex. Loud., in the

Yukon and British Columbia, 28% of the variation in the first discriminant function, represent¬
ing 20 loci, paralleled a strong north-south geographic pattem, this pattern obviously mainly
representing variations in temperature.

Multilocus genotypic frequencies were primarily related to temperature (Table 33, p. 145). Cli¬

mate Factor 1, representing the temperature regime at source locations, cleariy dominated the

model (canonical variate 1 representing 97 % of the variance in Factor f). Associations with

moisture, on the other hand, were not significant and weak in magnitude. In all former analy¬
ses, without exception, temperature has been identified as the major factor influencing genetic
structure. Consequently, the results cleariy lead to the conclusion that temperature at the

source location seems to be the most important environmental factor responsible for the ob¬

served adaptive pattem of multilocus frequency distributions found in the area. The important
role of temperature may best be seen when comparing the response surfaces of predicted al¬

lozyme scores of the first canonical variates (Figure 37, p. 148, Figure 42, p. 157) with the

variation patterns of temperature, expressed as climate Factor 1. The two patterns of variation

are in fact strikingly similar, not only as regards their similarity in the overall trend but cleariy
also on a very local scale.

Our results are highly comparable with results that were recently reported by SORENSEN

(1994). SORENSEN analyzed several quantitative traits of one- to three-year old seedlings,
using the same families which were included in the Central Oregon sample of the present
isozyme investigation. Applying principal component and regression techniques, he found a

strong association between seedling traits and elevation and concluded that genetic differentia¬

tion in seedling vigor was much stronger across temperature gradients than across moisture

gradients. These results indicate that allozyme data can provide similar information about

adaptive pattems. In section 7, pattems of variation revealed by seedling quantitative traits

(applying the same statistical procedure as for the allozyme analysis) will be analyzed and

compared with the patterns found for the isozyme markers. A detailed comparison of variation

pattems from the two sources of information will thus be possible.

In section 1 we had stated the following 3 hypotheses to be tested:

Geographic variation in multilocus allozyme genotypes is the result of:

1) recent adaptation to current environments, caused by natural selection

2) a different evolutionary history, caused by migration from different refugia populations

3) random processes, caused by genetic drift among populations

The fact that there is genetic differentiation between Southwest and Central Oregon is consis¬

tent with all 3 hypotheses. Associations of patterns of multilocus allozyme frequencies with en¬

vironmental variation within the two regions, is potentially consistent with hypothesis 1 and 2.

Complex patterns of allozyme variation associated with complex environmental variation, how¬

ever, are unlikely under hypothesis 2. This is especially so if patterns are repeated in different

places as seems to be the case for ponderosa pine in Oregon. Moreover, the amount of varia¬

tion in multilocus allozyme frequencies that can be explained by spatial variation alone (i.e.
which is unrelated to environmental variation) is very small which cleariy argues against migra¬
tion. In addition, close asscoations of allozyme pattems with pattems seen in quantitative traits,
as observed in Central Oregon, seem to be strong evidence for hypothesis 1 since pattems of

quantitative traits generally strongly reflect adaptation.We thus conclude that the observed pat-
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terns of mutlilocus allozyme frequencies are most likely the result of adaptation to current envi¬

ronments, caused by natural selection.

Variation at several enzyme loci appeared to be related to temperature. Highest contributions

to the adaptive pattern were found for the loci Mnr-1, Mnr-2, Lap-2, Pep-3, G6p-2, Acp-1, Gdh-

1, ldh-1, Pgm-1, Skd-2, Fdp-2, Adh-2 and Mdh-3. Hence, variation at 13 out of 31 loci seemed

to be directly or indirectly related to temperature. Even if the associations were low at the level

of the alleles, for the number of loci chosen at random, this is a very high number of observed

associations, arguing against the neutrality of these allozyme markers. With few exceptions

(LAP, ADH), all these enzyme systems belong to the so-called group I enzymes (GILLEPSIE
and LANGLEY, 1974) which are characterized by their function in the primary metabolism (gly¬
colysis, citric acid cycle, pentose phosphate cycle, etc.) and most of which act only on a single
physiological substrate. Allelic variation at these loci, which code for enzymes that are most re¬

levant for fitness and adaptation, may be viewed as a result of balancing selection caused by
differences in the function and kinetic properties of the variants, leading to differences in fitness

under differing environmental conditions (BERGMANN et al., 1990). A huge body of evidence

for the existence of differences in the kinetic properties and fitness of allelic variants under spe¬
cific environmental conditions has been reported in the literature. An overview has been pre¬
sented in section 1. The frequent or the two most frequent alleles are believed to constitute the

operating adaptive potential which becomes apparent in the set of environmental conditions to

which a population can adapt (or which it can survive) without the necessity to change its ge¬
netic composition. The rare variants, on the other hand, can be viewed as the latent genetic
potential to be utilized for colonization or adaptation to changed environments (BERGMANN et

al., 1990). The large proportion of allelic variants which show an association with the tempera¬
ture related pattern clearly support this view. Our results strongly argue for the existence of

differences in properties and functions among the enzymatic variants, for their differences in

fitness under differing environmental conditions and for their selective non-equivalence under

natural selection. The non-neutrality of these loci is also strongly supported by the striking
congruence of our results with results reported in the literature (see section 1). For most of the

enzyme systems with correlations of more than 0.20 with the adaptive response surface i.e.

IDH, PGM, MNR, LAP, G6P, ACP, GDH and MDH, direct or indirect associations with

temperature have already been reported in many publications and for a number of different

species. No comparative results exist only for the enzyme systems ADH, FDP, SKD and PEP.

The latter two enzymes, however, were assayed only very occasionally.

A high correlation among allele frequencies at an Idh locus and temperature has been reported
for Pitch pine, Pinus rigida Mill., (GURIES and LEDIG, 1981) and beech, Fagus sylvatica L.,

(GOMORY et al., 1992). Indirect evidence for associations with temperature may be inferred

from the reported associations with latitude found in different studies on Silver fir, Abies alba

Mill., (MOLLER, 1986; BERGMANN et al. 1990; KONNERT, 1992). In the same species, the

observed ciinal variation in frequencies of the two alleles could be linked to kinetic differences

regarding thermostability and catalytic efficiency of the two variants under different temperature
regimes (BERGMANN and GREGORIUS, 1993). Similar results have also been reported for

allelic variants in trout species by MOON and HOCHACHKA (1971, 1972). In Lodgpoie pine,
Pinus contorta Dougl. ex. Loud., in the Yukon and British Columbia, Idh showed the highest as¬

sociation with the first discriminant axis which paralleled a strong north-south pattern (YEH et

al., 1985). A contribution of Idh to patterning was also reported for White fir, Abies concolor

Lindl., Sugar pine, Pinus lambertiana Dougl., ponderosa pine, Pinus ponderosa Laws., and

Douglas-fir, Pseudotsuga menziesii Franco, in the Sierra Nevada in California (WESTFALL and

CONKLE, 1992).

YEH and O'MALLEY (1980) reported a high correlation of allele frequencies at a Pgm locus

with latitude in Douglas-fir, Pseudotsuga menziesii Franco, which indirectly implies an associa¬

tion with temperature. Likewise, significant differences in allele frequencies at the Pgm locus

which were observed between mesic, north-facing slopes and xeric, south-facing sites in pon¬

derosa pine, Pinus ponderosa Laws., populations (HAMRICK et al., 1989) suggest an adaptive
role of this enzyme with respect to temperature and moisture regime. Variation at Pgm was

also moderately correlated with the first discriminant axis which paralleled a strong north-south

pattem in Lodgpoie pine, Pinus contorta Dougl. ex. Loud., in the Yukon and British Columbia
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(YEH et al., 1985). Moreover, variation at Pgm was also associated with the second discrimi¬

nant axis which was related to differences in elevation.

Associations of allele frequencies at Mnr with temperature were reported for beech, Fagus syl¬
vatica L, by GOMORY et al., (1992). Indirect evidence for the adaptive significance of Mnr

relative to temperature is also provided by results found for Douglas-fir, Pseudotsuga menziesii

Franco, in southwestern Oregon as reported by MERKLE et al. (1988). The highest correlation

with a second order spatial model including latitude, longitude and elevation was found for a

Dia locus. Diaphorase is a synonym for MNR, describing the same enzyme system.

Different authors have reported associations of variation at the LAP enzyme with temperature.
Direct correlations among allele frequencies and temperature have been reported for Pitch

pine, Pinus rigida Mill., (GURIES and LEDIG, 1981) and Norway spruce, Picea abies Karst.,

(STUTZ, 1990). Indirect evidence comes from associations of allele frequencies at a Lap locus

with latitude which were described in Norway spruce, Picea abies Karst., (BERGMANN, 1973,

1975b) and Pitch pine, Pinus rigida Mill., (FRYER, 1987). Associations with altitude were found

in Norway spruce, Picea abies Karst., in Sweden by LUNDKVIST (1979). The importance of

LAP for adaptation to the environment has also been demonstrated by results reported by KIM

(1980) and MULLER-STARCK and HATTEMER (1989) who described associations between

the viability and survival of beech, Fagus sylvatica L, seedlings and genotypic structure at the

Lap locus.

Frequencies of allelic variants at the G6p locus were correlated with temperature in pitch pine,
Pinus rigida Mill., (GURIES and LEDIG, 1981). Indirect support for an adaptive role with respect
to temperature conditions comes from associations with latitude which were reported for black

spruce, Picea mariana (Mill.) B.S.P., in Newfoundland by YEH et al. (1986). Likewise, G6p was

moderately correlated with the first discriminant axis paralleling a strong north-south pattern in

Lodgpoie pine, Pinus contorta Dougl. ex. Loud., in the Yukon and British Columbia (YEH et al,

1985). An important role of the G6P enzyme in the adaptation process to temperature may also

be concluded from the results published by KONNERT (1991). High correlations of allele fre¬

quencies at a G6p locus with phenology and growth traits were found in one-year old Norway
spruce, Picea abies Karst., seedlings. Moreover, allelic variants at a G6p locus seemed to play
an important role in the stress tolerance against air pollution (SCHOLZ and BERGMANN,
1984).

Associations between alleles at a Acp locus and temperature have been reported by several

authors. High correlations between Acp allele frequencies and temperature were described for

beech, Fagus sylvatica L, by GOMORY et al. (1992). Indirect associations with latitude and al¬

titude were observed repeatedly in Norway spruce, Picea abies Karst., by BERGMANN (1973,
1975a, 1978) and in pitch pine, Pinus rigida Mill., by FRYER (1986). Variation at the Acp locus

was also found to be related to stress tolerance against S02 pollution (MEJNARTOWICZ,
1983).

Gdh was found to be related with altitude in Norway spruce, Picea abies Karst., (LUNDKVIST,
1979). In Lodgpoie pine, Pinus contorta Dougl. ex. Loud., in the Yukon and British Columbia,
variation at Gdh was associated with altitude, loading high on the second discriminant axis

which represented variation in altitude (YEH et al., 1985). Significant differences in allele fre¬

quencies at the Gdh locus which were observed between mesic, north-facing slopes and xeric,

south-facing sites in ponderosa pine, Pinus ponderosa Laws., populations (HAMRICK et al.,

1989) suggest an adaptive role of this enzyme with respect to temperature and moisture re¬

gime.

Several reported results indicate an association of allelic variation at Mdh with temperature. A

high correlation between variation at locus 2 and temperature was reported for Pitch pine,
Pinus rigida Mill., by GURIES and LEDIG (1981). Associations with latitude were reported for

Douglas-fir, Pseudotsuga menziesii Franco, by YEH and O'MALLEY (1980). Associations with

altitude were observed for Black spruce, Picea mariana (Mill.) B.S.P., in Newfoundland by YEH
et al. (1986) and for Lodgpoie pine, Pinus contorta Dougl. ex. Loud., in the Yukon and British

Columbia (YEH et al., 1985). In the latter case, it was also variation at locus 3 which showed a

high association.
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In conclusion, associations with temperature have been repeatedly described for most of the

loci which were associated with the adaptive trend surface. Lack of associations have also

been reported for these loci, this has, however, mostly been on the single-locus level, using
traditional univariate measures of diversity and differentiation. In our case, all these loci had al¬

ready shown a relationship with temperature in the single locus analyses. Based on these com¬

parable results, we conclude that these loci i.e. Idh, Pgm, Mnr, Lap, G6p, Acp, Gdh and Mdh

are adaptive or tightly linked to adaptive markers.

No associations with temperature have been reported for Fdp, although this enzyme has been

investigated in most of the allozyme studies. The rather high association with the adaptive re¬

sponse surface may be due to an indirect, region related effect. Results reported in section 5

suggested such an indirect effect. According to the results of the multinomial response models,
the association of variation at the Adh locus is also most likely caused by indirect effects. How¬

ever, Adh has been found to show associations with altitude in Lodgpoie pine, Pinus contorta

Dougl. ex. Loud., in the Yukon and British Columbia (YEH et al, 1985). Moreover, fitness dif¬

ferences in animals and plant species have been reported for the Adh locus (see section 1).

The importance of separating direct from indirect effects has been extensively discussed in

section 4.5. Especially the question regarding the existence of different races (Pacific race,

North Plateau race) is of special interest, since several results, mainly based on quantitative
traits, were taken as evidence for the existence of different races on the east and west sides of

the Cascade Range in Oregon (see section 2). Results from single locus analysis in this study
also revealed differentiation between the two regions for allele frequencies at several loci.

Since CONKLE and CRITCHFIELD (1987) and NIEBLING and CONKLE (1990) have already
reported differentiation between the Pacific and the North Plateau races for the same loci, the

genetic distance of 0.11 being in the range reported for races (NEI, 1974), the racial theory
seems to be supported by the patterns of allele frequency differentiation observed in this study.

Potential past and present forces involved in generating the observed variation patterns could,

however, not be separated using univariate procedures. With multivariate techniques, however,
the explained variance in the model could be partitioned into different components, represent¬
ing different possible effects. The proportion of model variance which was related to location

only, was interpreted as being most likely due to either evolutionary events in the past
(migration) or random processes which are unrelated to natural selection. In contrast, propor¬
tions of model variance which were associated with either pure environmental variation or with

the shared variation between environment and location (due to spatially structured environ¬

ments) were taken as being most likely a result of natural selection.

Since only 2.5% of the significantly explained variance in the adaptive response surface of

multilocus frequencies was attributable to pure spatial effects, historical events such as a long
separate evolution of the base populations or the immigration from two different refugia are ex¬

tremely unlikely. Ninty seven percent of the variance in the response surface were associated

with the climatic conditions at source locations. The response surface thus represents adaptive
multilocus genotypic variance. This very high proportion of climate effects leads to the conclu¬

sion, that the observed differences in allele frequencies between the two regions are rather the

result of natural selection than the consequence of racial differentiation due to a different evo¬

lutionary history. Results from multivariate analysis cleariy indicate that the observed differ¬

ences in allele frequencies at several loci are primarily due to the marked environmental differ¬

ences in climate conditions which exist between the east and the west side of the Cascade

Range. Moreover, the associations of multilocus frequencies with climate variation strongly ar¬

gue for natural selection being the major force involved in generating the pattems of variation

of the present populations.

Based on estimates of time of divergence, we had speculated in section 4.5 that ponderosa

pine in the area must have had a long common evolutionary history. In combination with the

relatively short history of immigration we had argued that differentiation between the east and

the west side of the Cascade Range were most likely the result of the relatively recent separa¬

tion of the same base population, the differentiation being the result of restricted gene flow in

combination with different selection pressures due to the marked environmental differences.
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Morphological differences were similariy interpreted and viewed as additional arguments for

natural selection being the major force responsible for the observed differentiation between the

two areas. Results of multivariate analysis clearly support these speculations. Preliminary re¬

sults on racial differentiation between the Pacific race and the North Plateau race of ponderosa

pine in southern Oregon using RAPD markers did also not indicate a racial differentiation be¬

tween families from about 100 km west to 150 km east of the presumed boundary between the

races (AAGAARD et al., 1993).

Multivariate allozyme patterns appeared to be rather weak, highly complex and mostly nonlin¬

ear within Southwest Oregon. With a sample to variable ratio of about 5, results are expected
to be stable and reliable. Although 25 % of the variance was accounted for by the climate

model (which is about the same as in Central Oregon), weak patteming was indicated by a

moderate level of significance (p - 0.051) of the first response variate and especially by low

cross-loadings of the climate variables in the model (Table 35, p. 150). Although the level of

significance could have been partly caused by the relatively low sample size, the low loadings
of climate variables and former results rather argue for a weak patteming in this area. A weaker

patteming in Southwest Oregon compared to Central Oregon, was already apparent in the for¬

mer analyses. Discriminant analysis on groups of similar genotypes produced no significant
proportion of climate variance that was associated with group differences. Results of discrimi¬

nant analysis on groups of similar habitats were complex, discriminant axis were unstable and

discriminating variables were not congruent with former results, suggesting that pattems are

weak. In addition, no significant associations of genotypic frequencies with climate were found

in the single locus analyses using multinomial response models.

A weak patterning of multilocus genotypic variation in the Klamath National Forest, just south

of our sampling area, was reported for Douglas-fir, Pseudotsuga menziesii Franco, by WEST-
FALL and CONKLE (1992). In contrast to the Sierra Nevada populations where two significant
canonical vectors described 63% of variance, none of the vectors were significant in the Kla¬

math sample. The amount of variation described by the first canonical variate was only 17%.

The strongest pattern in multilocus frequencies was east-west which is comparable with the pat¬
tem found in our sample (see below). Similar results were reported by MERKLE et al. (1988)
who described statistically significant but weak patterning in Douglas-fir populations from

Southwest Oregon. The first two canonical vectors were significant and described 25% of vari¬

ation in haploid scores of 27 loci. Cross loadings of geographic variables with the first two vec¬

tors were weak, however. Highest associations were found with latitude and distance from the

ocean, indicating that the pattern shows a northeast-southwest direction. An east-west pattem
for seedling quantitative traits of Douglas-fir in this area was reported by CAMPBELL, (1986,
1991). Weak patterning i.e. weak associations with habitat variables, in Southwest Oregon were

also reported for seedling traits of Sugar pine, Pinus lambertiana Dougl., by CAMPBELL and

SUGANO (1987). The regression equation, relating factor scores of the first principal compo¬
nent (representing growth vigor) to habitat variables, explained only 31% of the sums of

squares for the first component. This amount of association is small compared to results re¬

ported for other species or areas. SORENSEN (1994), for example, reported a multiple R2 of

0.69 between the scores of the first principal component (representing growth vigor) and a geo¬

graphic/topographic model for ponderosa pine families from central Oregon. Since patterns of

adaptive variation seem to be weak for all the species growing in southwestern Oregon, it may
be hypothesized that the populations in southwestern Oregon undergo a less stringent selection

pressure because climate conditions are rather mild and lack the extreme values which are, for

example, found to the east of the Cascade Range or in the Sierra Nevada in California. Alter¬

natively, the environmental models used to describe associations possibly do not adequately
account for the selection regimes in this area.

Both climate factors were only weakly related with the adaptive trend surface in Southwest

Oregon. The trend surface was about equally associated with temperature and moisture condi¬

tions of the site, non-linear moisture gradients contributing slightly more to the explained vari¬

ance than temperature. Concordant with the results from single locus analyses and discriminant

analysis, the results of canonical trend surface analysis indicate that moisture regime seems to

be an important factor influencing adaptation of populations in this region. Climatically, South¬

west Oregon is characterized by remarkable gradients in precipitation. Moist conditions prevail
in the higher elevations of the northern Siskiyou National Forest, the Kalmiopsis Wilderness
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and in the Umpqua National Forest while the central areas are characterized by less annual

rainfall and especially by moisture deficits in summer, receiving locally less summer rainfall

than sites in the high desert country to the east of the Cascade Range. Temperature, on the

other hand, is on average mild and temperature gradients are less pronounced than gradients
in precipitation. Hence, it is tempting to interpret the observed pattern of variation as a result of

natural selection. Based on our results, temperature generally seems to influence adaptation
more than moisture conditions. However, strong moisture gradients in Southwest Oregon in

combination with a rather mild and oceanic climate (with less extremes) may lead to a more

pronounced effect of moisture as a selective agent than in Central Oregon. Moreover, water

availability may be selectively more important in southwestem Oregon because of the distinct

geologic substrate found in this area. Large masses of peridotite and dunite, in most places al¬

tered to serpentinite, are widely distributed throughout the Klamath Mountains (BALDWIN,

1976). In southwestern Oregon, ponderosa pine is frequently found on infertile soils which are

low in contents of various minerals and which locally contain high levels of chromium, magne¬

sium and nickel (WALKER, 1954). It may be speculated that moisture conditions are more im¬

portant on such sites because nutrient uptake depends on a minimal level of transpiration and

water uptake. Adaptation of ponderosa pine to ultramafic soils in this area has been reported by
JENKINSON (1974). Observed differences among progenies were related to differences in the

capacity to take up calcium from the soil; the better growing progenies having a higher concen¬

tration of calcium. Periods of drought may also be more important because heavy metal ions

may have a toxic effect in the concentrated soil solution. Directional selection in relation to

toxic minerals has been reported for Jack pine, Pinus banksiana Lamb., by XIE and KNOWLES

(1992), Bishop pine, Pinus muricata D. Don., by MILLAR (1989) and herbaceous plant species
such as Agrostis tenuis Sibh., by ANTONOVICS et al. (1971). Serpentines and ultramafic soils

are known to support a unique, tolerant flora (KRUCKEBERG, 1967, 1987). Directional selec¬

tion and adaptation to poor soil conditions has been hypothesized as a possible cause for ob¬

served genetic differences found among populations of Jeffrey pine, Pinus Jeffreyi Grev. &

Balf., in the Klamath Mountains of southwestern Oregon (FURNIER and ADAMS, 1986). Like¬

wise, soil moisture has been considered as the most important limiting factor for the growth of

ponderosa pine in the Klamath area by DYRNESS and YOUNGBERG (1966).

Associations between seedling quantitative traits and moisture characteristics of sites in the

Klamath Mountains have been reported for sugar pine, Pinus lambertiana Dougl., by
CAMPBELL and SUGANO (1987). Regression equations indicated that variation in scores on

the first principal component, representing growth vigor, was associated with annual precipita¬
tion, elevation and distance from the ocean. Interestingly, a similar conclusion may be inferred

from the results published by MERKLE et al. (1988) who studied multivariate allozyme pattems
of variation of Douglas-fir, Pseudotsuga menziesii Franco, in Southwest Oregon breeding units.

In the plot of scores on the first two discriminant axis, breeding units with positive scores on the

first axis seem to be associated with dry habitat conditions while zones with negative scores

seem to be situated in areas with higher moisture availability.

In conclusion, patterns of adaptive variation in Southwest Oregon seem to be weak, highly
complex and seem to reflect the topographic and ecological complexity of the region

(FRANKLIN and DYRNESS, 1973). The presented adaptive response surface was the result of

a climate model which was only moderately significant. Patterns therefore must be regarded as

preliminary and descriptive. Nonetheless, the canonical model clearly indicated that a complex
combination of environmental conditions seems to be involved in the shaping of genetic varia¬

tion. Our data provide evidence, that the strong moisture gradients found in southwestem Ore¬

gon are reflected in the genetic structure to about the same degree as temperature conditions.

With 23% of total variance, canonical trend surface analysis of the Central Oregon sample re¬

vealed a moderate proportion of variance in 33 allele frequencies which was associated with

the second order climate model (Table 37, p. 154). The adaptive trend surface was highly sig¬
nificant with adequate fit and normally distributed residuals. Results were meaningful and in

accordance with the results of the former analyses. For example, the amount of association

was only slightly higher than the estimate based on discriminant analysis on groups of similar

habitats. Moreover, alleles which contributed most to the trend surface were the same alleles

which were already found to be potentially adaptive in the single locus analyses and which were

loading high on the first discriminant axis resulting from discriminant analysis on groups of
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habitats. With a sample to variable ratio of 5.8, canonical trend surface analysis is expected to

produce stable canonical functions and weights.

Not all enzyme systems which were related to the adaptive surface in the overall analysis were
also related to the response variate in the Central Oregon sample (Lap-2, G6p-2, Acp-1 and

Gdh-1 were related in overall analysis but not in Central Oregon). Two explanations for the lack

of associations of these loci are possible. First, the high associations in the overall model may

have been caused by indirect effects. Even if such indirect effects are small regarding the

overall variance over all loci, as we have shown, they may occur at the level of single genes.

Alternatively, variation in temperature within Central Oregon may be too small to reveal asso¬

ciations. It is possible that the associations are discernible only when the variation in habitat

conditions and the sample size is large enough. In addition to the enzyme systems which

proved to be potentially adaptive in the overall analysis, three more alleles revealed an asso¬

ciation with climate: Mpi1-1, Ugp1-1 and Ugp1-2. These alleles also showed associations with

temperature or moisture in the multinomial response models.

Multilocus frequencies in Central Oregon were related to both temperature and moisture condi¬

tions. Temperature, however, was clearly the primary factor of influence, contributing four

times as much to the sums of squares than moisture conditions. Assodations are mostly linear,
but nonlinear terms and the interaction term also contribute small but significant proportions to

the model variance. The important role of temperature is best illustrated by the high congru¬
ence between the trend surfaces for the predicted allozyme scores and for climate Factor 1

(Figure 42, p. 157).

Based on several quantitative seedling traits from the same families which were also used in

our investigation, SORENSEN (1994) concluded that temperature was the main factor of influ¬

ence on genetic differentiation in Central Oregon ponderosa pine. He hypothesized that shoot

elongation potential of ponderosa pine is strongly selected by temperature, but is less selected

by moisture characteristics of the seed source. According to SORENSEN, growth potential is

plastic when moisture is the selective agent but it is more inherently fixed when temperature is

the agent. Seedlings from sites with a short growing season induced by summer drought re¬

spond to favorable growing conditions with increased (plastic) growth. Seedlings from sites with

a short growing season induced by temperature, however, have much less ability to respond to

the same favorable conditions (fixed response). Similar results for ponderosa pine were re¬

ported by REHFELDT (1984,1986a, 1986b). Based on common garden studies in the northem

Rocky Mountains, REHFELDT described rather gentle ciinal variation across latitude and longi¬
tude but relatively steep ciinal variation across elevation. Results indicated a close association

between elevation of the seed source and various components of shoot elongation. In addition,
in a number of tests with ponderosa pine in which water stress was applied in one of the test

environments, seedlings responded in a plastic manner to moisture deficits with decreased

height and reduced needle length. In no case, however, was there any evidence for a genetic
response which could be interpreted as adaptive to different moisture regimes. Even under

moisture stress, genetic differences were best explained as adaptation to frost free periods of

variable length (REHFELDT, 1986a, 1986b, 1990a, 1993).

The adequacy of the adaptive multilocus response surface which we have presented for Cen¬

tral Oregon may best be evaluated by comparing our pattern of variation with the pattem pub¬
lished by SORENSEN (1994). This excellent and unique opportunity for a comparison of pat¬
tems of variation based on both gene markers and quantitative traits is possible since the same

families were used for both investigations. SORENSEN subjected 10 seedling traits which were

evaluated in a common garden study (see section 3.4) to principal component analysis. The

first principal component (PCA 1) accounted for 46.6% of location related variance. It was pri¬
marily size related; large scores identified locations with tall, slender seedlings with a large
overall rate of elongation, but proportionally little elongation early in the season. PCA 1 was

primarily correlated with elevation (-0.542), with distance from the Cascade crest (-0.205) and

latitude (0.144). Interestingly, the regression model based on 24 geographic terms explained
24% of variance in factor scores of PCA 1; this amount is highly congruent with the 23.3% of

explained variance that we have found in our canonical model. Explained variance increased,

however, by 55% when topographic terms such as aspect and slope were added to the regres¬
sion model. This result suggests that the amount of association found in our canonical models
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most likely still underestimates true relationships since climate variables were estimated based

on longitude, latitude and elevation only, so that estimated climate conditions at seed source do

not reflect important local modifications caused by topography.

The pattern of variation on the first principal component was interpreted by SORENSEN as

being a result of a strong selection pressure induced by temperature, mainly acting on shoot

elongation. The spatial pattem of variation in factor scores of the first PCA is illustrated geo¬

graphically on page 13 of SORENSEN's publication. Since this plot shows pure factor scores,

unadjusted for elevation, it represents the simple geographic variation pattem of scores pre¬

dicted for each sample location. Hence, it is directly comparable with our contour plot devel¬

oped from the allozyme response surface. In order to facilitate comparison, the two patterns
are presented side by side in Figure 49, p. 183.

The two patterns of variation are strikingly congruent. Minor differences may only be observed

in the southern part where the zone marked with the + signs extends slightly more to the east

and the zone marked with the 0 signs extends more to the south than the areas in our plot.
With the exception of these minor differences, the isolines are more or less congruent. The

areas of low PCA scores (marked with = and - signs) are identical with zones exhibiting scores

of less than -0.45 on the allozyme trend surface. These areas with low seedling vigor are in

fact, as SORENSEN speculates, characterized by the lowest temperatures as may be seen in

the lower half of Figure 42, p. 157, which shows temperature variation in the area. The areas

marked with the + signs are identical with the areas showing scores of 0.45 and higher on our

response surface. The areas in between, marked with the 0 signs, are congruent with areas

exhibiting scores between -0.45 and + 0.45 on the allozyme surface. The zone with the highest
scores on PCA 1 (marked with the • sign) in the northwestern comer of the area (Columbia
river gorge) also shows the highest scores on our canonical response surface. Although it is not

apparent in Figure 49, p. 183, scores in this part of the area are above 0.66 (see the plot scaled

to 30% transfer risk shown on the right of Figure 48, p. 170). A similar zone of high scores

above 0.66 on our response surface was also apparent in the southwestern comer of the sam¬

pling area. The PCA surface of SORENSEN does not show this zone. As noted by
SORENSEN, the Klamath river, like the Columbia river in the north, cuts through the Cascade

Range, forming a drainage opening towards the Pacific Ocean. Penetrating maritime environ¬

mental influence is believed to be responsible for the locally favorable climate conditions (and
high grow vigor) in the Columbia river basin. If this is really the case, a similar zone may be

expected also in the southwestern comer of the sampling area. In fact, a maritime influence

across the Cascade crest in this area may be seen in Figure 30, p. 133.

In conclusion, the multilocus pattern of allozyme frequency distribution in Central Oregon is

significant and moderately strong. Patterns are primarily related to temperature at source loca¬

tion. Small contributions can also be attributed to moisture characteristics of the sites. Patterns

are meaningful and fully in accordance with the former analyses. They agree surprisingly well

with patterns based on seedling quantitative traits. The two response surfaces are nearly identi¬

cal. With minor differences, they furnish the same information on pattems of genetic variation

in Central Oregon, thus providing strong evidence that allozyme markers can be very useful in

describing ecologically important pattems of adaptation. Moreover, it appears that canonical

trend surface analysis is capable of retrieving the same information in one single analysis,
making the analysis easier and more straightforward than the indirect approach based on prin¬
cipal component and regression procedures which was used by SORENSEN.

Relative transfer risk estimates the proportion of plants in a seed source population that are

presumed to be at risk from from maladaptation if planted in another location (environment).
Risk does not necessarily imply mortality but rather a lack of ability to respond to site conditions

as would the local population. Deciding on the level of an acceptable relative transfer-risk for

practical applications is a complex task. Based on silvicultural considerations, an acceptable
transfer-risk should be a function of tree species, site conditions and management objectives.
In fact, different opinions regarding acceptable levels of relative transfer-risk for field guidance
have been presented in the literature. For ponderosa pine, SORENSEN (1994) considered a

risk of less than 51% as acceptable for practical purposes. This risk level is based on a planting
density of 1' 076 seedlings per hectare (3.05 x 3.05 m spacing), 30% loss due to random me-



sc
or

es
)

f
a
d
o
r

(h
ig
he
st

*
t
o

+
0,

-
,

t
h
r
o
u
g
h

vi
go

r)
l
e
a
s
t

s
c
o
r
e
s
,

f
a
c
t
o
r

(l
ow
es
t

«
f
r
o
m

g
r
a
d
e

S
y
m
b
o
l
s

tr
ai
ts
.

vi
go

r
w
i
t
h

pr
im

ar
il

y
a
s
s
o
d
a
t
e
d

is
1

A
P
C

e
l
e
v
a
t
i
o
n
.

f
o
r

ad
ju

st
ed

n
o
t

a
r
e

s
c
o
r
e
s

F
a
d
o
r

(1
99
4)
.

S
O
R
E
N
S
E
N

b
y

gi
ve
n

a
s

lo
ng
it
ud
e

a
n
d

la
ti
tu
de

b
y

pl
ot

te
d

c
o
m
p
o
n
e
n
t

pr
in

dp
al

fi
rs
t

o
f

s
c
o
r
e
s

F
a
c
t
o
r

Ri
gh
t:

is
ol

in
es

.
a
m
o
n
g

2
0
%

o
f

r
i
s
k

t
r
a
n
s
f
e
r

r
e
l
a
t
i
v
e

a
r
e
p
r
e
s
e
n
t

t
o

s
c
a
l
e
d

s
c
o
r
e
s
,

a
l
l
o
z
y
m
e

o
n

b
a
s
e
d

s
u
r
f
a
c
e

t
r
e
n
d

a
d
a
p
t
i
v
e

o
f

pl
ot

C
o
n
t
o
u
r

L
e
f
t
:

O
r
e
g
o
n
.

C
e
n
t
r
a
l

tr
ai
ts
:

qu
an
ti
ta
ti
ve

se
ed

li
ng

a
n
d

s
c
o
r
e
s

al
lo

zy
me

o
n

b
a
s
e
d

va
ri
at
io
n,

g
e
n
e
t
i
c

o
f

P
a
t
t
e
r
n
s

4
9
:

F
i
g
u
r
e



184

chanical factors and a density of 176 trees per hectare as targeted crop trees. CAMPBELL

(1986) and CAMPBELL and SUGANO (1987) recommended levels of 25% to 30% as an ac¬

ceptable risk for the transfer of Douglas-fir, Pseudotsuga menziesii Franco, and Sugar pine,
Pinus lambertiana Dougl., respectively, in southwestern Oregon. A conservative level of ac¬

ceptable risk was proposed by MILLAR and WESTFALL (1992). These authors considered a

transfer-risk of 12% as upper limit for within-zone transfers, the zones serving as genetic re¬

source management units for gene conservation of White fir, Abies concolor Lindl., on the west

slope of the Central Sierra Nevada in Califomia. To illustrate mapped transfer risks based on

adaptive trend surfaces, two levels of relative risks (20% and 30% ) were used for ponderosa
pine in westem Oregon. It can be seen from the contour maps, that this difference in 10% in

the acceptable risk can have a large impact on zone formation. In areas with highly variable to¬

pography, harsh planting sites and steep moisture and temperature gradients, transfer risk may

exceed 10% on very short geographic distances.

As a general rule, seed should not be moved across the Cascade Range. Based on genotypic
frequencies, 50% of the individuals on average will not be adapted to sites in the other region.
In extreme cases, a mismatch between genotypes and planting sites as high as 90% may result

from such transfers. However, average values of transfer risk can provide only crude guidelines
for seed transfer since transfer risk can be highly variable within some of the zones, but not

within others. A better illustration of the continuously changing pattems of transfer risk which is

caused by gradual changes in genotypic frequencies in geographic space, is provided by con¬

tour maps of transfer risk. Contour maps are helpful in illustrating gradients of transfer risk on

the topographic map. Moreover, maps constructed in this way delineate areas of given maxi¬

mal transfer-risk and thus provide useful information on the adequacy of the current seed

zones.

Inferred from sampling the entire study area, seed transfer from central areas in southwestem

Oregon to locations east of the Cascade Range has in a transfer-risk of more than 40%.

Sources from the higher elevations of the western areas (Kalmiopsis wilderness and Northem

Siskiyou National Forest) as well as sources from the eastern part in the Umpqua and Winema

National Forests can be transferred to the northern as well as to the southern parts of Central

Oregon with a smaller risk of about 30%. Transferring the same sources to eastern areas within

Central Oregon, however, will result in a risk higher than 40%. Within southwest Oregon,
transfer-risk is generally higher for transfers in the east-west direction than in the north-south

direction. Highest risks (> 20%) occur when sources are moved either from the eastern or the

western parts of this zone to central areas or vice versa, whereas risks remain below 20% when

sources are used within the central area, or when sources from the part of the zone most east-

em are used on the most westem sites and vice versa. In Central Oregon, highest risks (>30%)
occur when either sources from high elevations of the Cascade Range, either from the south¬

ernmost (zones 701, 721, 722, 702, 703, 712, 731 and 751) or from the northernmost areas

(zones 661,662 and 842) are transferred to sites in Crook, Jefferson, Wheeler and Lake county
or vice versa. As we have shown, overall transfer risks are generally oriented in the same

direction as thermal gradients. Greatest transfer-risk thus exist between areas of greatest dif¬

ference in temperature regime.

Contour maps derived from trend surfaces of adaptive genotypic variation within each region,
focus more on local variation of ecological conditions than on the overall thermal gradients,
and show more complex and subtle pattems of relative transfer-risk. Transfer risks at the re¬

gional scale can differ from risks evaluated over the total sampling area since estimates are

relative, depending on the variance of the sample. Estimates derived from total sampling area

primarily focus on transfers between the two regions; the within-region risks therefore are

smaller in the overall analysis compared to the estimates which are relative within each of the

two regions. Because sources should not be moved across the Cascade Range, but only used

within the respective region, seed transfer quidelines should be based on maps derived from

within-region estimates.

High variability and steep gradients in risk were especially found within Southwest Oregon. The

general west-east pattern was slightly modified into a northeast-southwest pattern in the central

area. However, since the adaptive pattern was weak and the model only moderately significant,
the patterns of transfer-risk presented are only preliminary. Directions of gradients in transfer-
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risk may be portrayed adequately, levels of transfer risk, however, may not be reliable. None¬

theless, two observations are of spedal interest. Current seed zones within Southwest Oregon
seem to refied the general ecological and genetic differences better than seed zones in Central

Oregon. Zone boundaries generally parallel the contours quite well, indicating that the impor¬
tant ecological and adaptive gradients are refieded in the zonation. Obviously, delimitation of

ecologically distind areas was easier in this topographic highly variable area than in the Cas¬

cade Range and the Ochoco Mountains. However, based on our preliminary results, the current

seed zones seem rather large to guarantee an acceptable transfer-risk within the zones. All ex¬

isting seed zones except zone 492 seem to be charaderized by a rather high within-zone vari¬

ability in transfer risk. The development of adequate seed zones and of seed transfer guide¬
lines seems to be a highly complex task in this area. On the other hand, the seledion of suit¬

able planting material is a very important management dedsion. Seed zones in this region may
not be an adequate tool for guiding seed transfer. Models which allow the seledion of suitable

seed sources for any given site, based on dired estimates of transfer risks between the two

sites, seem the best solution for minimizing transfer risk (CAMPBELL, 1986; REHFELDT,

1990b).

In contrast to Southwest Oregon, seed zones in Central Oregon seem to be conservative for

ponderosa pine. Based on an acceptable level of transfer risk of 30%, many of the current seed

zones could be joined into considerably larger units. The same conclusion was also reached by
SORENSEN (1994) on the basis of seedling traits. Based on multilocus genotypic frequencies,
sources from the southern area can be moved to northem sites and vice versa with a relative

transfer-risk smaller than 30%. Sources from the central area, however, seem to be distind and

should be used only within this area. Both areas, however, could encompass several to many
of the current seed zones. Based on contour maps, a total of only about 7 seed zones is re¬

quired to guarantee a maximal transfer risk of 30% (Figure 48, p. 170). A comparison of the ex¬

isting seed zone boundaries with the isolines of the adaptive response surface suggests that

the important environmental and genetic patterns of variation are not well refieded in the pres¬
ent zonation.

6.6 Summary

Multilocus genotypic frequencies are moderately associated with habitat conditions. Based on

different multivariate analyses, climatic conditions at source location significantly explain about

33% of total variance of 41 allozyme variables. Within the regions, the proportion of explained
variance is about 23%. Overall, 13 out of 31 loci show an association with climatic conditions.

These results cleariy argue for the adaptivness of certain alleles or enzyme systems. In accor¬

dance with the former results, especially enzyme systems involved in important physiological
pathways such as the lod Mnr-1, Mnr-2, Lap-2, Pep-3, G6p-2, Acp-1, Gdh-1, ldh-1, Pgm-1,
Skd-2 and Mdh-3 seem to be adaptive. Not all alleles contribute to the adaptive pattern of vari¬

ance. Of the markers, 42% were not related with the pattern. Amounts of associations differ

among the alleles. Of the alleles, 16% showed a correlation of more than 10%, 31% of more

than 20% and 11% of more than 30% with the adaptive response surface. Single alleles thus

behave much in the way one would exped of quantitative trait loci; each gene contributing only
small amounts to the adaptive multilocus pattern of variation. While these small individual con¬

tributions may be difficult to deted with single locus analyses, the aggregate patterns resulting
from multivariate analyses can be strong and meaningful.

All results generally agree with results reported in the literature and are congruent with the re¬

sults reported in section 4 and section 5.

Close associations of patterns of multilocus allozyme frequencies with environmental variation

within each of the two regions are potentially consistent with migration (hypothesis 2) and adap¬
tation (hypothesis 1). Complex patterns of allozyme variation associated with complex environ¬

mental variation, however, are unlikely under hypothesis 2. Since patterns are repeated in dif¬

ferent places and since they closely resemble pattems seen in quantitative traits published for

Central Oregon by SORENSEN (1994), adaptation to current environments caused by natural

seledion seems the most likeiy cause for the observed patterns of multilocus allozyme fre¬

quencies.
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Multilocus genotypic frequendes were primarily related to temperature. All results dearly lead

to the condusion that temperature at source locations seems to be the most important environ¬

mental fador responsible for the observed adaptive pattem of multilocus frequency distribution.

A striking similarity between the adaptive response surface and variation pattems of tempera¬
ture conditions can be observed. Moisture charaderistics of the site, on the other hand, have

only a very minor overall effed on genotypic variation except in Southwest Oregon.

The adaptive pattems differ between the two regions. In Southwest Oregon, patteming is weak

and both temperature as well as moisture conditions of the site have about an equal influence

on multilocus frequencies. Strong moisture gradients combined with relatively mild dimate may

lead to a more important influence of moisture charaderistics of the site in this area. The dis¬

tind geologic substrate and the soil conditions may also play an important role. Pattems in

Southwest Oregon seem to be highly complex. They seem to refied the topographic and eco¬

logical complexity of this area.

The adaptive pattern in Central Oregon is primarily related to temperature. However, moisture

conditions and interadions contribute small but significant proportions to the explained vari¬

ance. The adaptive pattern of multilocus frequencies is neariy identical with pattems based on

seedling quantitative traits published by SORENSEN (1994). This high congruence of the two

pattems provides strong evidence that allozyme markers can be very useful in describing ecol¬

ogically important patterns of adaptation.

Based on multivariate analyses, differentiation among the two regions is rather the result of

natural seledion in two contrasting environments than the consequence of evolutionary events.

The existence of two races (Pacific race, North Plateau race) as a consequence of a different

evolutionary past, as suggested by several authors, is highly unlikely. Based on results of ca¬

nonical and partial canonical analyses, only 2.5% of the significantly explained variance in the

adaptive response surface is due to pure spatial effeds. Pure spatial effeds are refieded in

patterns of variation which are independent of environmental variation. Such spatial effeds

should predominate if historical events were responsible for the present patterns of variation.

Since 97.5% of variation in multilocus frequency distribution are caused by environmental ef¬

feds and only 2.5% by pure spatial effeds, historical events such as a long and separate evo¬

lution of different base populations or the immigration from two different refugia are highly un¬

likely. Results from multivariate analyses cleariy demonstrate that differentiation between the

two areas is primarily and neariy exclusively due to adaptation to different habitat conditions

which exist in the two areas.

Contour maps of relative seed transfer-risk, calculated from the adaptive response surfaces,
can be used to delineate areas on the adaptive surface with a transfer-risk smaller than a given
value. Derived contour maps indicate that seed should not be transferred across the Cascade

Range. Within Southwest Oregon, seed generally should not be moved in the east-west direc¬

tion. Steep gradients in transfer-risk are observable in this area. The current seed zone

boundaries seem to refied the important ecological and genetic gradients rather well. However,
zones seem to be too large to guarantee an acceptable transfer-risk. Seed transfer guidelines
should be based on models of transfer risk and not on seed zones, since the formation of such

zones seems highly complex.

The present seed zones in Central Oregon do not seem to refied the important adaptive pat¬
terns. In contrast to Southwest Oregon, zonation seems to be rather conservative. Zones could

be considerably larger, especially in the southern and the central part. To guarantee a maxi¬

mum relative transfer-risk of 30%, only about 7 zones would be required.
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7. Multivariate patterns of variation based on seedling quantitative
traits and associations with climate conditions

7.1 Patterns of adaptive variation and relative seed transfer risks, inferred by
canonical trend surface analyses

7.1.1 Southwest Oregon

Seedling traits of the same families which were analyzed for their enzyme genotypes were

subjeded to principal component analysis. Common garden procedures, traits and data trans¬

formations for the seedling quantitative data were described in detail in section 3.4. The 7 traits

measured in the two different environments (cold and warm treatment) were treated as sepa¬
rate variables. Two additional variables, focusing on the different expression of genetic vari¬

ance in the different environments, were induded. Since second-year height was missing for

the cold treatment, 15 traits were available. Original traits were subjeded to principal compo¬
nent analysis, since growth and vegetative-cyde traits often form a co-adapted, highly corre¬

lated, multivariate system. Principal component analysis transforms this multivariate system
into a reduced set of few orthogonal components which ideally focus on such co-adapted trait

combinations. Moreover, the original data set was transformed in order to reduce the number of

variables in canonical correlation analysis and to facilitate interpretation of results.

Results of principal component analysis, based on the correlation matrix of 15 seedling traits,
are furnished in Table 43, p. 188. The first 4 principal components retained 83% of the original
variance in the quantitative data. Final communalities were all above 70%, indicating that the

4-fador solution retained high amounts of variance of all original seedling traits. Since final

communalities for some traits were reduced to values below 50% in the 3-fador solution, all 4

components were used in subsequent trend surface analysis.

PC-7", accounting for 34% of the total variance, was related to growth potential. High scores on

this component thus identify families with tall seedlings and a good elongation potential. The

second component refieded germination and emergence. High scores on PC-2 identify families

with an early development i.e. with high germination rates and early emergence. Early devel¬

opment had only a minor influence on first-year height. Early emerging families had slightly
taller seedlings than late emerging families. This influence was no longer apparent after the

second growing season and inherent growth potential was already fully expressed. Early devel¬

oping families showed a weak tendency to also set their buds earlier. PC-3 refieded plasticity
of growth vigor. High scores for this component identify families which show a plastic readion

to the bed treatments, while low scores identify families which have much less ability to re¬

spond to changing environments (fixed readion). Component 4 was related to growth timing.
High scores on PC-4 identify families which grow until late in the season. Late budset was as¬

sociated to a certain extent with late emergence and with slow early development.

Results of canonical trend surface analysis, relating the 4 principal components to a second or¬

der climate model, are presented in Table 44, p. 189. Canonical correlation analysis produced
three significant vedors (p = 0.0001, p = 0.0026, p = 0.026). Forty two percent of the patterned
variation in the quantitative traits could be significantly explained by the climate model. The

first response variate, accounting for 75% of total trace, was primarily associated with growth
potential (PC-1) and growth timing (PC-4). A weak association was also evident with plasticity
of growth potential (PC-3). High positive scores on the first response variate thus mainly
represent a high growth potential and continuing growth until late in the season. Variation in the

first response variate was primarily and positively associated with temperature at source loca¬

tion. Thirty two percent of the linear term and 24% of the quadratic term of climate Factor 1

were redundant with variation on the first response variate. A minor relationship was manifest

for the quadratic term of climate Factor 2 with 2.85% redundant variation.

Thus, under the dimatic conditions at the test site in Corvallis, families from mild and warm

habitats showed a high inherent growth potential. Since these families set bud late in the sea¬

son, this high growth vigor obviously is the result of a longer, inherently fixed growing period.
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SEEDLING

TRAITS

SOLUTION WITH 4 PRINCIPAL COMPONENTS SOLUTION WITH 3 PRINCIPAL COMPONENTS

FACTOR PATTERN Final

Cormunalitv

FACTOR PATTERN Final

ComrunalityPC-1 PC-2 PC-3 PC-4 PC-1 PC-2 PC-3

CEHERG -0.104 -0.779 -0.021 0.299 0.707 -0.087 0.824 -0.007 0.686

WEMERG -0.123 -0.688 0.087 0.467 0.714 •0.122 0.831 0.007 0.711

CGERM 0.094 0.859 0.131 0.019 0.736 0.053 -0.731 0.073 0.541

UGERK 0.109 0.871 0.013 -0.108 0.783 0.078 -0.807 -0.029 0.658

C8DUSET -0.165 -0.147 -0.177 0.856 0.813 -0.204 0.561 -0.271 0.429

UBUDSET -0.119 -0.289 -0.035 0.879 0.872 -0.157 0.695 -0.123 0.523

CFHTl 0.761 0.260 0.229 -0.130 0.717 0.750 -0.295 0.234 0.706

WFHT1 0.637 0.257 -0.053 -0.196 0.808 0.836 -0.327 -0.036 0.807

WFHT2 0.899 0.114 -0.059 0.000 0.825 0.893 -0.101 -0.057 0.810

CFHT3 0.850 0.028 0.411 -0.165 0.923 0.847 -0.111 0.439 0.923

WFHT3 0.903 0.000 -0.365 -0.029 0.950 0.910 -0.022 -0.348 0.950

CDIA3 0.824 0.046 0.445 -0.107 0.891 0.817 -0.097 0.460 0.888

UDIA3 0.848 -0.003 -0.419 -0.100 0.906 0.861 -0.056 -0.394 0.900

CFHT3-UFHT3 -0.007 0.034 0.937 -0.168 0.909 -0.018 -0.110 0.9471 0.908

C0IA3-UDIA3 -0.004 0.054 0.954 -0.011 0.915 -0.027 -0.047 0.943 0.893

Eigenvalue

Proportion
Cumulative

5.115

34.10

34.10

2.836

18.91

53.01

2.588

17.25

70.26

1.960

13.07

83.33

5.113

34.09

34.09

3.597

23.98

58.07

2.627

17.51

75.58

Varimax rotated factor solutions based on correlation matrix of family mean standard deviates

of 15 seedling traits [standard normal deviates are used to remove differences among the 3

replications]

Abbreviations of variables: C: cold treatment - bed without cover in winter

U: warm treatment - bed covered with plastic tent in winter

EMERG: Emergence of seedlings after sowing [low values mean early, high values mean

late emergence]

GERM: Germinaten rate of seeds based on 12 seeds per family plot [*0

BUDSET: Date of first year budset [low values mean early, high values mean late budset]

FHT1: Final height at end of first year [values for 2 replications only]
FHT2: Final height at end of second year [missing for uncovered treatment]

FHT3: Final height at end of third year

DIA3: Final diameter at end of third year

CFHT3-UFHT3: Difference in final third year height between cold and warm treatment

CDIA3-UDIA3: Difference in final third year diameter between cold and warm treatment

Final comrunality: Proportion of a variables variance accounted for by the retained principal

components

The principal coroonents represent:

FACTOR 1: Growth vigor

FACTOR 2: Early development [Germination and emergence]

FACTOR 3: Plasticity of growth potential
FACTOR 4: Growth timing

Table 43: Prindpal component analyds of seedling traits: Southwest Oregon. Varimax rotated fador

sdutions based on family mean standard normal deviates of 9 seedling traits from 3 replica¬
tions and two environments (treatments). The different treatments are induded as separate
variables (Prefix C and W). Sample size: N= 182 families

In contrast, families from colder environments set bud earlier and consequently produced smal¬

ler seedlings due to the shorter growing season.

The overall model very significantly (p = 0.0000) and adequately described the first response
variate since lack-of-fit was non significant at p = 0.1708 (Table 45, p. 190). Associations be¬

tween the first canonical vedor and the climate model were linear and were cleariy dominated
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CANONICAL VARIATE 1: TRAITS

Terms Degrees of freedom Type I Sum of Squares R-Square F-Ratio Prob * F

Linear 2 60.604 0.335 45.530 0.0000

Quadratic 2 2.010 0.011 1.510 0.2230

Crossproduct 1 1.249 0.007 1.877 0.1724

Total model 5 63.864 0.353 19.191 0.0000

Variables Degrees of freedom Sum of Squares Mean-Square F-Ratio Prob > f

PCA-Factorl 3 52.936 17.6455 26.513 0.0000

PCA-Factor2 3 2.843 0.9478 1.424 0.2370

Residual Degrees of freedom Sum of Squares Mean-Square F-Ratio Prob > f

Lack of Fit 149 103.443 0.6942 1.369 0.1708

Pure Error 27 13.693 0.5071

Total Error 176 117.136 0.6655

CANONICAL VARIATE 2: TRAITS

Terms Degrees of freedom Type I Sum of Squares R-Square F-Ratio Prob > F

Linear 2 3.086 0.017 1.620 0.1966

Quadratic 2 6.038 0.033 3.213 0.0426

Crossproduct 1 6.478 0.036 6.894 0.0094

Total model 5 15.603 0.086 3.321 0.0068

Variables Degrees of freedom Sum of Squares Mean-Square F-Ratio Prob > F

PCA-Factorl 3 10.760 3.5868 3.817 0.0110

PCA-Fector2 3 7.923 2.6409 2.810 0.0410

Residual Degrees of freedom Sum of Squares Mean-Square F-Ratio Prob > F

Lack of Fit 149 149.018 1.0000 1.649 0.0643

Pure Error 27 16.378 0.6066

TotBl Error 176 165.397 0.9397

CANONICAL VARIATE 3: TR IMTS

Terms Degrees of freedom Type I Sum of Squares Ft-Square F-Ratio Prob > F

Linear 2 7.740 0.043 4.073 0.0187

Quadratic 2 5.853 0.032 3.080 0.0484

Crossproduct 1 0.170 0.001 0.18 0.6721

Total model 5 13.764 0.076 2.897 0.0154

Variables Degrees of freedom Sum of Squares Mean-Square F-Ratio Prob » F

PCA-Factorl 3 6.016 2.0000 2.111 0.1006

PCA-Factor2 3 12.159 4.0530 4.266 0.0062

Residual Degrees of freedom Sun of Squares Mean-Square F-Ratio Prob > F

Lack of Fit 149 157.048 1.0540 2.794 0.0013

Pure Error 27 10.187 0.3770

Total Error 176 167.230 0.9500

Table 45: Evaluation of the fitted trend-surface: Relative importance of linear, quadratic and cross-

product terms and of independent variables in the canonical model, test of lack of fit of Med

surface: Southwest Oregon

by temperature which contributed 95% to the total sums of squares. Moisture charaderistics,

on the other hand, did not show any significant contribution (p = 0.2370) to the explained vari¬

ance of the first trait variate.

The second canonical variate, representing 13% of the total trace, was primarily associated

with the plasticity of growth potential (PC-3), but also with inherent growth potential (PC-1) and
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growth timing (PC-4). High scores on the second variate thus represent families which were

most sensitive (plastic) to test environment. Height growth of these families was negatively im¬

parted by the warm temperature regime. These families also tended to have a higher inherent

growth potential and an earlier cessation of growth. The second trait variate was positively and

about equally associated with both quadratic terms of Factor 1 and Factor 2. The model was

significant (p = 0.007) and more or less adequately described the data. Relationships were sec¬

ond order, only weak and highly complex since the interadion term contributed most to the

model sums of squares. In comparison with the major pattem revealed in variate 1, the pattern
refieded in variate 2 was clearly less important. In tendency, however, families from moist and

warm habitats produced greater seedlings, were more negatively impaded by the warm test

environment and had an earlier budset than families from drier and cooler locations.

The third trait variate accounted for 11% of total trace. This significant (p = 0.026) variate was

primarily associated with early development (PC-2). High scores on variate 3 thus represent
families with a high germination rate and early emergence. Variate 3 was negatively assodated

with the water balance of the site (Factor 2). Both linear and quadratic terms of Factor 2 signifi¬

cantly contributed to the model sums of squares. The model was significant at p = 0.0154; it did

not, however, adequately describe the pattern since lack-of-fit was highly significant (p =

0.0013). Relationships were weak and comparatively insignificant. The pattern, revealed in

variate 3, refieded a weak tendency of families from drier habitats to show a higher germina¬
tion rate and a faster emergence after sowing than families from moist sites.

The plot of canonical scores on the first and third response vedors, illustrated as mean scores

of the seed zones, separated the zones on vedor 1 according to the temperature regime

(Figure 50). In general, zones with mild climate had positive scores on axis 1 while zones with

harsher climate (lower Factor 1) had negative scores. Since both trait variates 2 and 3 refieded

complex and only weak patterns, no clear relationships were apparent in the plot of seed zone

mean scores on both these axes (plot of variate 1 versus variate 2 is not shown).

CANOMCAL SCOneS FflOM CANOMCAL CCflRBAnON ANAUM OF SEHXJNO TRAir AMI CUMATE DATA SETS: 80UTHWEBT OHEQQN

MUHBCRS REPRESENT SEED ZONE DEANS OF CANONICAL SCORES OX VARIATE 1 AND
'

FROM TRAIT DATA SET

i**">\ ("v

© ©
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Figure 50: Plot of canonicd scores from canonical corrdation analysis of seedling traits and dimate data

set: Southwest Oregon. Trait variate 1 and 3
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Trend surface of predicted scores-orirfTrlttrlrtlsviariate: Southwest Oregon
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Figure 51: Upper: Trend surface of predided scores on first trait variate for Southwest Oregon. Based

on canonicd correlation analysis of seedling traits and dimate variables as reported in Table

44, p. 189. Lower: Trend surface ofactud vdues of dimate Fador 1 (temperature)
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Trend surface of prec scores on second trait variate-Southwest Oregon

Scorn

2

./>

x>-

fh

^ssssx-
s/V

X \/YK

(A
123.6 K><

><

123

I
\

43.2

42.8

122.4
42.2

Trend surface of climate Southwest Oregon

123.6

42.2

Figure 52: Upper: Trend surface of predided scores on second trait variate for Southwest Oregon.
Based on canonical correlation analysis of seedling traits and climate variables as reported in

Table 44, p. 189. Lower: Trend surface of adud vdues of dimate Fador 2 squared
(mdsture characteristics of the site)
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\l \
'' I' 7.

Figure S3: Maps of relative transfer risk, based on trend surface of predided scores from first trait vari¬

ate: Southwest Oregon. Distances between isdines are scded to represent: Upper: 20%

(x=0.66, lower: 30% (x=0.99) relative transfer risk between two isdines
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The trend surface of response variate 1 is illustrated in the upper half of Figure 51, p. 192. A

rather complex and locally organized pattern of variation was manifest. A weak overall ten¬

dency of a west-east oriented pattern is evident. The pattem paralleled the variation in tem¬

perature which is charaderized by a ciinal decrease in the west-east diredion (Figure 51, p.

192, lower half). Variation, however, was rather patchy, paralleling the ciinal variation in tem¬

perature only to a certain extent. Discrepancies between scores on the response surface and

local temperatures were especially noticeable around longitude 123.2 to 123.4. In this area the

scores on variate 1 were clearly lower, i.e., families from these locations had a smaller growth

vigor, than expeded based on local temperatures.

The trend surface of response variate 2 which was related to both moisture charaderistics and

temperature, is shown in the upper half of Figure 52, p. 193. A highly complex pattem was ma¬

nifest. The pattern clearly paralleled variation in the second order term of climate Factor 2

(Figure 52, p. 193, lower halt) suggesting that this pattern is primarily a refledion of adaptation
to moisture charaderistics of the site which partly interads with temperature as indicated in

Table 45, p. 190. The pattern refieded in variate 2 is only weak, however, accounting for 5 %

of the original variation in seedling traits only. The response surface of variate 3 is not shown

due to the even minor significance of the pattem.

Since variation of scores on the first response surface is rather complex, exhibiting large
changes over very short geographic distances, estimates of mean transfer risks for the seed

zones would not be very informative. The complex pattern of transfer risk can best be illustra¬

ted by means of contour plots. Such contour maps, illustrating 20% and 30% relative risk

among two neighboring contours, are presented in Figure 53, p. 194. A relative transfer risk of

20% is equal to a difference of 0.66 units in predided scores on the first trait variate, a risk of

30%, a difference of 0.99 units. The highly complex, genetic variation pattern illustrated in Fig¬
ure 51, p. 192 translates into a highly complex zonation of estimated seed transfer risks. Trans¬

fer risks of 30% or even higher are predided over very short geographic distances. Especially
steep gradients of risk are found in the coastal mountains (i.e. seed zone 270, west end of zone

511 and zone 512). Areas encompassing the same levels of transfer risk occurred repeatedly in

different locations in the sampling area. Risks above 30% occurred over distances of only few

kilometers, while transfers over larger distances, for example from the southwestem to the

northeastern part of the sampling area, have risks less than 30%. Contours did not follow exist¬

ing seed zone boundaries; potential transfers could exceed 30 % risk in all zones.

7.1.2 Central Oregon

Results of principal component analysis for Central Oregon, which included 14 seedling traits,
are presented in Table 46, p. 196. The varimax rotated fador solution with four principal com¬

ponents extracted 92% of total variance contained in the original data set. Final communalities

were all high, indicating that the four orthogonal transformations retained between 85% and

96% of the original variance of the single trait variables. The first component (PC-1), account¬

ing for 49% of total variance, was related to growth vigor. High scores on this component thus

identify families with a high growth potential that is more or less independent of early develop¬
ment. PC-2 refieded the plasticity of growth potential. High scores on this component thus

identify families which are most sensitive (plastic) to test environment. Component 3 was re¬

lated to budset. High scores on this axis identify families that grow until late in the season.

Finally, PC-4 refieded early development. High scores on this component identify families with

a late emergence after sowing.

Results of canonical trend surface analysis, correlating the four principal components to a sec¬

ond order model of climate variables, are furnished in Table 47, p. 197. Canonical correlation

produced two significant (p = 0.0001 and p = 0.0173) canonical variates. 50% of the patterned
variation in the quantitative traits could be significantly explained by the second order climate

model. The first canonical variate, representing 89% of total trace, was associated primarily
with growth potential (PC-1) and growth timing (PC-3). High scores on the first trait variate thus

represent a high inherent growth potential combined with a late cessation of growth in autumn.

Variation in the first response variate was primarily and positively associated with temperature.
The first canonical vedor of the climate model explained 91% of the variance in the linear term
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SEEDLING

TRAITS

SOLUTION WITH 4 PRINCIPAL COMPONENTS SOLUTION WITH 3 PRINCIPAL COMPONEN

FACTOR PATTERN Final

Communal ity

FACTOR PATTERN Final

CommunalityPC -1 PC - 2 PC - 3 PC - 4 PC - 1 PC - 2- PC-3

CEMERG -0.133 -0.038 0.116 0.936 0.907 -0.243 0.037 0.710 0.564

UENERG -0.195 0.063 0.149 0.913 0.898 -0.295 0.133 0.720 0.623

CBOUSET 0.067 -0.110 0.941 0.116 0.915 0.166 -0.176 0.779 0.664

WBUDSET 0.104 0.025 0.939 0.140 0.914 0.200 -0.039 0.794 0.672

CFHT1 0.905 0.129 0.030 -0.123 0.851 0.912 0.122 -0.062 0.850

UFHT1 0.886 -0.239 0.028 -0.171 0.873 0.894 -0.248 -0.096 0.870

CFMT2 0.956 0.204 0.019 -0.065 0.961 0.954 0.203 -0.031 0.953

WFHT2 0.936 -0.227 0.094 -0.098 0.946 0.942 -0.234 0.002 0.941

CFNT3 0.942 0.255 0.028 -0.083 0.960 0.944 0.252 -0.037 0.956

WFHT3 0.936 -0.269 0.076 -0.087 0.961 0.937 -0.274 -0.004 0.953

CO IA3 0.913 0.280 0.074 -0.096 0.927 0.924 0.271 -0.011 0.926

WD IA3 0.903 -0.348 0.071 -0.101 0.953 0.905 -0.353 -0.017 0.945

CFHT3-UFHT3 0.041 0.946 -0.085 0.004 0.905 0.043 0.947 -0.059 0.902

CDIA3-UDIA3 -0.064 0.941 0.000 0.014 0.890 -0.052 0.935 0.010 0.876

Eigenvalue

Proportion
Cumulative

6.885

49.18

49.18

2.305

16.46

65.64

1.840

13.14

78.78

1.834

13.10

91.80

7.089

50.64

50.64

2.331

16.65

67.29

2.279

16.28

83.57

Varimax rotated factor solutions based on correlation matrix of family mean standard deviates

of 14 seedling traits [standard normal deviates are used to remove differences among the 2

replications and 2 sowing years]

Abvreviations of variables: C: cold treatment - bed without cover in winter

U: warm treatment - bed covered with plastic tent in winter

EMERG: Emergence of seedlings after sowing [low values mean early, high values mean

late emergence]

BUDSET: Date of first year budset [low values mean early, high values mean late budset]

FHT1: Final height at end of first year

FHT2: Final height at end of second year

FHT3: Final height at end of third year

DIA3: Final diamater at end of third year

CFHT3-WFHT3: Difference in final third year height between cold and warm treatment

CDIA3-UDIA3: Difference in final third year diamater between cold and warm treatment

Final communality: Proportion of a variables variance accounted for by the retained principal

components

The principal components represent:

FACTOR 1: Growth vigor

FACTOR 2: Plasticity of growth potential
FACTOR 3: Growth timing
FACTOR 4: Early development [Germination and emergence]

Table 46: Prindpd component analysis of seedling traits: Centrd Oregon. Varimax rotated factor solu¬

tions based on family mean standard normd deviates of 8 seedling traits from 2 replications,
2 sowing years and two different environments (treatments). The different treatments are in-

duded as separate variables (Prefix C and W). Sample size: N= 216 families

and 46% in the quadratic term of Factor 1. The first response variate shared 45% or 22% of

variation with the linear or the quadratic term of Factor 1.

Hence, under the climate conditions at the test site in Corvallis, families from warm and mild

environments had a high inherent growth potential and grew later in the season, while families

from locations with cold and harsh climate set their buds earlier and produced smaller seed¬

lings. The relationship between growth vigor and temperature appeared to be inherently (gene-
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SEEDLING

TRAITS

PC - FACTORS

SEEDLING TRAIT DATA SET Dependent data set:

CANONICAL VARIATE 1 CANONICAL VARIATE 2 4 Principal components repre¬

Struc. Cross. Red. X Struc. Cross. Red. X
senting 14 seedling traits

Dependent data set:

Full second order model with

climate Factor 1 and 2

PC-1 0.9052 0.6330 40.06 0.0954 0.0260 0.07

PC-2 -0.0212 -0.0149 0.02 -0.5392 -0.1470 2.16

PC-3 0.4060 0.2839 8.06 -0.4546 -0.1240 1.54

PC-4 0.1235 0.0863 0.74 0.7025 0.1916 3.67

CLIMATE DATA SET

CLIMATE

PCA^FACTORS

VARIATE 1 VARIATE 2

Struc X var Struc X var

Factor 1 0.6671 44.50 -0.0740 0.55 0.9541 91.00 -0.2715 7.37

Factor 2 0.1062 1.13 0.2689 7.23 0.1519 2.31 0.9859 97.20

Factor 1 square -0.4720 22.28 0.1040 1.08 -0.6750 45.56 0.3812 14.53

Factor 2 square 0.0641 0.41 0.1022 1.04 0.0917 0.85 0.3746 14.03

F1 X F2 0.0446 0.20 -0.2179 4.75 0.0638 0.41 -0.7991 63.86

Eigenvalue 0.9595 0.0797

Struc: Structure coefficient

Cross: Crossloadings

Red X: Percent redundancy
X var: Percent variance ex¬

plained
H-L-trace: Hotelling-Lawley-
trace

X trace (pt) 88.871 7.40

unb. can. corr. 0.6882J 0.2229

r square 0.4736 0.0497

Significance 0.0001 0.0173

H-L-trace (Tr) 1.0796

Model variance 51.91

Sign, variance 49.98

Table 47: Canonicd correlation analysis: Seedling traits and dimate variables. Central Oregon. [Sample
dze: N-216 families]

tically) fixed because PC-2, representing the difference in the expression of growth potential in

the two different environments, was completely unrelated to the first response variate.

The canonical model was highly significant (p = 0.0000) and adequately described the surface

since lack-of-fit was non significant (p = 0.0802). Results furnished in Table 48, p. 198 indicate

that relationships were primarily linear. Temperature clearly dominated the model, contributing
91.5% to the total sum of squares. Moisture charaderistics of the site contributed only a small

(7.5%), but highly significant (p = 0.0006) proportion to the model sum of squares.

The second canonical response variate, representing 7.4% of total trace, was positively associ¬

ated with early development (PC-4), and negatively related to plasticity growth potential (PC-2)
and growth timing (PC-3). Associations with the climate model were linear, focusing primarily
on moisture conditions of the site. As indicated by the redundancies, relationships were weak,
however. Moreover, lack-of-fit was significant at p = 0.0265, indicating that the climate model

did not adequately describe the pattern (Tab/e 48, p. 198). In comparison with the pattern re¬

vealed in variate 1, the second variate was cleariy insignificant, refleding a rather weak, mois¬

ture-induced relationship. At the test site in Corvallis, families from dry sites showed a tendency
to emerge earlier, to set bud later and to respond in a more plastic manner to the warmer cli¬

mate during winter than families from locations with a more favorable water regime.

The plot of canonical scores on the first two response vedors, illustrated as seed zone mean

scores, is shown in Figure 54, p. 199. With few exceptions, seed zones were aligned on canoni¬

cal variate 1 according to their mean thermal conditions. Zones with colder conditions were

separated from zones with warmer climate. Notable exceptions were the seed zones 675, 673,
952 and 751. Separation on axis 2, however, was non conclusive.

The trend surface of predided scores on the first trait variate is shown in the upper half of Fig¬
ure 55, p. 200. The general pattern of adaptive variation resembled a double cline running in
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CANONICAL VARIATE 1: TRAITS

Terms Degrees of freedom Type I Sum of Squares R-Square F-Ratio Prob > F

Linear 2 103.457 0.481 98.851 0.0000

Quadratic 2 0.773 0.004 0.739 0.4790

Crossproduct 1 0.876 0.004 1.676 0.1969

Total model 5 105.107 0.489 40.171 0.0000

Variables Degrees of freedom Sum of Squares Mean-Square F-Ratio Prob > F

PCA-Factorl 3 102.512 34.1708 65.299 0.0000

PCA-Factor2 3 9.478 3.1594 6.038 0.0006

Residual Degrees of freedom Sum of Squares Mean-Square F-Ratio Prob > F

Lack of Fit 162 90.883 0.561 1.4165 0.0802

Pure Error 48 19.010 0.396

Total Error 210 109.893 0.5232

CANONICAL VARIATE 2: TRAITS

Terms Degrees of freedom Type I Sum of Squares R-Square F-Ratio Prob > F

Linear 2 15.830 0.074 8.353 0.0003

Quadratic 2 0.088 0.000 0.046 0.9548

Crossproduct 1 0.006 0.000 0.006 0.9369

Total model 5 15.930 0.074 3.361 0.0061

Variables Degrees of freedom Sum of Squares Mean-Square F-Ratio Prob > f

PCA-Factorl 3 0.456 0.1517 0.16 0.9230

PCA-Factor2 3 13.564 4.521 4.77 0.0031

Residual Degrees of freedom Sum of Squares Mean-Square F-Ratio Prob > F

Lack of Fit 162 168.291 1.038 1.62 0.0265

Pure Error 48 30.778 0.6412

Total Error 210 199.069 0.9479

Table 48: Evduation of the fitted trend-surface: Relative importance of linear, quadratic and cross-

product terms and ofindependent variables in the canonicd model, test for lack of fit ofMed

surface: Central Oregon

opposite diredion from north to south, resulting in minimum values in the middle sedion of the

Central Oregon sampling area. The trend surface of predided scores on the first trait variate,

representing variation in growth vigor, strongly resembled the variation pattern of climate Fac¬

tor 1, emphasizing the strong association of growth vigor with temperature at source locations.

With few exceptions, the surface of predided scores paralleled the variation of temperature in

great detail (Figure 55, p. 200, lower half). Lower growth vigor than expeded, based on tem¬

peratures, were apparent for families from the southeastern comer of the sampling area (zones
751, 952 and 712). In contrast, higher inherent growth potentials than expeded were observed

for families of seed zones 675 and 673.

Since variate 2 accounted for only 3.5 % of original variation in seedling traits, no trend surface

is shown for this very minor pattern of variation.

Estimated relative seed transfer risks among all seed zones, based on seed zone mean scores

on the first response variate, are furnished in Table 49, p. 201. Zones with few families were

joined for the analysis as follows: Zones 713 with 711, 902 with 672 and 901 with 921. Transfer

risks varied in a wide range between 1% and 71%. Risks were especially high when transferring
families from the Columbia River (zones 42 and 661) to central - eastern Oregon or vice versa.
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CANONICAL SCORES FROM CANONICAL CORRELATION ANALYSIS OF SEEOUNQ TRAIT AND CUMATE DATA SET: CENTRAL OROEON
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Figure 54: Plot of canonical scores from canonicd correlation analysis of seedling traits and dimate data

set: Cantral Oregon. Trait variate 1 and variate 2

Average linkage cluster analysis on the matrix of estimated transfer risks among zones, as

given in Table 49, p. 201, produced the hierarchical grouping illustrated in Figure 56, p. 202.

Four main clusters, separated by an average transfer risk of more than 20%, were manifest.

Seed zone 661 was again very distind from the rest of the area, indicating that the milder cli¬

mate in this area (maritime influence) is refieded in the response of families growing in this

seed zone. Moving sources from the Columbia River to plantation sites on the east side of the

Cascade Range resulted in a high average transfer risk of more than 50%. Risks were as high
as 70% when families were moved to sites in central eastern Oregon. Also short distance

transfers to plantation sites in the adjoining zones 662 and 671 resulted in a risk of about 30%.

A relatively high average transfer risk of about 30% was estimated for transfers from central

zones to northern and southern sites and vice versa. An additional, quite distind area was dis¬

cernible in the northwest, comprising the seed zones 662, 671, 672 and probably 902 (the few

individuals of zone 902 were joined with zone 672 for the analysis, they may, however, be more

similar to families of zones 842, 901, 921 or 673).

Estimated relative seed transfer risks are also illustrated in the maps presented in Figure 57, p.

203, showing isolines which are scaled to represent 20% and 30% of relative transfer risk be¬

tween two neighboring isolines. The scaled contours delineated 7 major zones within which

sources can be transferred with an estimated risk below 20% (Figure 57, p. 203, left hand side).

Isolines roughly paralleled the directions of the seed zone boundaries. In the northem half of

the area they ran in a southwest-northeast diredion while in the southern part they followed a

northwest-southeast diredion, thus delineating a rather large area in the center of eastern Ore¬

gon, that encompassed seed zones 911, 912, 690, 682, 711, 713 and 952. As a result of the

adaptation to the cold and harsh climate, the sources from this area showed a low growth po¬
tential. The lowest growth vigor was manifest in a small zone around Silver Lake (east side of

zone 713).
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Trend surface of predicted ariate: Central Oregon

Trend surface of climate Factor 1: Central Oregon

Factorl

Figure 55: Upper. Trend surface of predided scores on first trait variate for Centrd Oregon. Based on

canonicd correlation andysis of seedling traits and dimate variables as reported in Table 47.

Lower: Trend surface of adud values of climate Fador 1
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ZONE 661 662 671 672 673 674 675 681 682 690 701 702 703

661 0.00

662 0.30 0.00

671 0.27 0.03 0.00

672 0.30 0.01 0.04 0.00

673 0.48 0.20 0.23 0.20 0.00

674 0.52 0.26 0.29 0.25 0.06 0.00

675 0.42 0.14 0.16 0.13 0.07 0.13 0.00

681 0.65 0.42 0.44 0.41 0.23 0.18 0.30 0.00

682 0.68 0.47 0.49 0.46 0.29 0.23 0.35 0.05 0.00

690 0.71 0.50 0.52 0.49 0.32 0.26 0.38 0.09 0.04 0.00

701 0.37 0.08 0.11 0.07 0.12 0.18 0.06 0.35 0.40 0.43 0.00

702 0.53 0.26 0.29 0.26 0.07 0.01 0.13 0.17 0.22 0.26 0.19 0.00

703 0.50 0.23 0.26 0.22 0.03 0.03 0.10 0.21 0.26 0.29 0.15 0.04 0.00

711 0.64 0.41 0.43 0.40 0.22 0.16 0.28 0.02 0.07 0.11 0.33 0.15 0.19

712 0.51 0.24 0.27 0.24 0.04 0.02 0.11 0.19 0.24 0.28 0.17 0.02 0.01

721 0.21 0.09 0.07 0.10 0.29 0.35 0.23 0.50 0.54 0.57 0.17 0.35 0.32

722 0.48 0.20 0.23 0.20 0.00 0.06 0.07 0.23 0.29 0.32 0.12 0.07 0.03

731 0.42 0.13 0.16 0.12 0.07 0.13 0.01 0.30 0.35 0.39 0.05 0.14 0.10

751 0.69 0.47 0.49 0.47 0.29 0.23 0.35 0.06 0.01 0.03 0.40 0.23 0.26

842 0.42 0.14 0.17 0.13 0.06 0.12 0.00 0.29 0.34 0.38 0.06 0.13 0.09

911 0.69 0.47 0.50 0.47 0.30 0.24 0.36 0.06 0.01 0.03 0.41 0.23 0.27

912 0.65 0.42 0.45 0.42 0.24 0.18 0.30 0.00 0.05 0.09 0.35 0.17 0.21

921 0.70 0.48 0.51 0.48 0.30 0.25 0.37 0.07 0.02 0.02 0.42 0.24 0.28

943 0.60 0.35 0.38 0.35 0.16 0.10 0.22 0.08 0.13 0.17 0.28 0.09 0.13

952 0.58 0.32 0.35 0.32 0.13 0.07 0.19 0.11 0.16 0.20 0.25 0.06 0.10

ZONE 703 711 712 721 722 731 751 842 911 912 921 943 952

703 0.00

711 0.19 0.00

712 0.01 0.18 0.00

721 0.32 0.49 0.33 0.00

722 0.03 0.22 0.04 0.29 0.00

731 0.10 0.29 0.12 0.22 0.07 0.00

751 0.26 0.08 0.25 0.55 0.29 0.36 0.00

842 0.09 0.28 0.11 0.23 0.06 0.01 0.35 0.00

911 0.27 0.08 0.25 0.55 0.30 0.36 0.00 0.35 0.00

912 0.21 0.02 0.19 0.50 0.24 0.30 0.06 0.30 0.06 0.00

921 0.28 0.09 0.26 0.56 0.30 0.37 0.01 0.36 0.01 0.07 0.00

943 0.13 0.06 0.12 0.43 0.16 0.23 0.14 0.22 0.14 0.08 0.15 0.00

952 0.10 0.09 0.09 0.41 0.13 0.20 0.17 0.19 0.17 0.11 0.18 0.03 0.00

7ao/e 49: Relative seed-transfer risks among seed zones, based on canonical scores from first trait

variate: Central Oregon

Five major zones were delineated by the isolines scaled to represent 30% of estimated transfer

risk among two neighboring contours (Figure 57, p. 203, right hand side). The distind zone

around Silver Lake, exhibiting the lowest scores on the first response variate, was enlarged in

the northwest diredion, encompassing now the three zones 690, 682 and 713. A small area in

zone 911 also showed sources with a similar adaptive response.

7.2 Discussion

Much of the colledive variation in seedling traits could be associated with climate variables of

source locations. As much as 50 % of the patterned variation in growth and phenology traits

could be explained. Moreover, patterns were reasonable, given the assumption that they refied

adaptation to the environment. These two observation are strong evidence that much of the

variation in seedling traits refied adaptation to local climate. Adaptive variance of single traits

tended to be intercorrelated, forming co-adapted trait combinations. Temperature at source lo¬

cations was the most important fador shaping the major patterns of adaptive variance. The

moisture charaderistics of the site, on the other hand, had only a minor influence.
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The major pattem of adaptive variance refieded primarily relationships of growth vigor with

thermal conditions at source locations. About 24 % of variance in growth vigor of southwestern

Oregon sources were redundant with variation in temperature. In Central Oregon, growth poten¬
tial and temperature shared about 40 % of their variance.

Simple dimatic or elevational dines in growth vigor have been found for many different tree

spedes. Decreasing height growth with increase in seed source elevation is a common finding
in forest tree genetic studies conduded on low-elevation sites (WRIGHT, 1976; HERMANN and

LAVENDER, 1986; ROW and CHING, 1973; REHFELDT, 1974). Adaptive pattems in growth
vigor of Ponderosa pine have been described by several authors, for example by CALLAHAM
and LIDDICOET (1961), SQUILLACE and SILEN (1962), ECHOLS and CONKLE (1971), CON¬
KLE (1973). MADSEN and BLAKE (1977), MITTON et al. (1977), REHFELDT (1980, 1984,
1986a, 1986b, 1990a, 1993) and SORENSEN (1994).

SQUILLACE and SILEN (1962) reported results of 30-year old provenance trials including 18

seed sources of ponderosa pine planted on 6 different test locations in Oregon, Washington
and Idaho. Correlations between tree height and altitude of the seed source were, across the

different test sites, between R = 0.45 and R = 0.78. Correlations with annual temperature
ranged from R = 0.26 to R - 0.75 and for spring temperature in April and May from R = 0.37 to

R = 0.82. Interestingly, correlations of the same order of magnitude were also found for precipi¬
tation. However, this was most likely caused by an indired effed since temperature and mois¬

ture gradients are often highly redundant in the studied area.

ECHOLS and CONKLE (1971) described a rank correlation of R = 0.86 between 16-year height
and parent tree elevation in a provenance trial of ponderosa pine in the Sierra Nevada in Cali¬

fornia.

A ciinal association between second year height, measured in the common garden, and tem¬

perature at seed source location was reported for ponderosa pine sources from the northern

Rocky Mountains (eastern Washington, northern Idaho and westem Montana) by MADSEN and

BLAKE (1977). A number of charaders were strongly related to environmental parameters at

seed source. The highest correlation (R = 0.602) was found between height growth and eleva¬

tion. Second year height and temperature showed a correlation of R = - 0.261, while no corre¬

lation was found with moisture (R = O.OOf). In multiple regression analyses, the strongest rela¬

tionship was found with 2-year height growth, in which elevation, latitude and longitude ex¬

plained 44% of the variation.

In a family evaluation test of 37 ponderosa pine populations from southern Idaho, REHFELDT

(1980) reported that 51% of the variance in 16-year height could be explained by a multiple re¬

gression model including seed source elevation, latitude and longitude.

A strong relationship between growth potential of 4-year old seedlings, assessed in a common

garden, and elevation was reported for ponderosa pine sources in the upper Colorado river ba¬

sin by REHFELDT (1990a). The best model described genetic variation in growth vigor (repre¬
sented as a principal component reflecting several growth traits expressed in different environ¬

ments) along elevational and geographic dines, explaining 74% of the variance. For growth
potential alone, the coefficient of determination in the multiple regression model was R2 = 0.67.

A weaker association between growth vigor and elevation of seed source, however, was found

for ponderosa pine in the northern Rocky Mountains where elevation accounted for only 32% of

the variance in growth vigor. This result contrasts with Douglas-fir (Pseudotsuga menziesii var.

glauca Franco) and lodgpoie pine (Pinus contorta Dougl. ex. Loud.) in the same region, where

elevation accounted for 72 % and 66 % of seedling growth vigor, respedively. When the geo¬

graphic variables latitude and longitude were added to the ponderosa pine multiple regression,
the model explained 61% of the variance in growth vigor (REHFELDT, 1984).

In central Idaho ponderosa pine, 56% of the variation in third year height, measured in a com¬

mon garden test, could be explained by a multiple regression model including 13 independent
geographic variables and elevation (REHFELDT, 1986a).



205

In the middle Columbia River system (Montana, Idaho and northern Washington), REHFELDT

(1986b) found a coefficient of determination of R2 = 0.52 for growth vigor of ponderosa pine
when elevation combined with geographic origin of the seed were independent variables.

Adaptive variance of growth vigor in Ponderosa pine is thus well documented. All the reported
results showed patterns of variation which were clearly related to independent variables that

serve as surrogates for the complex environmental gradients that influence natural seledion.

Elevational dines were the most prominent.

Our results clearly refied the same major pattern of adaptive variance in growth potential.
Growth vigor appears to be the result of adaptation to temperature constraints at source loca¬

tion. Apparently, growth potential is strongly seleded by temperature. Since elongation poten¬
tial seems to be genetically "fixed" if temperature is the seledive agent, as hypothesized by
SORENSEN (1994) and supported by our results, seledion most likely ads on phenology traits,

adapting the sources to the length of the growing season at seed source location. The term

"fixed" is used by SORENSEN in the sense that seedlings from sites with a short growing sea¬

son because of low temperature constraints have less ability to respond to favorable growing
conditions (fixed readion). In contrast, families from locations where growing season is short

because of moisture deficits will respond to favorable growing conditions with increased growth
(plastic readion). Families from colder habitats have a genetically fixed vegetation cyde; they
set their buds early regardless of the temperature conditions of the common garden and thus

are unable to respond to a longer growing season on more favorable lowland sites. In contrast,
families from warmer habitats are adapted to a long growing season, grow until late in the sea¬

son and thus produce larger seedlings. Adaptive variance in our sampling area was the same

order of magnitude as that which has been reported for many other forest tree species. Like¬

wise, our results are highly concordant with the results reported for Ponderosa pine in the ad¬

joining areas in Washington, Idaho and Montana, as indicated.

In Southwest Oregon, the association of growth vigor with temperature at seed source location

was rather weak (24 % redundant variance) compared to Central Oregon as well as to results

found in other areas. This comparatively weak adaptive variance may be due to the rather re¬

strided sampling area, spanning only 155 km in north-south and 145 km in east-west direc¬

tions. Even if Southwest Oregon has a rather extreme environmental heterogeneity (FRANK¬
LIN and DYRNESS, 1973) caused by the rugged topography, climate heterogeneity is smaller

in the sampled area than in Central Oregon (see section 3.5.2). Temperatures are rather mild,

especially in winter, and lack the extremes found east of the Cascades. Consequently, it may
be hypothesized that seledion pressure caused by temperature constraints is comparatively
weaker in this area. As has been discussed already in section 6.5, rather weak patterns of

variation in quantitative traits as well as in allozyme markers have been reported for several

other species in this area. Moreover, fadors other than temperature were found to be involved

in adaptation processes. Especially moisture conditions of the site and, possibly, soil properties
seem to be of seledive significance (FURNIER and ADAMS, 1986; DYRNESS and YOUNG-

BERG, 1966; JENKINSON, 1974; CAMPBELL and SUGANO, 1987).

Although the major pattem refieded in the first response variate in Southwest Oregon was

cleariy dominated by temperature, and moisture did not show any significant influence overall,
a locally modifying interadion of moisture seems to exist on very dry sites. In the plot of the

first trend surface (Figure 51, p. 192), a smaller growth potential than expeded based on local

temperatures was apparent in a north-south extending area around longitude 123.2 to 123.4.

Since it is exadly in this part of the sampling area that precipitation is at a minimum, a

modifying influence of moisture seems likely.

Even though second and third response variates accounted for only small amounts of original
variation in seedling traits of southwestern families, an interpretation may still be interesting
since both pattems seem to refied an adaptive response to moisture conditions. Complex
second order relationships involving temperature and moisture conditions were refieded in

both second and third response variates. Since temperature and moisture gradients parallel
each other in Southwest Oregon (AGER and STETTLER, 1983; WELLS, 1964b), complex
interadions and indired effeds are expeded. The second response variate related growth po¬

tential, plasticity of growth potential and growth timing to a complex model of temperature,
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moisture and their interadion. Families from warm and moist habitats produced large

seedlings, their growth potential, however, was plastic i.e. differed between the two test envi¬

ronments. The second response variate was significantly related to both temperature and mois¬

ture conditions of the site. Since growth potential appears to be inherently fixed if temperature
is the seledive agent, we hypothesize that the different expression of growth potential in the

two test environments primarily refleds a moisture related adaptive response. In the warm test

environment, families from moister sites showed a tendency to set their buds earlier and

consequently to produce smaller seedlings compared to the cold test environment while the

expression of these traits did not differ between the two environments for families from drier

sites. Since the warm test environment was achieved by covering the nursery beds with tents

during winter, we may anticipate not only a change in the temperature regime in this treatment

but most likely - as an indired effed - also a substantial change in the water balance because

winter and early spring rain was precluded from entering the soil in this treatment. Precipitation
during winter and spring, however, make up the most important part of total precipitation in

Southwest Oregon and are thus expeded to be of great importance for the water balance of the

sites in spring and early summer. We therefore believe that the second response variate

portrays primarily an adaptive response to the moisture conditions of the site during early shoot

elongation and not a temperature related response.

REHFELDT (1986a, 1986b, 1990a, 1993) has conduded a number of common garden studies

with Ponderosa pine from the Rocky Mountains in which moisture stress was applied in one of

the test environments. Although seedlings responded in a plastic manner to the water stress

with reduced growth, in no case was there evidence of a genetic response that could be inter¬

preted as adaptation to the moisture conditions at source location. Several fadors could have

contributed to the disparity between our results and those reported by REHFELDT. We have al¬

ready argued in section 6.5 that moisture most likely plays a more important role as a seledive

agent in Southwest Oregon compared to the Rocky Mountains because moisture gradients are

extremely steep over short geographic distances and soil conditions are very distind due to the

geologic substrate. On the ultramafic soils, a reduced water uptake of the plants may lead to an

insufficient uptake of important minerals or may even lead to toxic effeds in the concentrated

soil solution. We have already cited much supporting evidence for this assumption in section

6.5. In addition, a moisture-related adaptive response has not only been reported for other

spedes in this area (FURNIER and ADAMS, 1986; DYRNESS and YOUNGBERG, 1966; CAM-

PELL and SUGANO, 1987), it was also refieded in the allozyme patterns as we have demon¬

strated in section 6.

A weak adaptive response to the moisture conditions of the site was also refieded in the third

response variate. In contrast to the second pattern which refleds an adaptive response to the

moisture conditions during early shoot development, the third pattern seems to portray an

adaptive response to the early occurrence of summer droughts since families from drier sites

showed a tendency to have a higher germination rate and a faster emergence compared to

families from moist habitats. Although the model did not adequately describe the pattern of

variation, since lack-of-fit was significant and the relationships were only weak, the pattern was

meaningful and cleariy in line with expedations and reported results. Rapid and uniform germi¬
nation is considered adaptive on sites where early summer droughts occur and where growth
has to be completed before the onset of the unfavorable growing conditions (CAMPBELL and

RITLAND, 1982; WEBER, 1988). On such sites, a fast and vigorous early development may be

essential for survival of seedlings.

In conclusion, pattems of adaptive variation in Southwest Oregon were rather complex. Growth

potential and growth timing were cleariy but comparatively weakly associated with temperature
at source location. A rather small-scale, ecotypically organized pattern was evident. This eco-

typic pattern of adaptive variance seems to be a result of rather complex interadions of both

temperature and precipitation. Steep moisture gradients over short distances seem to be partly
refieded in adaptive response of the sources. Even if temperature is dearly the most important
seledive agent, about 25% of the total trace (second and third variates) appeared to be related

primarily to moisture conditions of the site.

Growth vigor and growth timing of sources in Central Oregon were strongly related to tempera¬
ture. Of the variation in growth potential, 40% were redundant with climate variate 1 which was
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primarily respresenting temperature (Table 47, p. 197). Growth potential was genetically fixed

since plasticity of growth was unrelated to the first response variate. Our results thus clearly

support SORENSEN's two hypothesis that elongation potential is strongly seleded by tempera¬
ture and that growth potential is genetically fixed if temperature is the seledive agent.

SORENSEN, who analyzed exadly the same data which we used for our investigation, was

able to explain 69% of the variation in fador scores of the first principal component (which pri¬

marily refieded growth potential) by a complex model of location variables. This comparatively

high assodation may be due partly to overfitting of the model, since 35 location terms were in¬

cluded. Partly, however, it is certainly an indication for the important influence of topographic
variables such as asped and slope. Although slope and asped explained only 8% of the model

sums of squares, their interadion with other location variables contributed 47% to the total sum

of squares. Hence, both asped and slope obviously play an important, modifying role for local

dimate conditions. Because our estimates of climate conditions at source location induded nei¬

ther slope nor asped (due to a lack of information), the temperature-related adaptive variance

in growth potential is most likely higher in reality than the 40 % that was revealed in our model.

Although we have not used exadly the same seedling traits, have applied a different statistical

technique, and have used dimate instead of location variables as independent terms in the

model, the major pattern of adaptive variance in growth vigor is neariy identical to the pattem
of growth vigor (represented as the first principal component) published by SORENSEN (1994).
Highest growth vigor, represented as" *"

symbols in the plot of SORENSEN (Figure 58, p. 208,

right hand side) correspond to our highest canonical scores between 1.0 and 1.5. The
"
+

" val¬

ues correspond to canonical scores between 0 and 1.0, the " 0 " values correspond to moder¬

ately negative canonical scores between 0 and -0.5 while the
" -" and the " =" symbols match

our moderately to high negative scores below -0.5.

Although elevation seemed to dominate geographic differentiation, there were three notable

exceptions to the general elevational pattern in SORENSEN's investigation. All three of them

were also observable in our contour map (Figure 58, p. 208, left hand side). In the extreme

south, SORENSEN observed sources from high-elevation locations which produced relatively
vigorous seedlings. As suggested by him, this comparatively high growth potential seems to be

a result of adaptation to the milder, more oceanic climate in this area (a consequence of the

Klamath River cutting through the Cascade Range) since canonical scores on our first response
surface paralleled temperature variation in great detail. The second anomalous area, situated

between 43 ° 10' N and 43 ° 50' N (north part of seed zone 702), with a growth vigor lower than

expeded based on elevation, had also low canonical scores on our response surface, cleariy
paralleling the harsh temperature conditions in this area. Finally, in the southeastern comer of

the sampling area, in the Warner Mountains in Oregon, SORENSEN found a large within-zone

and within-elevation transfer-risk in his newly formed zone 7. Based on our response surface

(Figure 55, p. 200), families in this area (zone 751) cleariy had a lower growth potential than

expeded based on prevailing temperatures. Our results thus support SORENSEN's

interpretation that possibly some Washoe pine (Pinus washoensis Mason and Stockwell) fami¬

lies were mistakenly sampled instead of Ponderosa pine because Washoe pine has a lower

growth potential than Ponderosa pine (WELLS, 1964a).

While SORENSEN used multiple regression procedures in order to relate trait combinations to

location variables, our response surface and contour map diredly illustrate the most important
pattern of adaptive variance i.e. the temperature-related variation in growth vigor and growth
timing. With multiple regression techniques, the effeds of location variables are difficult to

separate due to intercorrelations of the independent variables. Moreover, the illustration of

adaptive patterns is less straightforward since associations have to be mapped separately for

each dependent variable. In contrast, response surface analysis seems to provide an excellent

statistical technique which may be utilized to diredly and simply asses the major patterns of

adaptive variance and to easily illustrate these patterns in geographic space.

Similar to Southwest Oregon, a weak, partially moisture-related, adaptive response was also

apparent in Central Oregon. Compared to Southwest Oregon where 25% of the total trace was

primarily related to moisture conditions of the site (Table 44, p. 189), the association was much

weaker in Central Oregon, where 7.4 % of the total trace, represented in the second variate,
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was related to moisture conditions (Table 47, p. 197). Although the second pattem was domi¬

nated by the water balance of the site, the revealed relationships were rather complex, how¬

ever. As in Southwest Oregon, sources from dry habitats tended to emerge earlier than sources

from moist sites. The other relationships portrayed in the second response variate are not eas¬

ily explained; most likely some of the effeds are temperature-related, others are moisture-re¬

lated as the redundancies imply. The later budset of sources from dry sites refieded in the sec¬

ond variate is most likely the result of an indired effed through temperature since the drier

sites are also warmer in temperature. In contrast, the more plastic readion of these sources is

most likely rather an effed of moisture conditions.

Seed transfers over relatively limited distances within Southwest Oregon bear higher risks than

transfers over the same distance within Central Oregon. Due to a rather ecotypic and rather

complex pattern of adaptive variance, short distance transfers within Southwest Oregon may
result in considerable mismatch between source locations and planting sites. In general, mov¬

ing seed within Soutwest Oregon in a north-south diredion is expeded to cause less mismatch

than moving it from west to east or vice versa. However, adaptive pattems were rather weak,

indicating fadors other than temperature and precipitation are involved in shaping the pattern.
Possibly, geologic substrate and soil properties may play an additional role. Since we have no

means of deciding on the role of other important fadors which might explain the remaining
proportions of adaptive variance, our contour maps must be regarded as preliminary. Our re¬

sults suggest, however, that the current seed zones in this area most likely do not adequately
portray the major patterns of adaptive variance.

The Columbia River basin seems to possess highly distind sources of ponderosa pine. Seed

from this area should be used only locally and be moved neither to the west- nor to the east.

We agree with SORENSEN (1994) that seed zones or breeding blocks of ponderosa pine in

Central Oregon could be considerably larger in longitude and latitude than the current zones.

Based on our results, we would however propose a zonation different from the one published
by SORENSEN. We are aware of the fad that our pattern of adaptive variation is only an ap¬

proximation because climate conditions were estimated based on longitude, latitude and eleva¬

tion only, disregarding local modifications caused by asped and slope. On the other hand, our

estimated transfer-risks are based on a combined adaptive response, combining growth vigor
as well as growth timing in one major pattern. It may be seen from our contour plot that 9 zones

are maximally needed to guarantee a risk smaller than 30%. For pradical reasons, the 6 major
zones indicated in Figure 58, p. 208, left hand side would be sufficient. Although the existing
zones seem to be too conservative in number and size, they in general refied the major envi¬

ronmental gradients which are of adaptive importance rather well. Several existing seed zone

boundaries parallel the contours which delineate zones with a transfer risk below 30% (Figure
58, p. 208). The general orientation of the seed zone boundaries in a northeast-southwest di¬

redion in the northern part or in a northwestern-southeastern diredion in the southern part of

the sampling area cleariy match the general geographic pattern of the major adaptive variance.

SORENSEN has proposed 9 zones based on estimates of cumulative transfer risk assodated

with the first 3 principal components (by summing the risks for each PCA) and on convenience

for subdividing the area. The discrepancy between SORENSEN' s proposed breeding blocks

and our contour map is difficult to interpret since his delineation procedure is not described in

detail in the publication.

7.3 Summary

Much of the colledive variation in seedling traits could be associated with climate variables of

source locations. As much as 50 % of the patterned variation in growth and phenology traits

could be explained. Moreover, pattems were reasonable, given the assumption that they refied

adaptation to the environment. These two observation are strong evidence that much of the

variation in seedling traits refied adaptation to local climate. Adaptive variance of single traits

tended to be intercorrelated, forming co-adapted trait combinations. Temperature at source lo¬

cations was the most important fador shaping the major patterns of adaptive variance. The

moisture charaderistics of the site, on the other hand, had only a minor influence.

The major pattern of adaptive variance refieded primarily relationships of growth vigor with
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thermal conditions at source locations. About 24 % of variance in growth vigor of southwestem

Oregon sources were redundant with variation in temperature. In Central Oregon, growth poten¬
tial and temperature shared about 40 % of their variance.

Growth vigor appears to be the result of adaptation to temperature constraints at source loca¬

tion. Apparently, growth potential is strongly seleded by temperature. Since elongation poten¬
tial seems to be genetically "fixed" if temperature is the seledive agent, seledion most likely
ads on phenology traits, adapting the sources to the length of the growing season at seed

source location. Families from colder habitats have a genetically fixed vegetation cyde; they
set their buds early regardless of the temperature conditions and thus are unable to respond to

a longer growing season on more favorable lowland sites. In contrast, families from warmer

habitats are adapted to a long growing season, grow until late in the season and thus produce
larger seedlings. Adaptive variance in our sampling area was the same order of magnitude as

that which has been reported for many other forest tree species. Likewise, our results are highly
concordant with the results reported for Ponderosa pine in the adjoining areas in Washington,
Idaho and Montana.

Patterns of adaptive variation in Southwest Oregon were rather complex. Growth potential and

growth timing were cleariy but comparatively weakly assodated with temperature at source lo¬

cation. A rather small-scale, ecotypically organized pattern was evident. This ecotypic pattem
of adaptive variance seems to be a result of rather complex interadions of both temperature
and precipitation. Steep moisture gradients over short distances seem to be partly refieded in

adaptive response of the sources. Even if temperature is dearly the most important seledive

agent, about 25% of the total trace appeared to be related primarily to moisture conditions of

the site.

Growth vigor and growth timing of the sources in Central Oregon were strongly related to tem¬

perature. 40 % of the variation in growth potential were assodated with temperature at source

location. Growth potential was genetically fixed. Our results cleariy support the hypothesis that

elongation potential is strongly seleded by temperature as has been hypothesized by
SORENSEN (1994) who analyzed the same data using a different methodology. Moreover, the

major pattern of adaptive variance, which refieded growth vigor and growth timing strongly re¬

sembled the pattern of variation in growth vigor published by SORENSEN (1994). Our result

demonstrate that response surface analysis, using canonical correlation procedures, provides
an excellent statistical technique which may be utilized to simply asses the major patterns of

adaptive variance and to easily illustrate these patterns in geographic space.

Seed transfers over relatively limited distances within Southwest Oregon bear higher risks than

transfers over the same distance within Central Oregon. Due to a rather ecotypic and rather

complex pattern of adaptive variance, short distance transfers within Southwest Oregon may
result in considerable mismatch between source locations and planting sites. In general, mov¬

ing seed within Soutwest Oregon in a north-south diredion is expeded to cause less mismatch

than moving it from west to east or vice versa. Our results suggest that the current seed zones

in this area most likely do not adequately portray the major patterns of adaptive variance.

The Columbia River basin seems to possess highly distind sources of ponderosa pine. Seed

from this area should be used only locally and be moved neither to the west- nor to the east.

Seed zones for Ponderosa pine in Central Oregon could be considerably larger in longitude and

latitude than the current zones. Based on our map of relative seed transfer risk, 9 zones are

maximally needed to guarantee a risk smaller than 30%. For pradical reasons, 6 major zones

appear to be sufficient. Although the existing zones seem to be too conservative in number and

size, they in general seem to refied the major environmental gradients which are of adaptive
importance rather well.
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8. Utility of allozymes versus metric traits for describing adaptive pat¬
terns of genetic variation

Zone designation for breeding programs or seed transfers are made on the basis of either geo-
climatic and ecological data or on the evaluation of metric traits from short or long term genetic
tests (CAMPBELL, 1984; REHFELDT, 1986a). The utilization of geoclimatic and ecological
data assumes that local populations are optimally adapted and perform best at their original
sites. Only under this assumption, do source populations, which define the seed zone, and the

planting zone, defined by the planting environments, occupy the same geographic location.

When non-local sources are optimal (NAMKOONG, 1969; NAMKOONG et al., 1988), the

planting locations and the important traits determine the appropriate zones in the source popu¬
lations. Finding appropriate sources requires testing of different sources over planting sites of

interest. Moreover, the optimum source may depend on the trait or traits of interest. Difficulties

arise from low inheritance of traits which reduce the precision in estimates of geographic pat¬
tems and from genotype-environment interadions that complicate the establishment of seed-

transfer guidelines. Alternatively, adaptive variance may be determined by means of seedling
common garden tests. In this case, associations between certain traits of interest and environ¬

mental conditions at seed source locations are investigated and pattems of adaptive variance

are mapped in terms of ecological conditons or geographical location. However, at least 3

years are needed to colled the necessary data (and perhaps many more if traits are not ade¬

quately expressed in juvenile material). In contrast, allozyme data can be assessed easily and

within short time periods, multilocus genotypes can be determined diredly and are not subjed
to genotype-environments interadions. Allozyme patterns would thus be very helpful in provid¬
ing easily available data on natural population genetic strudures. However, to be of pradical
use, i.e. to allow zone designation, allozyme patterns would have to contribute information

similar to that of metric traits.

Both seedling common garden and allozyme studies have the same limitations, however. Al¬

though patterns of genetic variation on the landscape can be mapped, the meaning of this

variation for long-term survival and produdivity remains speculative. It can only be assumed

that the greater the difference between the source and potential planting environment, the

greater is the risk in seed transfer. Moreover, it has to be assumed that local populations are

adapted and perform best which is not necessarily the case (NAMKOONG, 1969; NAMKOONG

etal., 1988).

Associations between allozyme genotypes and ecological fadors have not been consistently
established for forest trees (HAMRICK and GODT, 1990; HAMRICK et al. 1992). Moreover, the

precision of methods used for deteding geographic patterns of variation in single loci is low and

patterns of allozyme variation have not been consistently correlated with those from morpho¬
logical traits (HAMRICK and GODT, 1990). Besides methodological problems (e.g, low statisti¬

cal power of methods used, no consistent data sets), patterns in some morphological and

physiological traits are not necessarily correlated with each other (DICKINSON et al. 1988;
REHFELDT, 1986a). Nevertheless, for defining breeding or seed zones, metric traits have

been used in most cases since metrical traits have a more readily distinguishable adaptive role.

A comparison between patterns of variation from allozymes and metric traits may thus provide
additional information about the utility of geographic pattems of allozymes for developing
breeding zones or seed-transfer guidelines. Since the ability to deted patterns is fundamentally
a matter of the analytical methods used, we focus our comparison on multivariate pattems
only. Because the same parent trees in the allozyme analysis were assessed in the nursery
tests, our data allow a matched comparison of both patterns of variation.

The trend-surface models described different proportions of genetic variance in the response
variates of the metric traits and the allozyme data (Table 50, p. 212). As expeded, metric traits

showed a higher association with climate conditions than did the allozymes. As we have out¬

lined in detail in section 1.4, allozymes and quantitative data have fundamentally different

properties and associations uncovered by each data set in this way are expeded to differ even

when multivariate techniques are used. Metric traits are the expressed sums of many different

genes interading in a specific environment. Even if the geographic variation in a metric trait is

strongly associated with source environment of parent trees, this pattem will be much more dif-
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ALLOZYME DATA SEEDLING TRAITS

SOUTHUEST OREGON

SIGNIFICANT VECTORS 1 3

R*» 0.24 0.33

R*"«»*•< 0.24 0.42

CENTRAL OREGON

SIGNIFICANT VECTORS 1 2

R*i
0.23 0.47

R*>l»4*l 0.23 0.50

Table 50: Proportion of variation described by the trend surface modds using allozymes or seedling
traits as dependent data sets. F?\. Proportion of variation described by the trend surface

model in the first canonical variate; rfmoM: Totd proportion of variation significantly described

by the model

ficult to deted at the level of the individual genes influencing this trait. Since many loci may
contribute to the expression of a metric trait, it would be very unlikely that all of them would be

included in a random sample of individual genes. Allozymes, however, are gene markers. They
generally contain an "average" sample of strudural genes affeding many different charaders.

Consequently, allozymes are expeded to exhibit weaker associations with habitat conditions

than metric traits do, even when multivariate analysis is used. Likewise, due to these funda¬

mental different properties of the two data sets (allozymes vs. metric traits), the detedion of re¬

lationships between individual allozyme markers and metric traits is rather unlikely.

Viewed from this perspedive, the associations between multilocus allozyme markers and cli¬

mate revealed in this study are striking. Thus, in spite of the fundamental limitations of individ¬
ual allozyme markers, multivariate analysis of allozymes at many loci may reveal adaptive pat¬
tems of genetic variation on the landscape.

The levels of association between multilocus allozyme variates and climate revealed in this

study (23% and 24% in the two regions) are very similar to the levels reported for ponderosa
pine in the Sierra Nevada Mountains of California (WESTFALL and CONKLE, 1992). Using a

second order model with latitude, longitude and elevation, these authors could explain 25 %

multilocus allozyme variance in the first vedor and 40 % over the first four significant vedors
combined. Our results contrast with the findings in the Sierra Nevada in two respeds. Although
we have analyzed about the same number of loci, only one vedor significantly described adap¬
tive variance in allozyme scores within each region. Interestingly, however, the same loci as¬

sociated with geographic variables in the Sierra Nevada sample were associated with climate

variables in our study. Secondly, while the proportion of family variation in seedling quantitative
traits accounted for by geographic variables was similar in the WESTFALL and CONKLE

(1992) study to the proportion of allozyme data accounted for (26 % in the first vedor, 36 % in

the first three vedors), our data cleariy revealed much stronger relationships for the metric

traits. We see three possible explanations for these contrasting results. The overall higher as¬

sociation which was refieded in four significant vedors in the Sierra Nevada sample may be

due to a higher environmental heterogeneity caused by a larger sampling area extending pri¬
marily in the north-south diredion. Secondly, compared to results in the literature, the propor¬
tion of genetic variance (36 %) in metric traits, explained in the Sierra Nevada study appears
rather low. This relatively low association may be due to the inclusion of a high number of mor¬

phological traits. Our results, however, are based on growth and phenology traits which are

commonly strongly associated with habitat conditions of the source location. As a third expla¬
nation, genetic variation in metric traits may be differently associated with climate than with

geographic variables, since processes other than natural seledion may be refieded in the lat¬

ter.

Although quantitative traits appear to refied much higher proportions of adaptive variance than

allozymes, pattems of variation in multilocus allozyme traits cleariy approximate the patterns
for seedling traits. For ease of comparison, both patterns of variation are shown side by side for

for Southwest Oregon in Figure 59, p. 213 and for Central Oregon in Figure 60, p. 215.
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Inferred from the allozyme pattern, changes in multilocus frequendes in Southwest Oregon are

very rapid over short geographic distances, especially in the westem part and in the north-eastern

comer of the sampling area (Figure 59, p. 213). A complex pattern of adaptive variance is also

evident in the contour map derived from the seedling traits. Gradients, however, are dearly less

pronounced than those in the allozyme pattem. Visually, the pattems do not seem to differ consid¬

erably. With a value of R - 0.142, the correlation among the predided scores of the first allozyme
vedor and those of the first metric trait vedor is rather low, however, indicating that the two trend

surfaces differ considerably. This comparatively low congruence of the patterns in Southwest Ore¬

gon may be due to several reasons. First of all, while overall trends may be similar (as the contour

maps suggest) for both traits, the two surfaces may still differ locally due to the complex and small

scale pattem of variation observed in this area. Secondly, both sets of traits (allozymes and metric

traits) may be responding to the same seledion pressures, but error of estimation (for individual

points on the surface) is rather large, leading to the low congruence of the two surfaces. Another

possible explanation is that the two sets of traits may be influenced to different degrees by the ef¬

feds of different evolutionary forces. Traits may vary in the degree of response to seledion pres¬

sure, as well as to other fadors. Finally, both sets of traits may refied adaptation to local environ¬

ment, but they are responding to different seledion pressures (even different metric traits may in¬

dividually show quite different pattems). The fad that both sets of traits are associated with cli¬

mate variables suggest that both may be responding to seledion pressure, but that they either

vary in the degree of their response or that they are affeded to different degrees by different

forces.

As we have discussed in detail in sections 6 and 7, adaptive patterns in Southwest Oregon differed

in several respeds from Central Oregon and from the total sampling area. Patterns in Southwest

Oregon were comparatively weak for both allozymes and metric traits. Moreover, both patterns
were associated with temperature and moisture conditions. As a result of steep moisture gradients
in combination with distind soil properties, populations in Southwest Oregon appear to be partly
adapted to the moisture conditions of the site. About half of the variation in allozyme scores and

about 25 % of the variation in seedling traits were assodated with moisture conditions. Consider¬

ing these differences, several reasons for the low congruence of the two patterns are conceivable.

The degree of congruence may be a fundion of the strength and the quality of the respedive pat¬
tems. Adaptive variance of allozymes and quantitative traits may resemble each other only if pat¬
tems are strong enough or if they are dominated by the same environmental fador governing ad¬

aptation. Complex and interading seledive environments may result in differing patterns because

allozymes and traits may be affeded differently or to a different degree by various seledive

agents or their varying interadions. Since allozymes and traits have different properties and may

refied different parts of the genome, it is likely that an allozyme sample will contain a certain

number of lod which are unrelated to the studied quantitative traits but which are assodated with

other charaders that are affeded by natural seledion. Under such circumstances, pattems will

differ because they provide different information. Hence, based on our results, a conceivable hy¬

pothesis would be that the sampled allozyme loci (especially those enzymes associated with glyco¬
lysis and the Krebs cycle such as IDH, PGM, ACO and MDH) refied similar patterns of adaptive
variance as growth and phenology traits when temperature is the major seledive agent, whereas

patterns are less congruent when other fadors such as moisture or complex interadions of differ¬

ent fadors are involved. Allozyme scores and growth traits appear to be associated with tempera¬
ture to about the same degree whereas associations with moisture seem to differ. In Southwest

Oregon, allozymes showed a higher association with moisture than did the metric traits. Allozymes
thus appear to focus more on the moisture conditions of the site than do the studied traits. This

may be a likely explanation for the low congruence of the two pattems in Southwest Oregon with

resped to small scale, local variation. The general trends of the two surfaces, however, seem

much more congruent. In fad, a visual inspedion of the two contour maps reveals that both pat¬
terns portray the same major ecological gradients. Both vedors are mainly oriented in a west-east

diredion. Both patterns indicate that coastal populations differ from populations in the eastern part
and that they are again different from populations in the center of the sampled area. Even if the

contours differ in number, form and shape, the size, location and form of a distind zone in the

center appears very similar in both maps. This central zone coincides with dry habitat conditions.

Both patterns thus clearly refied a certain importance of moisture as a seledive force. Moisture

gradients, however, are represented in more detail in the adaptive response of the allozymes than

in the response of the seleded traits.
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With a correlation coefficient of R = 0.66 between the predided scores of the flrst allozyme variate

and the first metric trait variate, the two patterns in Central Oregon resemble each other rather

well. The contour lines (Figure 60, p. 215) are very similar except in the southeastern comer of the

sampled area. Both pattems show the same northeast-southwest or southwest-northwest orienta¬

tion of the contours. Both dearly delineate a central zone which appears to differ from the northem

and the southern parts of the area. However, form and location of this central zone differ some¬

what for the two pattems. While both show a dear minimum of scores in the area around seed

zones 911 and 921, the second area with low scores extends slightly more to the north in the al¬

lozyme pattem (zones 672, 673, 911, 690) than in the trait pattem (zones 713, 690, 682). We do

not have an explanation for this difference. It must be emphasized, however, that ponderosa pine
occurs only in small and partly isolated stands in the eastern parts of the sampling area and sam¬

pling density was therefore rather small. For example, the large area of seed zone 952 is repre¬
sented by 8 trees, and zones 712, 912 and 690 by 8, 4 and 9 individuals only. Consequently, ran¬

dom effeds may be responsible for these minor differences. Nevertheless, allozymes and metric

traits cleariy portray the same major ecological gradients of adaptive importance.

In the studied case, patterns of multivariate allozyme variation on the landscape thus bear a re¬

semblance to those of metric traits. Since pattems based on quantitative traits make sense from

an adaptation point of view (which is commonly agreed on), allozyme pattems seem to refied ad¬

aptation to a certain extent. This conclusion is in perfed agreement with conclusions already
reached in the former sedions.

For Southwest Oregon, both data sets cleariy indicate that adaptive patterns are highly complex
and rather ecotypically organized, that seed should not be transferred over large distances and

that transfers in an east-west diredion cause more mismatch than transfers in a north-south direc¬

tion. Even if contour intervals differ for the two patterns, both contour maps demonstrate that the

current seed zones do not seem to sufficiently refied the adaptive genetic variance of ponderosa
pine in this area and that zonation should be more conservative. However, both pattems also indi¬

cate that seed transfer should rather be based on models which describe genetic variation in rela¬

tion to environmental variation than on a system of discrete seed zones. Moreover, both data sets

clearly reveal an important influence of moisture conditions that is refieded in the genetic struc¬

ture of ponderosa pine in this area.

Nevertheless, the two trend surface models which may be used to predid the risks of seed trans¬

fers in Southwest Oregon for any given source location and planting site, will furnish partly diver¬

gent results because allozymes seem to focus more on moisture conditions than do the metric

traits. Some of the allozymes are most likely associated with charaders other than growth and

phenology. These charaders (such as water use efficiency, stomata regulation, stress avoidance,
mineral uptake or others) may be important for survival and fitness under the geologicaly distind,

dry habitat conditions of this area. Allozymes could thus contribute important additional informa¬

tion which is not refieded in the measured traits. Our results, however, do not allow any conclu¬

sions regarding the potential utility nor the ecological or pradical significance of such additional

information. Only long term field tests under varying habitat conditions could provide an answer to

this question.

In Central Oregon, both patterns clearly indicate that seed may be transferred from northern to

southern planting sites and vice versa with an acceptable risk but should not be used on sites in

the high desert country of central Oregon. Both patterns show that the existing seed zones are

very conservative for ponderosa pine and that they could be consolidated into only 5 to 8 zones.

The high congruence of both patterns of adaptive variance would permit the basing of the esti¬

mates of seed-transfer risk for any given source location and planting site on allozyme data in¬

stead of on metric traits. Even if estimates of transfer risk based on allozyme markers would differ

in some parts of Central Oregon, the differences would be too small to be of pradical importance.
If we adopt an acceptable risk of 30%, decisions would be pradically identical.

In summary, in the presented case, allozyme markers were thus able to contribute useful informa¬

tion which was highly compatible with that of seedling quantitative traits such as growth charader¬

istics and phenology traits. Consequently, multilocus allozyme pattems could be diredly used for

pradical purposes such as development of seed transfer guidelines or seed-zone designation.
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This conclusion can, however, not be generalized. The question of whether multivariate pattems of

allozyme variation are useful for describing adaptive variation in other species and in different

environmental conditions cannot be answered. This is especially so because only a few studies

have applied multivariate statisical techniques to allozymes. With the exception of results reported
by WESTFALL and CONKLE (1992) and MILLAR and WESTFALL (1992), whose results are per-

fedly supported by our findings, little is known about the potential utility of multivariate allozyme
pattems for pradical purposes. Moreover, our as well as the cited studies investigated allozyme
variation in regions with rather pronounced environmental gradients. As suggested by our results

from Southwest Oregon, the adaptive significance of allozymes may, however, vary as a fundion

of the environmental variation found in the studied area and the complexity and interadion of the

seledive agents. Any generalization about the potential and utility of multilocus allozyme variation

would thus be merely speculative. However, based on our results, we perfedly agree with the view

of MILLAR and WESTFALL (1992), that certain statistical methods may allow allozyme diversity to
be partitioned such that the portion of allozyme diversity that correlates with adaptive variation is

revealed. We also agree with WESTFALL and CONKLE (1992) that significant, regular geographic
patterns exist in allozyme loci in forest trees and that information on allozyme patterns can aug¬
ment or even replace that of metric traits in certain situations.

Allozymes may, however, not only be useful traits regarding their possible adaptive portion. For

conservation purposes, for example, all genetic information should be used together in order to

assess pattems of variation important for conservation (MILLAR and WESTFALL, 1992). Allozyme
variation thus may provide useful and important additional information. Since we do not know what

genes are or will be adaptive in future environments, all traits, including allozymes, should be

weighted equally, independent of their role for adaptation. Multilocus allozyme variation and other

traits may, however, give discordant patterns since the two traits may be refleding different evolu¬

tionary forces. In this case, the spedes in question may be divided into the smallest reasonable

units suggested by cummulative analysis of individual patterns as has been suggested and de¬

monstrated for bishop pine (Pinus muricata) by MILLAR and WESTFALL (1992).
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9. Conclusions

Variation of allele frequencies in the studied area is dearly non-random for many alleles at

several lod. Multilocus analyses reveal statistically significant geographic pattems of al¬

lozyme variation which tend to follow major dimatic pattems, especially temperature gradi¬
ents. Multilocus frequency distributions in the study area seem to refied important adaptive
processes. The observed differentiation in allele frequendes between the coastal and interior

regions does not appear to be a result of historical events such as immigration from two dif¬

ferent progenitor lines. It seems rather to be the result of natural seledion in differing envi¬

ronments.

Allozyme variation seems to have a certain adaptive significance. However, the adaptive
significance varies among the different alleles and gene lod. Many alleles at several lod are

unrelated to habitat conditions. Multilocus analyses may furnish a dearer pidure of adaptive
patterns of variation and may help to understand important fadors or processes which are

involved in shaping the observed pattems. Multilocus trend surfaces seem espedally useful

in describing and illustrating such adaptive pattems of variation in geographic space.

Patterns of allozyme variation clearly parallel patterns in metric traits. The congruence of the

two patterns provides further evidence that multilocus allozyme patterns may refied adapta¬
tion to a certain extent.Thus, we fully agree with WESTFALL and CONKLE (1992) that al¬

lozyme data can contribute useful information to the understanding of adaptive patterns of

genetic variation and its pradical consequences for breeding zone formation, seed-transfer

risk estimates or gene conservation measures.
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10. Summary

The study describes and interprets pattems of genetic variation in ponderosa pine (Pinus pon¬

derosa Dougl. Ex. Laws.) from two contrasting regions of the state of Oregon, USA, namely the

east slope of the Cascade Range with parts of the high desert (Wamer and Ochoco mountains)
and the Klamath and Siskiou mountains in Southwest Oregon. Isozyme data as well as seed¬

ling quantitative traits of the same families were analyzed primarily by multivariate statistical

techniques. Trend surface analysis was used to describe relationships of allozymes and metric

traits with climate conditions at source locations. The resulting multilocus allozyme surfaces

were compared with those of metric traits and the utility of allozymes for describing patterns of

adaptive variance was investigated. Resulting pattems of adaptive variance were also utilized

to estimate relative seed-transfer risks and to map zones of certain transfer risks in geographic
space. Resulting contour maps of transfer risks were used to assess the adequacy of the exist¬

ing seed zones to guide seed transfer for ponderosa pine.

The two regions were described and compared with resped to their single-locus and multilocus

genotypic strudures. Measures of diversity and differentiation were analyzed with the tradi¬

tional univariate procedures. Single alleles were also tested for spatial strudures by spatial
autocorrelation analysis, and associations with climate variables were analyzed with multino¬

mial response models and Mantel tests of matrix associations. In addition, allozyme variation

was examined in multilocus sets, applying canonical discriminant and correlation analyses to

genotypic scores. Results of single-locus analyses were compared to results of multivariate

analyses in order to evaluate the utility of multivariate techniques applied to isozyme data.

Seed of one or two individuals was sampled on a grid at each of 217 locations in Southwest

Oregon and 227 locations in Central Oregon. Families were tested in two separate common

garden tests. Growth and phenology traits were recorded over a period of 3 years. Leftover

seed of the same families was used for eledrophoresis. Megagametophytes from six seeds

sampled from each of 488 parent trees were analyzed eledrophoretically for 31 allozyme loci.

Environmental data were estimated for each tree location by the use of local regression mod¬

els. Long term climate data of 195 weather stations in Oregon served as input for model-build¬

ing. Climate variables for tree locations were predided from these models based on their lati¬

tude, longitude and elevation.

Single-locus analyses revealed that ponderosa pine in Oregon maintains a high genetic diver¬

sity which is comparable to values reported for geographically adjoining parts of the range. Di¬

versity estimates were in the upper range of values found for conifer species. Moreover, gene¬
tic variation seems well distributed over the area; much of total diversity is found within local

areas (or seed zones) as indicated by low FST - values and by estimates of average diversity

within seed zones. Minor and major polymorphisms were found in about equal proportions.
Rare alleles with frequencies smaller than 5 % were, however, found at most loci (24). The high
genetic diversity may be perceived as a high potential of adaptability to the extreme and vari¬

able habitat conditions which prevail in the area. Although Southwest Oregon had a slightly
higher mean number of alleles per locus, a higher proportion of polymorphic loci, and showed 5

rare alleles not found in Central Oregon, differences in genetic diversity between the two re¬

gions were small and non-significant. Moreover, observed differences between the two regions
most likely refied the unequal sample sizes (leading to large sampling error) than real differ¬

ences.

Allelic frequencies were significantly heterogeneous between the two regions when all 31 lod

are considered. The two regions differed on average by a proportion of 6.1% unshared alleles.

With an average of 0.007 for NEI's unbiased genetic distance, differentiation between the re¬

gions, however, was rather small, being in the range of distances commonly found between po¬

pulations. Differentiation was no higher among the two regions than among populations within

regions (within-region estimates are however upwardly biased due to small sample sizes). The

small average differentiation between the two regions argues against the existence of different

races (Pacific race, North Plateau race) in the areas east and west of the Cascade Range
which has been postulated by different authors based on morphological differences and

monoterpene composition. Methodological limitations of composite measures of differentiation,
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as well as fundamental difficulties involved in decisions on the taxonomic status of taxa, do not

allow a final conclusion, however.

In contrast, allele frequency differences at several loci which exist between the two regions
would argue in favor of possible radal differentiation. Allele frequency differences may, how¬

ever, not only be the result of a separate evolution in the past; they may also be a result of

natural seledion in different environments or a consequence of random genetic processes.

Patterns of differentiation, emerging from cluster analysis on genetic distance by NEI or GRE¬

GORIUS, suggest that genetic and environmental variation parallel each other. Such associa¬

tions between genetic and environmental variation are expeded if natural seledion plays a

major role in shaping genetic variation. Results from univariate genetic analyses are non con¬

clusive, however. Based on single-locus analyses, natural seledion is a plausible but not the

only possible explanation for the observed pattems of differentiation.

Several alleles at many lod showed spatial variation patterns which cleariy deviate from ran¬

dom spatial arrangement. Significant heterogeneities of allele frequencies, significant spatial
pattems and observed associations between genotypic frequendes and dimate for the same

alleles suggest that adaptation to the environment is the most likely cause for the observed

variation pattems. Although other causes can not be ruled out, patterns are most likely the re¬

sult of differential seledion for most of the alleles which exhibit a spatial pattem. Associations

of allele frequencies with temperature could be confirmed by results from the various analyses
using different analytical tools. Temperature seems to be an important seledive agent respon¬
sible for adaptation. Genetic strudure, on the other hand, seems unrelated to water balance of

the site. Lack of adaptation of ponderosa pine to hydrological conditions or the inability of the

marker genes to portray adaptation to water regime may be plausible explanations for these

findings. Based on spatial strudures and associations with climate, no final conclusion about

the adaptivness of alleles can be drawn, however, since climate effeds cannot be separated
from other effeds. Nested multinomial response models suggest that some of the associations

among genotypic frequencies and temperature are most likely caused by indired effeds. Such

indired effeds may be due to a different evolutionary past of the populations in the two re¬

gions. Since climate differs between the two regions, other region related differences may be

mimic an association with climate conditions. According to the results from nested response

models, Mnr-2, Pep-3, Mpi-1, ldh-1, Pgm-1, Aco-1, Skd-2, Ugp-1, Ugp-2 and Mdh-3 are most

likely associated with temperature at source location. Associations of Mnr-1, Acp-1, Adh-2, Lap-
2 and Fdp-2 with climate conditions, however, are most likely caused by other than climate ef¬

feds. Such effeds are indiredly related to climate conditions and thus mimic associations with

temperature conditions, although temperature and genotypic frequencies are in fad not associ¬

ated.

Multilocus genotypic frequencies were moderately associated with habitat conditions. Based on

different multivariate analyses, climatic conditions at source location significantly explained
about 33% of total variance of 41 allozyme variables. Within the regions, the proportion of ex¬

plained variance was about 23%. Overall, 13 out of 31 loci showed an assoaation with dimatic

conditions. These results cleariy argue for the adaptivness of certain alleles or enzyme sys¬
tems. In accordance with the former results, especially enzyme systems involved in important
physiological pathways such as the loci Mnr-1, Mnr-2, Lap-2, Pep-3, G6p-2, Acp-1, Gdh-1, Idh-

1, Pgm-1, Skd-2 and Mdh-3 seem to be adaptive. Not all alleles contribute to the adaptive pat¬
tem of variance. Of the markers, 42% were not related with the pattern. Amounts of associa¬

tions differ among the alleles. Of the alleles, 16% showed a correlation of more than 10%, 31%

of more than 20% and 11% of more than 30% with the adaptive response surface. Single al¬

leles thus behave much in the way one would exped of quantitative trait lod; each gene con¬

tributing only small amounts to the adaptive multilocus pattern of variation. While these small

individual contributions may be difficult to deted with single locus analyses, the aggregate pat¬
terns resulting from multivariate analyses can be strong and meaningful.

Close associations of pattems of multilocus allozyme frequencies with environmental variation

within each of the two regions are potentially consistent with migration from different refugia
populations and with adaptation. Complex patterns of allozyme variation assodated with com¬

plex environmental variation, however, are unlikely for migration as a major evolutionary force.
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Since patterns are repeated in different places and since they closely resemble patterns seen in

quantitative traits published for Central Oregon by SORENSEN (1994), adaptation to current

environments caused by natural seledion seems the most likely cause for the observed pat¬
terns of multilocus allozyme frequencies.

Multilocus genotypic frequencies were primarily related to temperature. All results clearly lead

to the conclusion that temperature at source locations is the most important environmental fac¬

tor responsible for the observed adaptive pattern of multilocus allozyme frequency distribution.

A striking similarity between the adaptive response surface and variation pattems of tempera¬
ture conditions was observed. Moisture charaderistics of the site, on the other hand, had only a

very minor overall effed on genotypic variation, except in Southwest Oregon.

The adaptive patterns differed between the two regions. In Southwest Oregon, patterning was

weak, with temperature and moisture conditions of the site having about equal influence on

multilocus frequencies. Strong moisture gradients combined with relatively mild climate may
lead to a more important influence of moisture charaderistics in this area. Distind geologic
substrate and soil conditions may also play an important role. Pattems in Southwest Oregon
seem to be highly complex. They seem to refied the topographic and ecological complexity of

this area.

Adaptive pattems of multilocus allozyme frequencies in Central Oregon were primarily related

to temperature. However, moisture conditions and interadions contributed small but significant
proportions to the explained variance. The adaptive pattern of multilocus frequencies was

neariy identical with patterns based on seedling quantitative traits published by SORENSEN

(1994). This high congruence of the two patterns provides strong evidence that allozyme mark¬

ers can be very useful in describing ecological patterns of adaptation.

Based on multivariate analyses, differentiation between the two regions appears to be the result

of natural seledion in two contrasting environments rather than the consequence of a different

evolutionary past. The existence of two races (Pacific race, North Plateau race) as a conse¬

quence of a different evolutionary past, as suggested by several authors, is highly unlikely.
Based on results of canonical and partial canonical analyses, only 2.5% of the significantly ex¬

plained variance in the adaptive response surface is due to pure spatial effeds. Pure spatial
effeds are refieded in patterns of variation which are independent of environmental variation.

Such spatial effeds should predominate if historical events were responsible for the present
patterns of variation. Since 97.5% of variation in multilocus frequency distribution are caused

by environmental effeds and only 2.5% by pure spatial effeds, historical events such as a long
and separate evolution of different base populations or the immigration from two different

refugia are highly unlikely. Results from multivariate analyses cleariy demonstrate that differ¬

entiation between the two areas is primarily and neariy exclusively due to adaptation to differ¬

ent habitat conditions which exist in the two areas.

Contour maps of relative seed transfer-risk, calculated from the adaptive response surfaces,
can be used to delineate areas on the adaptive surface with a transfer-risk smaller than a given
value. Derived contour maps indicate that seed should not be transferred across the Cascade

Range. Within Southwest Oregon, seed generally should not be moved in the east-west direc¬

tion. Steep gradients in transfer-risk are observable in this area. The current seed zone boun¬

daries seem to refied the important ecological and genetic gradients rather well. However,
zones seem to be too large to guarantee an acceptable transfer-risk. Seed transfer guidelines
should be based on models of transfer risk and not on seed zones, since the formation of such

zones seems highly complex.

Current seed zones in Central Oregon do not seem to refied the important adaptive patterns.
In contrast to Southwest Oregon, zonation seems to be rather conservative. Zones could be

considerably larger, especially in the southern and the central part of this region. To guarantee
a maximum relative transfer-risk of 30%, only about 7 zones are required.

Much of the colledive variation in seedling traits appears to be associated with dimate vari¬

ables of source locations. As much as 50 % of the pattemed variation in growth and phenology
traits could be explained. Moreover, pattems were reasonable, given the assumption that they



222

refied adaptation to the environment. These two observation are strong evidence that much of

the variation in seedling traits refied adaptation to local climate. Adaptive variance of single
traits tended to be intercorrelated, forming co-adapted trait combinations. Temperature at

source locations was the most important fador shaping the major pattems of adaptive vari¬

ance. The moisture charaderistics of the site, on the other hand, had only a minor influence.

The major patterns of adaptive variance refieded primarily relationships of growth vigor with

thermal conditions at source locations. About 24 % of variance in growth vigor of southwestern

Oregon sources were redundant with variation in temperature. In Central Oregon, growth poten¬
tial and temperature shared about 40 % of their variance.

Growth vigor appears to be the result of adaptation to temperature constraints at source loca¬

tion. Apparently, growth potential is strongly seleded by temperature. Since elongation poten¬
tial seems to be inherently "fixed" if temperature is the seledive agent, seledion most likely
ads on phenology traits, adapting the sources to the length of the growing season at seed

source location. Families from colder habitats have a genetically fixed vegetation cyde; they
set their buds eariy regardless of test environments and thus are unable to respond to a longer
growing season on more favorable lowland sites. In contrast, families from warmer habitats are

adapted to a long growing season, grow until late in the season and thus produce larger seed¬

lings. Adaptive variance in our sampling area was the same order of magnitude as that which

has been reported for many other forest tree species. Likewise, our results are highly concor¬

dant with the results reported for Ponderosa pine in the adjoining areas in Washington, Idaho

and Montana.

Patterns of adaptive variation of seedling traits in Southwest Oregon were rather complex.
Growth potential and growth timing were cleariy but comparatively weakly associated with tem¬

perature at source location. A rather small-scale, ecotypically organized pattem was evident.

This ecotypic pattern of adaptive variance seems to be a result of rather complex interadions

of both temperature and precipitation. Steep moisture gradients over short distances seem to

be partly refieded in adaptive response of the sources. Even if temperature is cleariy the most

important seledive agent, about 25% of the total trace appeared to be related primarily to

moisture conditions of the site.

Growth vigor and growth timing of the sources in Central Oregon were strongly related to tem¬

perature. Forty percent of the variation in growth potential were associated with temperature at

source location. Growth potential was genetically fixed. Our results dearly support the hy¬
pothesis that elongation potential is strongly seleded by temperature as has been hypothesized
by SORENSEN (1994) who analyzed the same data using a different methodology. Moreover,
the major pattern of adaptive variance, which refieded growth vigor and growth timing, strongly
resembled the pattern of variation in growth vigor published by SORENSEN (1994). Our result

demonstrate that response surface analysis, using canonical correlation procedures, provides
an excellent statistical technique which may be utilized to simply asses the major patterns of

adaptive variance and to easily illustrate these patterns in geographic space.

Based on metric traits, seed transfers over relatively limited distances within Southwest Oregon
bear higher risks than transfers over the same distance within Central Oregon. Due to a rather

ecotypic and rather complex pattem of adaptive variance, short distance transfers within

Southwest Oregon may result in considerable mismatch between source locations and planting
sites. In general, moving seed within Soutwest Oregon in a north-south diredion is expeded to

cause less mismatch than moving it from west to east or vice versa. Our results suggest that

the current seed zones in this area most likely do not adequately portray the major pattems of

adaptive variance.

The Columbia River basin seems to possess highly distind sources of ponderosa pine. Seed

from this area should be used only locally and be moved neither to the west- nor to the east.

Seed zones for Ponderosa pine in Central Oregon could be considerably larger in longitude and

latitude than the current zones. Based on our map of relative seed transfer risk, 9 zones are

maximally needed to guarantee a risk smaller than 30%. For pradical reasons, 6 major zones

appear to be sufficient. Although the existing zones seem to be too conservative in number and
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size, they in general seem to refied the major environmental gradients which are of adaptive
importance rather well.

The trend-surface models described different proportions of additive genetic variance in the re¬

sponse variates of the metric traits and the allozyme data. As expeded, metric traits showed a

higher association with climate conditions than did the allozymes. However, in spite of the fun¬

damental limitations of allozyme markers, multivariate analysis of allozymes at many lod may

reveal adaptive patterns of genetic variation on the landscape. Although quantitative traits re¬

fieded much higher proportions of adaptive variance than allozymes, the adaptive pattems in

allozymes clearly approximated the pattems for seedling traits, at least in Central Oregon.

Inferred from the allozyme pattem, changes in multilocus frequencies in Southwest Oregon
were very rapid over short geographic distances, especially in the western part and in the north¬

eastern comer of the sampling area. A complex pattern of adaptive variance was also evident

in the contour map derived from the seedling traits. Gradients, however, were cleariy less pro¬
nounced than those in the allozyme pattern. Visually, the major patterns did not seem to differ

considerably. With a value of R - 0.142, the correlation among the predided scores of the first

allozyme vedor and those of the first metric trait vector was rather low, however, indicating that

the two trend surfaces differ in fad considerably. This comparatively low congruence of the pat¬
terns in Southwest Oregon may be due to several reasons. First of all, while overall trends may
be similar (as the contour maps suggest) for both traits, the two surfaces may still differ locally
due to the complex and small scale pattern of variaiton observed in this area. Secondly, both

sets of traits (allozymes and metric traits) may be responding to the same seledion pressures,
but error of estimation (for individual points on the surface) is rather large, leading to the low

congruence of the two surfaces. Another possible explanation is that the two sets of traits may
be influenced to different degrees by the effeds of different evolutionary forces. Traits may

vary in the degree of response to seledion pressure, as well as to other fadors. Finally, both

sets of traits may refied adaptation to local environment, but they are responding to different

seledion pressures (even different metric traits may individually show quite different patterns).
The fad that both sets of traits are associated with climate variables suggest that both may be

responding to seledion pressure, but that they either vary in the degree of their response or

that they are affeded to different degrees by different forces.

In Southwest Oregon, allozymes showed a higher association with moisture than did the metric

traits. Allozymes thus appear to focus more on the moisture conditions of the site than do the

studied traits. This may be a likely explanation for the low congruence of the two pattems in

Southwest Oregon with resped to small scale, local variation. The general trends of the two

surfaces, however, seem much more congruent. A visual inspedion of the two contour maps
reveales that both patterns portray the same major ecological gradients. Both vedors are

mainly oriented in a west-east diredion. Both patterns indicate that coastal populations differ

from populations in the eastern part and that they are again different from populations in the

center of the sampled area. Even if the contours differ in number, form and shape, the size, lo¬

cation and form of a distind zone in the center appears very similar in both maps. This central

zone coincides with dry habitat conditions. Both patterns thus cleariy refied a certain impor¬
tance of moisture as a seledive force. Moisture gradients, however, are represented in more

detail in the adaptive response of the allozymes than in the response of the seleded traits.

With a correlation coefficient of R = 0.66 between the predided scores of the first allozyme
variate and the first metric trait variate, the two patterns in Central Oregon resembled each

other rather well. The contours were very similar except in the southeastern comer of the

sampled area. Both patterns show the same northeast-southwest or southwest-northeast orien¬

tation of the contours. Both clearly delineate a central zone which appears to differ from the

northern and the southern parts of the area. However, form and location of this central zone

differ somewhat for the two patterns. While both show a dear minimum of scores in the area

around seed zones 911 and 921, the second area with low scores extends slightly more to the

north in the allozyme pattern (zones 672, 673, 911, 690) than in the trait pattern (zones 713,

690,682). We do not have an explanation for this difference. It must be emphasized, however,
that ponderosa pine occurs only in small and partly isolated stands in the eastern parts of the

sampling area and sampling density was therefore rather small. For example, the large area of

seed zone 952 is represented by 8 trees, and zones 712, 912 and 690 by 8, 4 and 9 individuals
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only. Consequently, random effeds may be responsible for these minor differences. Neverthe¬

less, allozymes and metric traits dearly portray the same major ecological gradients of adap¬
tive importance.

In the studied case, pattems of multivariate allozyme variation on the landscape thus bear a re¬

semblance to those of metric traits. Since pattems based on quantitative traits make sense

from an adaptation point of view (which is commonly agreed on), allozyme pattems seem to

refied adaptation to a certain extent. This conclusion is in perfed agreement with condusions

already reached from results of the other analyses. In the presented case, allozyme markers

were thus able to contribute useful information which was highly compatible with that of seed¬

ling quantitative traits such as growth charaderistics and phenology traits. Consequently, multi¬

locus allozyme pattems could be diredly used for pradical purposes such as development of

seed transfer guidelines or seed-zone designation.

This conclusion can, however, not be generalized. The question of whether multivariate pat¬
terns of allozyme variation are useful for describing adaptive variation in other species and in

different environmental conditions cannot be answered. This is espedally so because only a

few studies have applied multivariate statisical techniques to allozymes. With the exception of

these studies, whose results completely agree with our findings, little is known about the poten¬
tial and utility of multivariate allozyme patterns for pradical purposes. Moreover, our study as

well as the earlier studies investigated allozyme variation in regions with rather pronounced
environmental gradients. As suggested by our results from Southwest Oregon, the adaptive
significance of allozymes may, however, vary as a fundion of the environmental variation

found in the studied area and the complexity and interadion of the seledive agents. Any gen¬
eralization about the potential and utility of multilocus allozyme variation would thus be merely
speculative. However, based on our results, we perfedly agree with the view of MILLAR and

WESTFALL (1992), that certain statistical methods may allow allozyme diversity to be parti¬
tioned such that the portion of allozyme diversity that correlates with adaptive variation is re¬

vealed. We also agree with WESTFALL and CONKLE (1992) that significant, regular geo¬

graphic patterns exist in allozyme loci in forest trees and that information on allozyme patterns
can augment or even replace that of metric traits in certain situations.

Allozymes may, however, not only be useful traits with regards to describing adaptive variation.

For conservation purposes, for example, all genetic information should be used together in or¬

der to assess patterns of variation important for conservation. Allozyme variation thus may

provide useful and important additional information. Since we do not know what genes are or

will be useful in future environments, all traits, including allozymes, should be weighted equally,
independent of their role in adaptation. Multilocus allozyme variation and other traits may, how¬

ever, give discordant patterns since the two traits may be refleding different evolutionary
forces. In this case, the species in question may be divided into the smallest reasonable units

suggested by cummulative analysis of individual patterns as has been suggested and demon¬

strated for bishop pine (Pinus muricata) by MILLAR and WESTFALL (1992).
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Appendix i: Buffers and stains used for electrophoresis of Ponderosa pine

Buffers:

Gel buffers (and trav buffers for svstems D and E):

Tris citrate pH 8.3:

System A
62.0 g
16.0 g
10.01

Trizma base (Sigma corp.) 7-9

Citric add (anhydrous)

dH20

Tris dtrate pH 8.8:

System B

121.1 g

14.5 g
10.01

Trizma base 7-9

Citric add (anhydrous)

dH20

Morpholine dtrate pH 6.1:

System D

76.85 g
10.00 I

Citric acid (anhydrous)

dH20
titrated to pH 6.1 with 1 M (3-aminopro-
pyI) morpholine

Morpholine citrate pH 8.1:

System E

77.0 g

10.0 I

Citric acid (anhydrous)

dH20
titrated to pH 8.1 with 1 M (3-aminopro-
pyl)morpholine

Trav buffers:

Lithium borate pH 8.3:

System A
21.0g

118.9 g
10.01

Lithium hydroxide
Boric acid

dH20

Sodium borate pH 8.0:

System B
20.0 g

185.5 g
10.01

Sodium borate

Boric acid

dH20

Extraction buffer: 10 ml

10 ml

100 mg
50 mg
50 mg
10 mg

0.2 M Phosphate buffer pH 7.5 (see stain

buffers)
5 % succrose solution

Ascorbic acid

D-glucose-6-phosphate
Bovine albumin

Dithiothreitol

Stain buffers:

1 M Tris HCL buffer:

pH8.0

74.0 g
61.4 g

1.01

Trizma base 7-9

Trizma hydrochloride
Distilled water

1 M Tris HCL buffer

pH7.0

16.0 g
137.4 g

1.01

Trizma base 7-9

Trizma hydrochloride
dH20

ACP buffer:

pH4.0

1.21 g
2.35 g

2.50 ml

0.501

Sodium acetate, trihydrate
Acetic add, glacial
Magnesium chloride

dH20 titrated to pH 4.0 with 1 M natrium

hydroxid solution
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Appendix I: Buffers and stains used for electrophoresis of Ponderosa pine

PHOS buffer:

pH7.5

3.84 g
23.86 g

1.001

Sodium phosphate, monobasic

Sodium phosphate, dibasic

dH20

Tris Malate buffer: 24.2 g Trizma base 7-9

pH3.8 23.2 g Maleic acid

filled to 100 ml with dH20

Stock solutions for stain components:

0.2 M L-Aspartic acid solution (pH 7.5): 5.3 g
200 ml

Aspartic acid

dH20
titrated to pH 7.5 with 2 M KOH

3 % Bovin albumin solution: 3.0 g Bovine albumin

100 ml dH20

0.1 M a-ketoglutarate solution: 3.0 g
200 ml

a-Ketoglutaric acid

dH20

0.2 M Citric acid solution: 38.4 g Citric acid

1.01 dH20

0.25 M Fumaric acid solution: 40.0 g Fumaric acid

1.01 dH20

D - Glucose -1,6 - diphosphate solution: 5.0 mg
50 ml

D-Glucose-1,6-diphosphate

dH20

G6PDH solution: 1.0 g Bovine albumine

100 ml PHOS buffer

900 ml

4000 units
dH20
Glucose-6-phosphate dehydro¬
genase

GOT solution: 42.5 ml

10.0 ml

0.2 M Aspartic acid solution

3 % Bovin albumin solution

12.5 ml

5.0 ml

0.1 M a-ketoglutarate solution

0.5 % Pyridoxal-5-phosphate

2M KOH: 28.0 g KOH

250 ml dH20

4 M NaOH: 40 g NaOH

250 ml dH20

1 M NaOH: 10g NaOH

250 ml dH20

1 M (3-aminopropyl) morpholine: 28.48 g
200 ml

(3-aminopropyl)morpholine

dH20

1 % MgCI2 solution: 2.5 g
250 ml

MgCI2
dH20

1 M MgCI2 solution: 23.8 g
250 ml

MgCI2
dH20
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Appendix I: Buffers and stains used for electrophoresis of Ponderosa pine

Malic acid solution (pH 7.0):

NADP or NAD solution:

PGI solution:

0.5 % Pyridoxal-5-phosphate:

Cis-aconitic acid solution:

MTT solution:

PMS solution:

67.5 g Malic add

40.0 g NaOH

500 ml dH20

titrated to pH 7.0 with 4 M

NaOH

19 B-Nicotamidee adenine nucleotide

ig
(NADH) or trinucleotide (NAD)
Nitro blue tetrazolium

500 mg Phenazine methosulfat

250 ml dH20

250 mg

62.5 ml

Phosphoglucoseisomerase (5
units/mg)

dH20

100 mg
20 ml

Pyridoxal-5-phosphate

dH20

1.5g Cis-aconitic acid

20 ml dH20
titrated to pH 7.0 with 1 M

NaOH

5mg

1 ml

(3-[4,5-dimethylthiazole-2-yl]-
2,5-diphenyltetrazolium bro¬

mide)

dH20

3mg Phenazine methosulfate

1 ml dH20

Fixation of gels:

Fixation solution:

Seed stratification:

1 % Hydrogen peroxide:

5 parts Ethanol

5 parts dH20
1 part Acetic acid glacial

10 ml H2O2(30%)
290 ml dH20

Stain recipies:

The quantities for the following stain recipies are all given for the staining of 4 slices
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Appendix I: Buffers and stains used for electrophoresis of Ponderosa pine

MNR: Menadione reductase:

E.C Number: 1.6.99.2

Buffer System: A IE)

PEP: Peptidase

E.C. Number. 3.4.13.1

Buffer System: A

Inheritance: Strauss und Conkle. 1986 Inheritance: Strauss und Conkle. 1986

Stain recipie:

Niebling Conkle, 1990

Conkle, 1981

O'Maley et al., 1979

Stain recipie:

Buffer: 20 ml 1 M Tris HCI pH 7.0 Buffer 20 ml 1 M Tris HCI pH 7.0

80 ml dH20

Components: 50 mq NADH

80 ml dH20

Components: 80 mq Glycyl-L-leucine
50 mg Menadione

2 mg Nitro blue tetrazolium

Procedure: Add components to warm

80 mg Leucyl-L-alanine
60 mg Leucyl-L-tryosine
20 mg Valyl-L-tyrosine
20 mg Peroxidase

20 mg snake venome

100 mg 3-amino-9-ethyl
carbazole

2 ml N.N-dimethyl formamide

Procedure: Combine first six with buffer,

—

add amino-carbazole dissol¬

ved in dymethyl formamide

just before staining

MPI: Mannose ohosDhate isome¬

rase

E.C. Number: 5.3.1.8

Buffer System: A

LAP: Leucine aminoDeptidase

E.C. Number 3.4.11.1

Buffer System: A

Inheritance: Strauss and Conkle, 1986Inheritance: Strauss and Conkle. 1986

Fumier and Adams, 1986

O'Malleyet. al., 1979

Niebling and Conkle, 1990

Stain recipie:

Fumier and Adams, 1986

Niebling and Conkle, 1990

Conkle, 1981

Stain recipie:

Buffer 20 ml 1 M Tris HCI pH 8.0 Buffer 66 ml Tris malate buffer pH 3.8

6.6 ml 1 M NaOH

27.4 ml dH20

Components: 34 ml dHoO

20 ml dH20

Components: 70 ml G6PDH solution

50 ml PGI solution

2 ml 1%MgClo solution

4 ml NADP solution
100 mg Mannose-6-phosphate

Procedure: add components to warm buffer

26 mg L-leucine-B-naphthyl-
amide

26 mg Black K salt

Procedure: dissolve components in water

before staining staining
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Appendix I: Buffers and stains used for electrophoresis of Ponderosa pine

GOT: Glutamate oxaloacetate trans¬

aminase

E.C. Number 2.6.1.1

Buffer System: B

ACP: Acid phosphatase

E.C. Number 3.1.3.2

Buffer System: B

Inheritance: Strauss and Conkle. 1986 Inheritance: Strauss and Conkle. 1986

Conkle, 1981

Niebling and Conkle, 1990

Fumier and Adams, 1986

Stain recipie:

Conkle, 1981

Stain recipie:

Buffer 50ml PHOS buffer pH 7.5 Buffer 100 ml ACP buffer pH 4.0

Components: 22.4 ml GOT solution Components: 100 mq a-naphthyl acid phos¬
100 mg Fast Blue BB Salt

Procedure: add components just before

phate
100 mg Black K Salt

2 ml 1%MgCI2 solution

Procedure: add components to buffer, mix

well before stainingstaining

G6P: Glucose-6-ohosphate dehydro¬ GDH: Glutamate dehvdroaenase

E.C. Number: 1.4.1.3

Buffer Svstem: B

Inheritance: Strauss und Conkle. 1986

Conkle, 1981

Furnier and Adams, 1986

Niebling and Conkle, 1990

Stain recipie:

Buffer: 7. 5 ml 1 M Tris HCI pH 8.0

140 ml dH20

Components: 3 ml 1 M NaOH

4 g L-glutamic acid

5 ml NAD solution

100 mg CaCI2

2 ml PMS solution

2 ml MTT solution

Procedure: add components to warm buffer

before staining

genase

E.C. Number: 1.1.1.49

Buffer System: B

Inheritance: Strauss and Conkle. 1986

Niebling and Conkle, 1990

Conkle, 1981

O'Malley et al., 1979

Furnier and Adams, 1986

Stain recipie:

Buffer: 20 ml 1 M Tris HCI pH 8.0

80 ml dH20

Components: 400 ma D-alucose-6-phosphate
2 ml 3% Bovine albumin

solution

4 ml NADP solution

2 ml 1%MgCI2 solution

2 ml PMS solution

2 ml MTT solution

Procedure: add components to warm buffer

before staining

251



252

Appendix I: Buffers and stains used for electrophoresis of Ponderosa pine

IDH: Isocitrate dehvdroaenase

E.C. Number 1.1.1.42

Buffer System: D

ACO: Aconitase

E.C. Number 4.2.1.3

Buffer System: D

Inheritance: Strauss and Conkle. 1986 Inheritance: Strauss and Conkle. 1986

Conkle, 1981

Niebling and Conkle, 1990

O'Malley et al., 1979

Furnier and Adams, 1986

Stain recipie:

Conkle, 1981

Niebling and Conkle, 1990

Fumier and Adams, 1986

Stain recipie:

Buffer 20 ml 1 M Tris HCI pH 8.0 Buffer 20 ml 1M tris HCI PH 8.0

80 ml dH20

Components: 200 mq Isocitric acid

80 ml dH20

Components: 4 ml Cis-aconitic acid pH 7.0

2 ml NADP solution

2 ml 1 % MgCI2 solution

Procedure: add components to warm buffer

2 ml Isocitrate dehydrogenase
2 ml 1 % MgCI2 solution

6 ml NADP solution

Pocedure: add components to warm buffer

SKD: Shikimate dehvdroaenase

E.C. Number: 1.1.1.25

Buffer System: D

PGM: Phosohoalucomutase

E.C. Number: 2.7.5.1

Buffer System: D

Inheritance: Strauss and Conkle. 1986 Inheritance: Strauss and Conkle. 1986

Conkle, 1981

Niebling and Conkle, 1990

O'Malley etal., 1979

Furnier and Adams, 1986

Stain recipie:

Buffer: 20 ml 1M Tris HCI pH 8.0

80 ml dH20

Components: 20 ml G6PDH solution

Niebling and Conkle, 1990

Stain recipie:

Buffer 10 ml 1 M Tris HCI pH 8.0

4 ml 1 M NaOH

100mldH2O

Components: 200 ma Shikimic acid

20 mg NADP

4 ml MTT solution

2 ml PMS solution

Procedure: add all components to warm

2 ml 1% MgCI2 solution

4 ml NADP sofution

2 ml 3% Bovine albumin

solution

4 ml D-Glucose-1,6-diphophate
solution

100 mg a-D-glucose-1 -phos¬
phate

Procedure: add all components to warm

bufferbuffer
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Appendix I: Buffers and stains used for electrophoresis of Ponderosa pine

PGI: Phosohoalucose isomerase

E.C. Number: 5.3.1.9

Buffer System: E

ADH: Alcohol dehvdroaenase

E.C. Number 1.1.1.1

Buffer System: E

Inheritance: Strauss and Conkle. 1986 Inheritance: Strauss and Conkle. 1986

Conkle, 1981

Niebling and Conkle, 1990

O'Malley etaI., 1979

Furnier and Adams, 1986

Stain recipie:

Conkle, 1981

Niebling and Conkle, 1990

O'Malley et a1,1979
Furnier and Adams, 1986

Stain recipie:

Buffer 10 ml 1 M Tris HCI pH 8.0 Buffer 20 ml 1 M Tris HCI pH 8.0

120 ml dH20

Components: 10 ml G6PDH solution

80 ml dH20

Components: 2 ml 95 % ethylalcohol
2 ml 1% MgCIo solution

2 ml NADP solution
100 mg Frudose-6-phosphate

Procedure: mix components before staininq

(ethanol)
2 ml NAD solution

Procedure: add components to warm buffer

develop at room temperature
watch for over-staining

MDH: Malate dehvdroaenase

E.C. Number: 1.1.1.37

Buffer System: E

FDP: Fructose diphosphatase

E.C. Number: 3.1.3.11

Buffer System: E

Inheritance: Strauss and Conkle. 1986 Inheritance: Strauss and Conkle. 1986

Conkle, 1981

Niebling and Conkle, 1990

O'Malley eta1,1979
Furnier and Adams, 1986

Stain recipie:

Niebling and Conkle, 1990

Stain recipie:

Buffer: 20 ml 1 M Tris HCI pH 8.0 Buffer: 20 ml 1 M tris HCI pH 8.0

20 ml dH20

Components: 30ml G6PDH solution

10ml PGI solution

2 ml 1% MgCIo solution

2 ml NADP solution

200 mg Frudose-1,6-diphos-
phate

Procedure: add components to warm buffer

80 ml dH20

Components: 20 ml malic acid solution

4 ml NAD solution

2 ml MTT solution

1 ml PMS solution

Procedure: add components to warm buffer
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UGP: UDP-alucose ovrophosoho-

rvlase

E.C. Number: 2.7.7.9

Buffer System: E

FUM: Fumarase

E.C. Number 4.2.1.2

Buffer System: E

Inheritance: Strauss and Conkle. 1986 Inheritance: Strauss and Conkle. 1986

Stain recipie:

Niebling and Conkle, 1990

Stain recipie:

Buffer 20 ml 1 M Tris HCI pH 8.0 Buffer: 20 ml PHOS buffer pH. 7.5

80 ml dH20

Components: 2 ml Glucose-1.6-diphosphate

80 ml dH20

Components: 60 mq NAD

solution

30 ml G6PDH solution

2 ml 1 % MgCI2 solution

5 ml NADP solution

6 drops Phosphoglucomutase
40 mg D-Pyrophosphate
120 mg Uridine-5-di-phospho-
glucose

Procedure: add components to warm buffer

400 mg Fumaric acid

2 ml MTT solution

2 ml PMS solution

10 drops Malic dehydro-
2 ml NAD solution

Procedure: add components to warm buffer
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Curriculum

Bom in Kreuzlingen, Switzerland on September 1,1953 as the second son of Paul and Meta Rotach-

KOnig from Berg, TG.

1960 -1966: Primary School in Berg, TG, Switzerland

1966 -1969: Secondary School in Berg, TG

1969 -1973: Gymnasium in Frauenfeld, TG - Matura degree

1973 -1974: Military Service and assignments as a teacher in different secondary schools

1974 -1979: Study of Forestry Sciences at the Swiss Federal Institute of Technology (ETH),
ZOrich - Diploma degree (dipl. Forsting. ETH)

1977 -1978: Trainee year in two different forest distrids in Switzerland (Ins, BE and Locar¬

no, Tl) - Federal certificate of eligibility for appointments in Federal or Cantonal

Forest Services

1979 -1986: Teaching assistant at the Chair of Silviculture, Swiss Federal Institute of Tech¬

nology (ETH) Zurich

1986 -1990: Senior assistant at the Chair of Silviculture, Swiss Federal Institute of Techno¬

logy (ETH) Zurich

1990-present: Scientific collaborator at the Chair of Silviculture, Swiss Federal Institute of

Technology (ETH) Zurich, teaching - and research assistant for silviculture

1991 Visisting scientist at Oregon State University, Department of Forest Science, in

Corvallis, Oregon, U.S.A. Attending courses in genetics, forest genetics and

breeding, statistics and research methods. Start of thesis with an introdudion to

eledrophoresis and isozyme techniques and the completion of the isozyme
analysis of ponderosa pine

1992 - present: Teaching a course in forest genetics, breeding and reprodudion material;diffe-
rent scientific projeds, completion of thesis


