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Abstract

Determining the composition of viral populations is becoming increasingly important in the field of medical
virology. While recently developed computational tools for viral haplotype analysis allow for correcting
sequencing errors, they do not always allow for the removal of errors occurring in the upstream experimental
protocol, such as PCR errors. Primer IDs (pIDs) are one method to address this problem by harnessing
redundant template resampling for error correction. By using a reference mixture of five HIV-1 strains, we
show how pIDs can be useful for estimating key experimental parameters, such as the substitution rate of the
PCR process and the reverse transcription (RT) error rate. In addition, we introduce a hidden Markov model
for determining the recombination rate of the RT PCR process. We found no strong sequence-specific bias in
pID abundances (the same RT efficiencies as compared to commonly used short, specific RT primers) and no
effects of pIDs on the estimated distribution of the references viruses.

© 2015 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
Introduction

Knowing the composition of the intrahost viral
population of patients afflicted with HIV, hepatitis
virus, and other viral diseases is considered crucial
for the personalized treatment of these diseases [1].
Previously, determining this composition required
laborious biological assays, such as limiting dilution
assays followed by single-genome sequencing, to
obtain a small sample of variants of the virus population
under study [2]. Such assays do not lend themselves to
large-scale clinical applications, where diagnostics of a
potentially large group of people need to be undertaken
in order to devise individualized treatment plans.
The advent of next-generation sequencing (NGS) is

likely to facilitate personalized viral diagnostics, as the
uthors. Published by Elsevier Ltd. This
rg/licenses/by-nc-nd/4.0/).
entire pipeline from patients' samples to virus popula-
tion structures is feasible today [3]. In addition, NGS
providesdataof viral populations that aremuchdeeper,
such thatminor variants canbeobserved,which canbe
important for treatment outcome [4]. Lastly, due to the
high yield of an NGS experiment, researchers are
not constrained to study only certain parts of viruses,
but they can use this technology with a focus on
determining the whole-genome composition of a viral
population [5], a feat that is impracticable with limited
dilution assays and subsequent bulk sequencing.
While NGS is poised to revolutionize personal-

ized medicine, the technology is not without its
drawbacks. Of the many technology platforms cur-
rently available, such as Ion Torrent, Illumina, and
Pacific Biosciences, all have drawbacks that require
is an open access article under the CC BY-NC-ND license
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Fig. 1. RT efficiency as a function of the primer length.
HIV-1 RNA was isolated from a dilution series of the
HIV-1NL4-3 virus stock (1:10, 1:100, and 1:1000), reverse
transcribed using primers of increasing length (Table S1),
and quantified by qPCR. Depicted are the means of
threshold cycles (Ct) of duplicates. Water and no RT
samples served as negative controls.
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downstream computational and statistical handling.
The Ion Torrent technology, for instance, is prone to
make errors in homopolymeric stretches of DNA and
Pacific Biosciences' Single Molecule Real Time
Sequencing (SMRT®) technology is marred by a high
insertion–deletion (indel) rate [6]. Even the currently
most commonly used technology by Illumina contains
idiosyncratic error patterns [7].
Statistical models accounting for sequencing

errors aim to infer the true viral strains or haplotypes
in order to make this error-prone NGS data useful. A
popular class of methods involves nonparametric
Bayesian clustering approaches, including ShoRAH
[8] and PredictHaplo [9]. After correcting locally for
errors, we can extend these methods, for instance,
with graph-based algorithms or constrained exten-
sion of the local Bayesian clustering solution in order
to determine global haplotypes, which are substan-
tially longer than the average read length. The
graph-based method HaploClique [10] involves
finding sufficient overlaps between reads (or read
pairs) and extending them to phase longer haplotype
sequences. We use the term haplotype as synonym
for genotype, which implies a different meaning than
in human genetics. In HIV, a viral haplotype can
consist of more than two alleles at any given locus.
These statistical tools can potentially correct for a

majority of sequencing errors; however, misincor-
porations or recombinations in one of the initial
cycles of the PCR cannot be corrected for, if such
PCR mutants show up in frequencies above the
sequencing error threshold. This effect is exacerbat-
ed by a fluctuating number of PCR duplicates and by
the necessity of reverse transcription (RT) prior to
PCR.
A different approach to this problem has been

devised by experimental means. Instead of PCR
duplicates possibly skewing the frequencies in the
results, redundancy is taken advantage of. Tags are
used to uniquely label cDNA molecules during RT,
such that all observed heterogeneity of sequences
after PCR and NGS are necessarily the result of
substitutions in these two steps. Taking the consen-
sus sequence of all sequenceswith the same identifier
or tag by majority vote allows for removing most, if
not all, PCR and sequencing errors. This procedure
allows for deriving a near-perfect picture of the pool of
cDNAs after RT.
Primer IDs (pIDs), barcodes, or tags are used in

diverse fields. Immunologists employ barcodes in
order to tackle the immense diversity of IgG haplo-
types [11,12], an endeavor that is likely intractablewith
the aforementioned statistical tools, due to the low
frequency of each haplotype in the population. pIDs
have also seen application in cancer to distinguish
preexisting fromdenovo resistancemutations [12,13].
The idea of using IDs to tag cDNA uniquely during RT
has been advanced by Jabara et al. in the field of
HIV-1 [14].
Given that pIDs are short, random DNA se-
quences of length k, or k-mers, with finite diversity,
experiments need to be designed carefully in order
to avoid the same k-mer being tagged to two different
cDNA molecules, a statistical problem known as the
Birthday paradox [15]. Liang et al. have analyzed the
pID protocol in light of these collisions and showed
how different minimum numbers of PCR replicates
influence the fraction of data lost during analysis
[16]. Brodin et al. have determined similar efficiency
challenges [17] with input template numbers analo-
gous to Liang et al.
Here, we have applied the pID protocol to estimate

essential experimental parameters with respect to a
validated reference set of five viruses. The well-
defined mixture of these five viruses serves as the
ground truth under which we can evaluate the pID
protocol with respect to bias, efficiency, and com-
paring it to standard haplotype reconstruction tools.
This mixture has been used in other studies, where its
known composition allowed for stronger conclusions
than using patient samples of unknown compositions
[5,18]. We performed amplicon sequencing, where
a specific locus is selectively amplified, because
the pID protocol is not applicable to whole-genome
sequencing.
Results

The RT efficiency is not impaired by using pIDs

To test the potential impact of long oligonucleotides
used for the pID approach on cDNA synthesis, we
designed a variety of primers differing in total length
(14–67 nt), length of primer binding site (i.e., HIV-1-
specific region), and tails added to the HIV-1-specific



Table 1. NGS sequence reads obtained from the six independent experiments

Run Raw reads After preprocessing Aligned reads
(valid, properly paired)

Pairs after filtering (paired reads) Fraction of retained reads (%)

3223a 1,327,580 1,191,694 1,037,266 430,506 (861,012) 64.9
3223b 1,156,640 848,104 440,300 166,684 (333,368) 28.8
3223c 1,368,880 1,220,926 1,070,384 446,435 (892,870) 65.2
3236a 1,487,022 1,360,358 1,237,278 515,358 (1,030,716) 69.3
3236b 1,508,126 1,334,142 1,193,852 522,257 (1,044,514) 69.3
3236c 1,533,840 1,370,464 1,244,358 533,962 (1,067,924) 69.6
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regions (Table S1). The total performance of eight RT
primers were identical, as determined by quantitative
PCR (qPCR) (Fig. 1).

NGS statistics

In all but one sequencing experiment, roughly 65–
70% of the reads (Table 1 and Table S4) were used
for the final analysis after pID quality checking and
collision removal. Sequencing run 3223b suffered
from degraded performance as can be observed in
the FastQC tile qualities (supplementary information,
section 1d, Fig. S4). Furthermore, we observed that
the reverse reads of all experiments include more
masked nucleotides than the forward reads due to
the general decrease of quality of the reverse reads
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and the drop in quality for later sequencing cycles
(Figs. S3–S8). We required the full length of the
23-nt PCR primer region to align, as we observed
that reads with this region truncated are of very low
quality. More comprehensive read statistics can be
found in Tables S2–S4.
The distribution of pID lengths is peaked at

10-mers, as is expected, and the remaining lengths
account for ~3% of all pID lengths (Fig. S10), with
shorter pIDs being more common, that is, a general
preference for deletions over insertions. For the
distribution of the number of reads per pID, we found
that a large fraction of pIDs is represented by only
one read (Table S5), and beyond 10 reads per pID
collection, the remaining collections display an
approximately exponential decline in their frequency
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as a function of their abundance (Fig. 2), supporting
the notion of a neutral amplification process.

Enzymatic error rates

We estimated the PCR substitution rate to be
9.68 × 10 − 5 [95% confidence interval (CI):
9.31 × 10−5, 1.01 × 10−4] and the RT substitution
rate to be 6.02 × 10−4 per base per cycle (95% CI:
5.92 × 10−4, 6.12 × 10−4) after correcting for
multiple sources of errors that would show up as
conserved mutations. In order to correct for such
possibly inflating sources of error to the estimated
RT substitution rate, we devised a model to arrive at
estimators of the substitution rate (supplementary
information, section 2b). In practice, bacterial muta-
tions do not affect this estimate. The PCR substitu-
tion rate is comparable to that of the standard Taq
DNA polymerase reported in the literature [19] but is
higher than expected for the high-fidelity variant of
the enzyme. The RT substitution rate is higher than
the expected rate of 3.4 × 10−5 given in the
manufacturer's specification [20]. We found no
indication that PCR-mediated recombination is a
problem (supplementary information, section 1g). Of
all filtered raw reads, at least 96.5% of raw reads
could be explained by zero, one, or two substitutions
Fig. 3. Barplots of the position-wise nucleotide distributions
uniquely observed pIDs, whereas the second row depicts nucle
PCR multiplicities. The last two graphs at the bottom depict th
in the heterozygous loci of one of the five clones. We
estimated the combined RT PCR recombination rate
to be 3.40 × 10−6 per base per cycle (95% CI:
2.56 × 10−6, 4.40 × 10−6), which is lower than that
for the RT [21] alone. The CI values in this case are
larger relative to the parameter estimate than for the
RT substitution rate since the latent Markov chain
introduces more uncertainty, which results in a higher
variance of the estimator. We tested for changes in
these parameters when collisions were not removed,
and we found relative differences of less than 5%.

pID biases are not biologically relevant

The marginal position-wise frequencies of the four
bases within the pID are independent of the position
within the pID (Fig. 3). The position-wise distributions
further show that unique pIDs or pIDs weighted by
their PCR multiplicities have the same position-wise
base distribution within the pID. Furthermore, the
dinucleotide distributions of adjacent positions in the
pID show no signs of coupling biases (supplemen-
tary information, section 3a, Fig. S18).
The intersections of the 500 most abundant pIDs

per experiment are almost empty, indicating a very
large class of equally efficient pIDs (Fig. 4a and b).
Only experiments 3223a, 3236a, 3236b, and 3236c
within pIDs. The six graphs in the first row are based on
otide distributions on the basis of counts, weighted by their
e pooled results from all experiments.
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show any overlap with any other experiment in their
top 500 pIDs. The top 500 pIDs of experiments
3223b and 3223c have an empty intersection with all
other experiments (Fig. 4c).
We have fitted the PCR bottleneck model, which

assumes equal efficiency of all pIDs, to the
rank-abundance curves. Deviations from this model
are indicative of pID selection. In the case of 3223a,
3223b, 3223c, 3236a, and 3236c, we have excellent
fits for our neutral stochastic model to the frequency
abundance curves (Fig. 5). For 3236b, the fits of our
model are less optimal. This is mainly due to the
large dynamic range (273) of the abundances in the
first 100 ranks of this experiment. All estimates for
the number of RNAs tagged vary between 7000 and
16,000 (Table 2), confirming the target bottleneck of
around 10,000 initial molecules for the second PCR
(Fig. S2).
pIDs neither bias nor significantly improve
precision of population estimators

With the devised statistical Dirichlet test (supple-
mentary information, section 4), we tested for
differences in the bias and variance of the three
derived population frequency estimators (Table 3).
In constructing the five-virus mix, the target of 1:5
ratios of each clone in the mix was not achieved due
to noisy RT qPCR quantification. As a result, relative
frequencies of the clones deviate from the theoretical
20% and vary between 6% and 38% in practice.
While the HaploClique frequencies appeared to be
slightly further apart from the raw and pID frequen-
cies, the difference was not statistically significant
(p N 0.05; Fig. S21). Similarly, we found no evidence
of any estimator having less variance than another
(p N 0.05; Fig. S22). The HaploClique-based
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frequencies had the highest variance, but the
difference was not statistically significant. Similarly,
the pID-based estimators had the lowest variance,
but this difference was again not statistically
significant. In addition, given the precision values
of the raw and pID estimators, the difference does
not appear to be biologically relevant, as the relative
differences between these values are small. This is
also supported by the standard deviation summary
statistic of each clone across experiments (Table 3),
where standard deviations of raw read, pID frequen-
cy, and HaploClique estimators are on the same
order.
Table 2. Estimated size of bottleneck for the six
independent experiments

Run Rank 1
abundance

Rank 100
abundance

Dynamic
range

Inferred
bottleneck size

3223a 127 68 59 16,391
3223b 111 42 69 9686
3223c 137 72 65 14,808
3236a 237 85 152 7012
3236b 402 129 273 8128
3236c 225 108 117 11,921

The dynamic range is defined to be the difference in abundance
between the pID at rank 1 and the pID at rank 100.
Discussion

We analyzed a pID protocol on the basis of an
validated reference set of five viruses. Previous
studies of this innovative protocol have always used
patient samples, which does not allow for strong
conclusions regarding the performance of this
approach due to lack of a ground truth. Without
such ground truth, the strengths and limitations of
this method cannot be fully understood.
We found that the RT efficiency does not depend

on the length of the RT primer for the primer lengths
we studied. This indicates that the rate-determining
step of RT annealing/ligation is dominated by the
efficiency of hybridization within the first few bases of
the primer region, such that the following bases,
including the random pID, have a negligible impact
on efficiency. The number of bases crucial for this
step necessarily has to be less than 14 nt, given that
the longer primer has the same efficiency. This has
the positive effect that the pID length can likely be
increased in order to decrease the probability of
collisions of different RNA molecules.
The loss of reads due to an incorrect length of the

pID is marginal and around 3% for all experiments in
our case. We observed deletions to be favored over
insertions within the pID, which is not surprising,



Table 3. Frequency estimates from the six independent experiments by the three different frequency estimators

Method Clones 3223a (%) 3223b (%) 3223c (%) 3236a (%) 3236b (%) 3236c (%) σ (%)

Raw 89.6 11.03 9.70 8.83 11.20 11.24 8.40 1.27
HXB2 13.99 15.29 14.39 13.08 15.33 14.96 0.87
JR-CSF 35.88 37.01 38.90 36.92 35.78 38.24 1.25
NL4-3 23.86 21.56 21.87 23.79 24.22 22.93 1.11
YU2 15.23 16.44 16.00 15.00 13.43 15.47 1.04

pID 89.6 10.80 9.28 8.27 11.14 11.02 8.26 1.36
HXB2 14.06 15.02 14.75 13.32 15.38 15.45 0.83
JR-CSF 36.64 37.16 39.51 37.30 36.26 38.99 1.31
NL4-3 23.55 22.09 21.40 23.36 23.71 22.30 0.94
YU2 14.94 16.45 16.06 14.88 13.63 15.00 1.00

HC 89.6 10.16 8.06 7.78 10.08 10.15 6.87 1.46
HXB2 14.12 14.79 14.37 12.57 14.90 14.58 0.86
JR-CSF 36.16 37.84 39.84 37.88 36.53 39.03 1.41
NL4-3 24.48 23.32 22.26 24.78 25.59 24.12 1.17
YU2 15.07 15.99 15.76 14.68 12.83 15.41 1.14

Raw frequencies and pID frequencies are determined by assigning raw reads and pID consensus sequences to the five clones without
allowing for mismatches in the heterozygous loci. HaploClique (HC) determines the frequencies of haplotypes by normalizing the sizes of
the haplotypes' respective maximal cliques in the course of its algorithm. The standard deviation of the frequencies of each clone over the
six experiments is denoted by σ.
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given the tendency of the MiSeq® sequencer to
preferentially call deletions [22] and a coupling
efficiency of below 100% during primer synthesis.
While the primers ordered were PAGE purified, a
certain fraction will always be shorter. The rate of
collisions is between 1% and 2%, which is accept-
able given a pID diversity of 1,024,768, considering
that our collision-calling algorithm is somewhat
conservative and will likely remove pIDs that have
not been collisions but rather multiple PCR substi-
tutions in the early cycles of a template.
We estimated enzymatic parameters of the RT

and PCR steps. The estimated PCR substitution rate
of roughly 10−4 is compatible with current known
estimates of the Taq DNA polymerase, which is
unexpected, as the employed Platinum Taq DNA
polymerase High Fidelity has an advertised fidelity
rate of 6 times the reference Taq. While our estimate
is higher than the advertised rate of the manufactur-
er, this is likely due to experimental conditions that
are unlike the conditions set forth by the manufac-
turer. However, we believe that our estimate more
likely reflects the commonly experienced PCR
substitution rate because, first, we optimized the
PCR conditions to reduce PCR errors [18] and,
second, our estimate is likely a lower bound, as it is
based on substitutions occurring during the first
cycles of the PCR, that is, when PCR conditions are
still optimal. Some factors are especially detrimental
to the PCR error rate in later PCR cycles when, for
instance, unbalanced nucleotide concentrations can
occur [23].
We estimated an RT substitution rate that is also

higher than expected from the data given by the
manufacturer. We excluded bacterial mutations by
showing the negligible contribution deriving from the
Luria-Delbrück distribution in the bacterial amplifica-
tion, given even the highest of currently known
mutation rates. We corrected the RT substitution
rate estimate by accounting for other sources of errors
that show up as conserved mutations, such as RNA
polymerase II substitutions and substitutions in the
first PCR that fixated during subsampling for the
second PCR.
The RT PCR recombination rate of approximately

3 × 10−6 is lower than what is known from the
literature. This has multiple reasons, one of which is
likely the design of the reference five-virus mix, as
the locus under study possesses little diversity. Due
to the resulting small number of heterozygous loci,
observing patterns of recombination is difficult and a
number of recombination events will be missed
due to the inherent similarity of some templates. In
addition, the recombination rate critically depends on
the amount of input material [24], which we have
purposely kept low. The only way to improve these
estimates would be in selecting different templates
such that recombination becomes directly observ-
able and recombination events can be counted,
making models such as the hidden Markov model
used here redundant. On the other hand, clones
have to retain a high degree of homology; otherwise,
recombination is unlikely to occur between tem-
plates [25]. The fact that 96.5% of all raw reads can
be explained with a maximum of two mismatches in
the heterozygous loci of one of the five clones, given
the Hamming distances between clones (Table S6),
provides strong indication that recombination is
not a pervasive issue. This is in addition to the low
recombination rate, which further supports the
previously optimized experimental protocol for
minimizing artificial recombination [18]. Given that
the artificially constructed diversity of our sample is
unexpected in patient samples, recombination in
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practice could be higher than what we inferred.
Nonetheless, we believe such recombination effects
not to be orders of magnitude above what we have
observed, as the strains in our study still share a high
degree of homology. Substitution and recombina-
tion rate estimates are always dependent on
experimental conditions and hence cannot be
generalized across different experimental method-
ologies [26].
We have observed negligible sequence biases in

the form of a nonequiprobable position-wise margin-
al nucleotide distribution in the pID. These marginal
effects are likely due to unequal nucleoside concen-
trations or intrinsic biases between nucleosides in
the oligonucleotide solid-phase synthesis of the
primers and not due to any systematic biases in
the pID protocol. Given that the position-wide
distribution of bases for unique pIDs and
PCR-weighted counts is practically the same, this
further corroborates our suggestion that pID efficien-
cy is not a function of the pID sequence, such that an
interaction between the pID and the adjacent
sequence of the template seems unlikely.
In addition, pIDs showed practically no overlap

between our experiments. This requires, at a minimum,
a sufficiently large class of pIDs that are all equally
selected for during the RT and/or PCR or a general
preclusion of strong selective advantages of all pIDs.
Any small number of pIDs that have supposedly very
high efficiencies would be reproducibly represented in
the top 500 of pIDs between experiments, unlike what
we observed. Lastly, the rank-abundance spectra
support at least in part a generally neutral RT PCR
model, with only experiment 3236b that cannot be
fitted to a purely neutral model. Given the steep
gradient of observed abundance decline with rank in
experiment 3236b, we believe that this might be due
to multiple bottlenecks of the same magnitude,
which our model cannot reproduce, because it only
includes one strong bottleneck. Multiple bottlenecks
of equal strength will leave different signatures in
the rank-abundance graphs. Our model does not
capture these bottlenecks and can hence not
reproduce these steep gradients.
We see the pID protocol as an attractive tool with

many advantages over conventional sequencing.
When one step fails in the preparatory upstream
protocol, conventional NGS will reveal only a homog-
enous population due to only a select number of RNA/
cDNAbeing captured in the process. The pID protocol
would have revealed an extremely small number of
pIDs and can therefore serve as important quality
control tool. In addition, the pID protocol shineswhen it
comes to low-frequency variants [27,28]. Whereas
NGS generally does not allow for detecting SNVs
below the average sequencing error rate of around
~1% (unless mutations are cooccurring within reads
[29]), the pID protocol pushes this detection threshold
down to theRTerror rate,which ismore than1order of
magnitude lower than the average sequencing error
rate. Furthermore, the pID protocol does not require
sophisticated (and imperfect) haplotype reconstruc-
tions algorithms [30]. Finally, the pID protocol allows
for determining the largest bottleneck of the exper-
imental protocol. In the case of a nonnested PCR for
amplification of the input material, this bottleneckwill
likely be the RT, such that the number of tagged
RNA molecules can be estimated. We could not
estimate the number of RNA molecules because we
used a nested PCR, where the strongest bottleneck
is the subsampling step between the two stages of
the PCR.
While we see the pID protocol as an attractive tool

for studying heterogeneous HIV and other viral
intrahost populations, the protocol is not without
its associated drawbacks. First, whole-genome
sequencing beyond average amplicon lengths is
not suitable and will require different protocols for
shotgun sequencing, such as BAsE-Seq [31], with
their associated strengths and weaknesses. While the
pID protocol obviates the requirement for haplotype
reconstruction tools for single-amplicon sequencing,
phasing multiple amplicons will require some compu-
tational algorithms, as the pID protocol cannot remove
RTerrors and somePCRerrors in nestedPCRsetups.
Second, the pID protocol has the disadvantage that
pooling/multiplexing of multiple samples per sequenc-
ing experiment is problematic due to the required high
PCR resampling redundancy [16]. The inherent
sensitivity–redundancy tradeoff of the pID protocol
requires considerable redundancy should detection
sensitivity of low-frequency variants be desired. This
might be problematic in diagnostic setups, when
pooling of patient samples for economic reasons
requires a strong reduction in the number of reads per
patient, with an equal or overproportionate reduction
in the number of input RNA molecules [16], which is
contrary to the desired sensitivity of the protocol.
Third, using the very sensitive HaploClique to infer the
haplotypes above 1%and then piling up the raw reads
on these will deliver unbiased estimators with com-
parable variance, avoiding the pID protocol altogether.
Given that we observe an overall neutral process, this
is not surprising, as pID consensus sequences then
only represent a finite subsampling step without
replacement, which in itself will not improve estimator
variances [32].
In conclusion, we found the pID protocol to be a

powerful quality control tool that can aid in deter-
mining whether the library preparation step has
failed. It should be noted that our conclusions are
based only on the five-virus mix and its frequency
ranges from 6% to 38%. Analyses of more realistic
virus populations are required to generalize, refine,
or falsify our findings. We believe the pID protocol to
be a valuable tool for inferring SNVs and haplotypes
below the sequencing error rate when a short single
fragment (amplicon) is of interest.
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Materials and Methods

RT, amplification, and NGS of HIV-1 RNA using
oligonucleotides containing pIDs

Awell-characterized five-virusmix (Fig. S1) comprising five
different HIV-1 virus strains was used [5,18] and ~106 HIV-1
RNA copies of it were isolated using the NucleoSpin® RNA
Virus Kit (Macherey-Nagel) according to the manufacturer's
protocol, including a DNase treatment on the column with
30 U DNase (DNase I recombinant, RNase-free; Roche).
RNA was eluted in 25 μl water. RT was performed with 10 μl
of RNA (approximately 400,000 copies) and 1 μM of the
primer RT_J_ID pol 3236 or RT_J_ID pol 3223 (Table S1),
with the two primers differing only in the HIV-1-specific
sequences. RNA plus oligonucleotides were incubated at
80 °C for 5 min followed by cooling at 4 °C for 2 min. cDNA
synthesis was performed using SuperScript® III RT (Invitro-
gen) according to themanufacturer's protocol. The cDNAwas
treated with RNase H (New England Biolabs, Bioconcept)
following the manufacturer's instructions and then purified
with the NucleoSpin® Gel and PCR Clean-Up Kit (Macher-
ey-Nagel) according to the manufacturer's description for
single-stranded DNA clean-up. One-twelfth of purified cDNA
(approximately 32,000 copies) were used for the subsequent
PCR. PCRs were performed in a total volume of 20 μl:
94 °C-2′, 30 cycles of 94 °C-15″, 55 °C-30″, 68 °C-60″
containing 0.4 mM dNTPs (Fermentas), 1.5 U Platinum®
Taq DNA Polymerase High Fidelity (Invitrogen), and 0.2 μM
of each forward oligonucleotide pol 2316 (5′-GCTCTATTA
GATACAGGAGCAG-3′; nucleotides 2316–2337 based on
HIV-1HXB2, GenBank accession number K03455) and
reverse oligonucleotide 5′-GCCTTGCCAGCACGCT-
CAGGC-3′, of which the latter is similar to the 5′ part of the
oligonucleotides used for RT. PCR products were purified
with the NucleoSpin® Gel and PCR Clean-Up Kit (Macher-
ey-Nagel) according to the manufacturer's description and
quantified by qPCR. Approximately 10,000 DNA copies were
used for a second PCR with oligonucleotides specific for
Illumina amplicon sequencing. Pools of four oligonucleotides
per forward and reverse direction were used, forward
5′-TCGTCGGCAGCGTCAGATGTGTATAAGAGACAGN0-3
TACAATACTCCAGTATTTGCC-3 ′ and reverse
5′-GTCTCGTGGGCTCGGAGATGTGTATAAGAGACA
GN0-3CCAGCACGCTCAGGCCTTGCA-3′ creating ampli-
cons of variable length (±0–6 bp) to guarantee an even
distribution of all four bases in subsequent MiSeq® sequenc-
ing cycles. PCR was performed as described above, except
that 35 cycles were performed. Each setup was performed in
three independent experiments: the samples were tagged
with oligonucleotides harboring different indices and Illumi-
na-specific sequences. PCR conditions were chosen ac-
cording to the manufacturer's description (Illumina), and the
samples were sequenced using a MiSeq® Benchtop
Sequencer generating paired-end readsof 2 × 250 bp length
(v2 kit). The complete protocol is shown in Fig. S2.

RT qPCRs to test efficiencies of oligonucleotides
containing pIDs

A dilution of the HIV-1NL4-3 virus stock was used to isolate
HIV-1 RNA from approximately 8.5 × 107, 8.5 × 106, and
8.5 × 105 HIV-1 RNA copies. The RNA was treated three
times with DNase (DNase I recombinant, RNase-free;
Roche), that is, prior, during (on column), and after RNA
isolation to minimize the amount of remaining plasmid used
for transfection of 293T cells to generate the virus stock.
IsolatedRNAwasdiluted1:10and reverse transcribedusing
the SuperScript III RT (Invitrogen) according to the
manufacturer's protocol (input per RT reaction: approxi-
mately 4.25 × 106, 4.25 × 105, and 4.25 × 104 HIV-1 RNA
copies, respectively). RT was performed using different
oligonucleotides (Table S1) with or without pID sequence.
The cDNA was quantified by qPCR as previously described
[18], and the oligonucleotide pair is given in Table S1.

NGS preprocessing

Data from all NGS runs were analyzed with FastQC in
order to determine the overall quality of the lane†. PRINSEQ
[33] was used to clip bases with a Phred score below 30 in a
slidingwindowof size 5 fromboth 5′ and 3′ ends of the reads.
Only reads that had a minimum length of 230 after clipping
were retained. Finally, reads with a missing mate after
preprocessing were also discarded (Fig. S9).

Alignment of NGS data

To prevent erroneous, low-quality pIDs from contami-
nating the subsequent downstream analysis, we replaced
internal bases of reads with Phred scores below 30 by the
ambiguous base “N” using fastq_masker from the FASTX
Toolkit‡. For alignment of the NGS data, a custom
alignment software, named pIDalign, on the basis of the
SeqAn [34] library was developed. The global-to-local, or
glocal, alignment algorithm is based on the Needleman-
Wunsch algorithm but does not penalize overhangs. For
performance reasons, a consensus sequence with ambig-
uous bases was constructed from the reference five-virus
mix. Alignment of the six datasets was stored in the
SAM sequence alignment format [35]. Aligned reads were
removed if their alignment scores dropped below 210, or
included a consecutive deletion of length 20 or more, or the
template length was less than 520 or the read is a mate of a
read with a failed alignment. Template length is defined as
per the SAM specification, that is, the distance on the
reference genome of the leftmost mapped base of the left
read to the rightmost mapped base of the right read. The
minimumalignment score of 210 ensures a sufficient number
of matches between the read and the reference sequence.

Preprocessing

All analysis was performed with a custom analysis
pipeline referred to as pIDalyse§. First, the homozygous
and heterozygous loci of the RT reading frame under study
of the five reference HIV-1 strains were determined. By a
homozygous locus, we mean a locus where all five clones
have the same base, and by a heterozygous locus, we
mean a locus where at least two clones have different
bases (Fig. S11). Determining these homozygous loci and
heterozygous loci is required for discerning recombination
between clones later on.
Second, aligned read mates of one fragment were

paired by their read identifiers for all six SAM alignments.
Reads that have a missing mate were discarded; otherwise,
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they were merged into one complete read with a gap
between the mates. From all properly paired reads, the
distribution of pID lengths was determined. Third, reads
were filtered to retain only those that have a pID of exactly
10 nt. In addition, reads were only retained if the length of
the non-HIV-specific overhang beyond the pID was at
least 23 nt long, that is, if the read included the full 3′ PCR
primer.

Removing collisions

In order to determine the most likely pool of sequences
after the RT step, we proceeded to call the consensus
sequence. Determining the consensus sequence was
performed by a majority vote of a minimum 80% of bases
at one position of an ensemble of PCR replicates of one
pID. In order to not call spurious consensus sequences, at
least 10 reads per pID collection were required, where a
pID collection is defined as all the PCR molecules
produced from one original cDNA template. Additionally,
we used the following two-step heuristic to remove
collisions from doubly tagged RNA molecules in the RT
step with the same pIDs.
In order to classify sequences from one pID collection,

we used a k-means clustering with k = 2. We defined the
first cluster to be composed of all those reads originating
from the cDNA of the RT. The second cluster contained all
those sequences that were assigned to this pID by either
mutations in the pID from a different one via PCR
substitutions or errors in the NGS step. In order to initialize
the cluster centers, which are defined to be the consensus
sequences by majority vote, we defined a graph in which
nodes represent reads of one pID collection. We defined
an edge between two nodes (or reads) if the number of
mismatches between their heterozygous loci was at
most one. We determined the connected components of
the graph and initialized the first cluster center with the
consensus sequence of the largest connected compo-
nent. The second cluster center was initialized with the
consensus sequence of the second largest connected
component. We then performed the k-means clustering
algorithm for five iterations, assigning reads to the
cluster center with the least number of mismatches in
the heterozygous loci and calling the cluster center by
majority vote. Five rounds provided ample convergence
to the final clustering. A collision was called if the first
and largest cluster contained less than 80% of the reads
of a pID collection. An indecisive case exists when the
largest cluster contained more than 80% of the reads,
but the absolute number of reads in this cluster was less
than 10. In both cases, the pID with its reads was
discarded; otherwise, the first cluster center was taken
as the final consensus sequence. Reads from the
second cluster were discarded as likely not originating
from the original cDNA. Consensus sequences were
assigned to a clone if there were no mismatches between
heterozygous loci. If no error-free assignment to any of
the heterozygous loci of the clones was possible, the
pID consensus sequence was not used for frequency
estimation. This pileup of consensus sequences to clones
eventually allows for estimating the relative proportion, or
frequency, of each clone in the experiment. Unless
otherwise stated, all further analysis involves the collision-
removed data.
Estimating the PCR substitution rate

The substitution rate of the Taq DNA polymerase was
estimated by determining the fraction of mutants that likely
occurred in the first cycle of the PCR branching process (Fig.
S12). Focusing only on homozygous loci, substitutions
occurring in the first cycle of the PCR will show up with a
frequency of roughly 50%. A substitution in the second cycle
will result in a frequency of about 25%, yet the probability of a
substitutionoccurring in thesecondcycle is twiceas likelyas in
the first cycle, given that one and only one substitution
occurred in the PCR branching process. In all of these
calculations, we assumed the PCR process to be determin-
istic in the starting cycles; that is, the number of molecules
doubles exactly between successive cycles. We probabilis-
tically counted the number of prospective PCR substitutions
having occurred in the first cycle in all homozygous loci of all
pID collections and added these up to arrive at the total
number of substitutions distributed approximately according
to a binomial distribution. Dividing this number by the total
number of inspected homozygous loci over all pIDs
provides an estimator of the PCR substitution rate (see
supplementary information, section 2a).

Estimating the RT substitution rate

In order to estimate the substitution rate of the reverse
transcriptase, we concentrated on the homozygous loci of
the five virus clones. Assuming the amplification of the
plasmids in the bacteria to be error free, all substitutions at
the homozygous loci of the consensus sequence of one
pID collection are likely due to either substitutions by the
reverse transcriptase or substitutions by the Taq DNA
polymerase in the first PCR of the nested PCR (Fig. S14).
Due to the small number of molecules sampled in the first
PCR for the second round, any PCR error will likely show
up in all reads, that is, as a conserved substitution, at a
homozygous locus. We counted the number of substitu-
tions and the total number of bases in all homozygous loci
of collision-free consensus pID sequences. The fraction of
mutant counts divided by the total number of homozygous
bases yielded the maximum-likelihood estimate for the
RT substitution rate. This estimate was then corrected by
subtracting various factors that could inflate the error rate,
such as the aforementioned PCR substitution rate, the RNA
polymerase II substitution rate of the 293T cells, and the
inherent bacterial mutation rate (supplementary information,
section 2b).

Estimating the combined RT PCR recombination rate

We first assessed whether considerable PCR recombi-
nation artifacts are present in the data, by assigning filtered
raw reads to any of the five clones with a minimum of
mismatches in the heterozygous loci (supplementary
information, section 1g). An essential impediment in
estimating the recombination rate of the RT and PCR is
the unobserved process of the reverse transcriptase and
the Taq DNA polymerase. Due to the large number of
homozygous loci, the exact base at which either enzyme
switches the template or prematurely terminates cannot be
determined exactly. As such, we require a latent model
that explicitly averages over all recombination paths. We
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have developed a hidden Markov model, where the
(unknown) Markov chain models the movement of the
RT and the first PCR along the RNA/DNA molecule with
the possibility of switching templates between or pausing
after every base.
We determined the combined RT PCR recombination

rate by maximum-likelihood estimation with numerical
methods. For the substitution rate of this process, that is,
the emission probabilities, we used the estimated parameter
from the previous subsection. CI values were determined by
suitably inverting the log-likelihood ratio test (supplementary
information, section 2c).

Assessing potential biases of pIDs

To estimatewhether a strong bias exists in the distribution
of pIDs, we devised a number of summary statistics. After
the consensus calling procedure, we stored each pID and its
associated number of PCR replicates in order to determine
the position-wise nucleotide distribution.
We analyzed position-wise nucleotide frequencies of the

sequenced pIDs to determine whether there exist any
biases. In addition, to exclude higher-order bias effects, we
also analyzed the dinucleotide distributions of neighboring
positions in the pIDs. Beyond position-wise dinucleotide
analysis, we analyzed the data to find evidence for extreme
selective effects of single pIDs. For each dataset, we picked
the top 500 pID sequences of the most abundant pID
collections. For both primersRT_J_IDpol 3223 andRT_J_ID
pol 3236, we determined the intersection between replicates
and generated Venn diagrams. Finally, we combined all
experiments in one Venn diagram for the union of all pID
experiments.
As a goodness-of-fit test for neutrality of all pIDs, we

sorted the abundances of the pIDs by the size of their PCR
collection and plotted them as a function of their rank. We
determined the goodness of fit by simulating a model of
unbiased (neutral) random pID sampling in the RT and
stochastic PCR amplification followed by a sequencing
sample without replacement from the amplified PCR pool
that we termed the PCR bottleneck model. With this model,
we determined the size of the strongest bottleneck and
estimated the efficiency of the PCR procedure (supple-
mentary information, section 3b).
Bias and variance of population estimators

We assessed whether the pID protocol significantly
improves the frequency estimators of the clonal proportions
in comparison to HaploClique [10], a tool for correcting
spurious errors from NGS data to infer viral haplotypes and
their frequencies. To this end, we aligned the data from the
NGSpreprocessing step using pIDalign. After alignment, we
employed AmpliconClipper|| to remove the PCR primers,
including the pID. The clipped alignment was transformed
back to raw paired-end FastQ data using Picard tools¶.
These emulated raw data, without the pID and primer
segments, were aligned using bwa [36]. Unpaired reads and
improperly paired reads were removed using SAMtools [35]
and the remaining aligned reads were saved to a bam file.
The pipeline leading to the final alignment represents a
typical haplotype reconstruction workflow (left branch;
Fig. S9). Finally, this alignment was used as input to
HaploClique, which we ran for 30 iterative cycles to
produce final error-corrected haplotypes. To exclude
spurious errors introduced in the RT and early cycles of
the PCR, we filtered out reconstructed haplotypes with a
frequency of less than 1%and renormalized the remaining
fractions. Other population frequency estimators using
first raw reads assigned to the five clones and then using
the pID consensus sequences were calculated by
normalizing their counts as determined by pIDalyse§.
To compare bias and variance of the haplotype frequency

estimator based on the pID protocol to the other population
estimators, we devised a statistical test referred to as the
likelihood ratio Dirichlet test (supplementary information,
section 4). We first tested whether a bias between any of the
methods exists. In a second step, we tested whether the
statistical difference in estimator variances is significant.

Availability

The dataset consisting of six lanes of the Illumina 2×
250-bp protocol has been uploaded to the National Center
for Biotechnology Information sequence read archive
(accession number SRP060688). All software and scripts
for producing the statistics and plots are available with
pIDalyse§.
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