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3D inversion and resolution analysis of land-based
CSEM data from the Ketzin CO2 storage formation

Alexander V. Grayver1, Rita Streich2, and Oliver Ritter1

ABSTRACT

We evaluated 3D inversion of land controlled-source electro-
magnetic (CSEM) data collected across the Ketzin CO2 storage
formation. A newly developed, parallel and distributed 3D in-
version code, which is based on a direct forward solver, has been
used. This inversion scheme allowed us to calculate the Jacobian
matrix explicitly within a reasonable time and use it to calculate
regularization parameters, inspect survey coverage, and carry
out resolution analysis. After demonstrating that the magnetic
field components are sensitive to conductors only, whereas
the electric field components are sensitive to all features of
interest, we continued to work with electric field data only.
Estimates of data uncertainty obtained from robust processing
were used for automated data preselection and weighting during

inversion. We tested different regularization techniques and a
range of starting models to explore the model space and assess
the influence of regularization on the inversion images. We fur-
ther demonstrated an approach for handling numerical singular-
ities due to sources located inside the inversion domain. We
estimated survey coverage, horizontal and vertical resolution,
and depth penetration using cumulative sensitivity, point spread
functions, and depth-resolution plots. Based on data fit analysis,
we determined a preferred subsurface conductivity model,
which we compared to an independent regional structural geo-
logic model, and we provided an interpretation for the structures
resolved. The inversion approach we used provides robust re-
sults in good agreement with known geology, offers new pos-
sibilities for model assessment, and should be transferable to
other CSEM data sets.

INTRODUCTION

To date, controlled-source electromagnetic (CSEM) in the fre-
quency domain is predominantly used for offshore (Constable,
2010) and airborne (Siemon et al., 2009) studies in the industrial
and academic domains. Whereas airborne configurations neces-
sitate inductive source excitation, present-day marine CSEM
(mCSEM) most commonly uses horizontal bipole sources galvani-
cally coupled to the sea (Constable, 2013). A horizontal electric
source generates horizontal and vertical current flow, thus facili-
tating the imaging of conductive and resistive targets.
Analogous applications of frequency-domain CSEM with gal-

vanic sources on land have rarely been reported, although feasibility
studies exist (e.g., Wirianto et al., 2010). This is likely due to a va-
riety of reasons, including difficulty in deploying sources of suffi-
cient strength, weakening of subsurface responses compared to

marine CSEM responses by the signal traveling through air (Con-
stable, 2010), frequent occurrence of near-surface inhomogeneity
complicating data interpretation, and the necessity to operate at rel-
atively large source-receiver distances where signal levels are low
and abundant noise may severely distort the data.
Many previous land EM applications interpreted the data in the

time domain (e.g., Keller et al., 1984; Hördt et al., 2000; Kalsche-
uer et al., 2007) and used magnetic dipole sources (Kurtz et al.,
1989; Mitsuhata et al., 2006; Minsley et al., 2012; Perez-Flores
et al., 2012). Unfortunately, standard transient EM (TEM) con-
figurations with magnetic dipole sources have limited capability
of resolving resistors (Chave, 2009). At the same time, the time
and frequency domains are equivalent in theory, being related
through a unique transform. Recent work demonstrates similar
resolution properties for time- and frequency-domain EM methods
in marine and airborne configurations (Yang and Oldenburg,
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2012; Connell and Key, 2013). Limitations of TEM for imaging
resistors and inspection of theoretical resolution capabilities
encourage us to reconsider frequency-domain land-based CSEM
with grounded sources.
The recent upsurge in mCSEM applications for hydrocarbon ex-

ploration has led to intensive research and knowledge generation,
including insights from synthetic studies (Weiss and Constable,
2006; Um and Alumbaugh, 2007; Commer and Newman, 2008;
Sasaki and Meju, 2009) as well as real data inversions (e.g., New-
man et al., 2010; Schwalenberg et al., 2010; Li et al., 2011; Wei-
temeyer et al., 2011; Súilleabháin et al., 2012). Whereas the physics
of the method is the same for surveys on land, inversion of land
CSEM data poses several challenges not equally encountered in
mCSEM. Source-receiver coverage is usually sparser than for
mCSEM studies because arbitrary deployment of long-wire trans-
mitters and receivers on land is logistically more difficult and typ-
ically restricted in populated areas with abundant infrastructure. In
addition, whereas treating the sources as unit dipoles is adequate for
many mCSEM surveys, kilometer-long sources cannot be approxi-
mated by idealized unit dipoles without introducing significant er-
rors (Streich and Becken, 2011). Therefore, we need to handle real
source geometries accurately while keeping run times reasonable.
Furthermore, whereas water conductivity can be measured in situ
and kept fixed for many mCSEM inversions, grounded land trans-
mitters are located inside the portion of the model being updated
during inversion. Numerical singularities arise in model cells that
contain parts of a transmitter. Therefore, special care is required
to prevent severe artifacts in these regions, which may otherwise
corrupt the inversion.
This work is a practical application study of 3D land CSEM

inversion. We begin with a brief description of the inversion algo-
rithm applied (Grayver et al., 2013). The field experiment carried
out across the Ketzin CO2 storage formation is then described.
Based on the field survey layout and noise conditions, we select
a nonredundant data subset for inversion. We then present 3D in-
versions of the real data and discuss technical aspects that were
crucial for obtaining models that reasonably explain the observed
data. Specifically, we focus on real source handling, the definition
of starting models, and the effects of different regularization tech-
niques. Based on these studies and the overall data fit, we select a
preferred model. For this model, we present detailed analyses of
data fit and cumulative sensitivity, and we estimate spatial reso-
lution using point spread functions (PSFs) and depth penetration
using depth-resolution plots. Finally, we compare the preferred
resistivity model with an independent regional structural geologic
model.

FORWARD MODELING

The forward solver used in this study is based on a finite-
difference approximation of the vector Helmholtz equation for
the electric field (Streich [2009], equation 3). We solve this
equation using a direct solver. This provides robustness and effi-
ciency for multiple transmitters and Jacobian matrix calcula-
tions (Grayver, 2013). To model realistic source geometries
accurately without using very fine meshes in the vicinity of the
source, we exploit a secondary-field approach (Newman and
Alumbaugh, 1995).

INVERSION ALGORITHM

We minimize the nonlinear functional (Menke, 1984)

ϕðmÞ ¼ 1

2
ϕdðmÞ þ β

2
ϕmðmÞ: (1)

The term ϕdðmÞ represents the data misfit in the form of the
weighted L2-norm

ϕdðmÞ ¼ ðfðmÞ − dobsÞHWT
dWdðfðmÞ − dobsÞ; (2)

where vectorsm ∈ RNm and dobs ∈ CNd represent the model param-
eters (in this case, electric resistivities) and measured data, respec-
tively; scalars Nm and Nd denote the numbers of model parameters
and complex data values; and fðmÞ∶RNm → CNd is the forward op-
erator. The superscript H denotes conjugate transpose. The diagonal
weighting matrix Wd ∈ RNd×Nd is given by

Wd ¼ diag

�
1

jdobsi jri þ ε

�
; i ¼ 1; : : : ; Nd; (3)

where estimates of data errors ri are obtained from data processing
and expressed as fractions of data amplitude and ε ¼ 10−15 is the
absolute error floor.
The stabilizing functional ϕmðmÞ (Tikhonov and Arsenin, 1977;

Zhdanov, 2002) in equation 1 regularizes the ill-posed inverse prob-
lem and constrains the solution. The regularization parameter β ≥
0 ∈ R controls the influence of the regularization term.
Applying a second-order Taylor expansion to equation 1 and

dropping second-order derivative terms results in the Gauss-Newton
approximation of the expansion. Enforcing the necessary condition
that the first derivative is zero at local minima then allows us to write
the system of normal equations:

ðRefJ̄H J̄g þ βKÞδm ¼ −ðRefJ̄Hδdg þ βKðm −mrefÞÞ:
(4)

Here, δm ∈ RNm is a model update vector, J̄ ¼ WdJ ∈ CNd×Nm is
the weighted sensitivity matrix, and δd ¼ WdðfðmÞ − dobsÞ is the
weighted data residuals. The regularization matrix K is a discrete
representation of the stabilizing functional. In this work, we use
K ¼ LTL with the matrix L being a 3D finite-difference approxi-
mation of the Laplacian and K ¼ I, which provides a minimum-
norm solution (Zhdanov, 2002). The matrix on the left side of
equation 4 is the regularized approximate Hessian. The right side
is the negative gradient representing the descent direction.
We solve the system of normal equation 4 using a conjugate gra-

dient (CG) algorithm (Golub and van Loan, 1996). A new model is
derived as the sum of the current model and a scaled model update
vector obtained from equation 4

mnþ1 ¼ mn þ αδmn; (5)

where the step length α controls the magnitude of the model update.
A suitable step length is determined using a line-search algorithm
(Nocedal and Wright, 1999). To ensure that the model parameters
stay within physically reasonable limits, we use bounded transfor-
mations of the conductivity as described in Kim and Kim (2011).
We have found that a reasonable starting guess for the regulari-

zation parameter can be calculated using
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β ¼ γβL2

niter
; (6)

where γ ∈ ½0; 1�. The division by the iteration count niter imple-
ments a cooling approach (Haber et al., 2000). The scaling factor
βL2

is recalculated at each inversion iteration as (Grayver et al.,
2013; Schwarzbach and Haber, 2013)

βL2
¼ jjRefJ̄H J̄gjj2

jjKjj2
: (7)

We can calculate the L2-norms of these matrices efficiently be-
cause we precompute the Jacobian and sparse regularization matri-
ces (Grayver et al., 2013). The scaling factor βL2

weights the data-
and regularization-related terms equally and represents a practical
upper bound for the regularization parameter.
The inversion scheme has been implemented in a fully distributed

manner to run efficiently on modern computational platforms. The
code extensively uses the PETSc library (Balay et al., 2012) for
distributed linear algebra. Its interface to the distributed direct
solver MUMPS (Amestoy et al., 2006) is used in the forward

modeling. Furthermore, we use model domain decomposition to
parallelize the primary field calculations. We have also parallelized
the code over frequencies because the solutions for different
frequencies can be obtained independently. This multilevel paralle-
lization ensures that the workload is distributed evenly over allNproc

processes used, and each process only requires memory for approx-
imately the 1∕Nprocth part of any allocated matrix or vector.

FIELD EXPERIMENT

A land CSEM survey was carried out across the CO2 storage for-
mation at Ketzin, Germany. The location of the survey area and
acquisition geometry are shown in Figure 1. For the remainder
of the paper, we adopt a local coordinate system with the x- and
y-axes aligned with geographic north and east, respectively. The
origin of the local coordinate system is located at the bottom-left
corner of the box displayed in Figure 1. Eight CSEM transmitters
and 39 five-component receivers were deployed along an 11-km-
long receiver line centered at the CO2 injection site. The regional
geology is generally well studied (e.g., Förster et al., 2006), render-
ing it well-suited for testing newly developed hardware and imaging
tools such as 3D CSEM. Altitude differences throughout the survey
area do not exceed 30 m. Therefore, we can reasonably assume flat
topography in our inversions and avoid computationally expensive
and numerically difficult handling of topography (Commer et al.,
2005). Unfortunately, the site is located in a populated region with
abundant infrastructure. Nearby railways, major power lines, an ar-
ray of wind turbines, and a gas pipeline that carried pulsed anticor-
rosion currents and crossed the receiver line at y ≈ 7 km (see
Figure 1), all caused strong cultural noise and distorted the CSEM
data. We used strong currents up to 40 A and relatively long oper-
ation times of 12–14 h per transmitter to obtain adequate signal-to-
noise ratios.
The transmitter used in the survey (Figure 2) simultaneously in-

jects currents through three grounded electrodes (Streich et al.,
2013). The three currents are determined as

Ii ¼ IðωÞ cosð120°ði − 1Þ þ ψÞ; i ∈ ð1; 2; 3Þ; (8)

where IðωÞ is a predefined waveform and the angle ψ can be ad-
justed during operation of the transmitter. The constant 120° phase

Figure 1. Location of the Ketzin survey site and layout of the
CSEM survey. Squares denote receivers. Red lines, triangles,
and diamonds indicate transmitter cables, grounded electrodes
and generator locations. Light blue features show approximate lo-
cations of major sources of cultural noise. The green line indicates a
pipeline on which pulsed anticorrosion currents were present. The
black line indicates the location at which sections are extracted from
inversion models; the labels “Distance” in subsequent figures refer
to distance along this line.

Figure 2. Enlarged view of transmitter Trx06 (see Figure 1) with
the three current-carrying source wires shown in grayscale.

3D land CSEM inversion E103

D
ow

nl
oa

de
d 

01
/2

3/
18

 to
 1

95
.1

76
.1

10
.1

99
. R

ed
is

tr
ib

ut
io

n 
su

bj
ec

t t
o 

SE
G

 li
ce

ns
e 

or
 c

op
yr

ig
ht

; s
ee

 T
er

m
s 

of
 U

se
 a

t h
ttp

://
lib

ra
ry

.s
eg

.o
rg

/



shifts between the three current waveforms imply that the sum of the
currents is zero at all times. Therefore, we can write any field
component F in the frequency domain in terms of two source cur-
rents as

F ¼ ðTF
13 TF

23 Þ
�
I1
I2

�
: (9)

Here, I1 and I2 can be any two of the source currents and TF
13 ¼

TF
1 − TF

3 and TF
23 ¼ TF

2 − TF
3 are the corresponding response func-

tions (for brevity, the frequency dependency of all quantities is
omitted). These response functions contain the desired information
on subsurface resistivity but also depend on the source geometry.
Response functions and their uncertainties have been obtained from
statistically robust processing.

DATA SELECTION

The collected data set contains five EM field components within
the frequency range of 1∕64–150 Hz. For each field component,

three different response functions can be determined, corresponding
to different sets of source currents in equation 9. The entire data set
then comprises approximately 90,000 complex data values at 20
different frequencies. Parts of the collected data are redundant be-
cause of overlapping information in different frequencies and EM
field components and as a result of the transmitter setup with lin-
early dependent currents (Grayver, 2013). Redundant data enlarge
the null space of the Jacobian matrix; including redundant data in
inversions requires additional computational resources without im-
proving the solution (Jupp and Vozoff, 1975). To run 3D inversion
efficiently, we aim to find a nonredundant data subset that effec-
tively contains all of the subsurface information and allows us to
run multiple inversions within manageable time.
Because only two of the three response functions we obtain from

the data are linearly independent, we can discard one of them. For
each transmitter and field component, we discard one response
function at all receivers and frequencies. We anticipate that this pre-
serves some important yet somewhat noisy low-amplitude features
better than point-by-point selection of response functions. To deter-
mine which response to discard, we count the number of data points
with estimated uncertainty higher than 12% of the data amplitude.
Then, the response with the largest number of such poorly deter-
mined data values is dropped. The threshold of 12% represents
the standard deviation of the estimated uncertainties.
Examples of the three response functions for transmitter Trx06

and all receivers are shown in Figure 3. The response TF
13 generally

has the lowest amplitudes and the largest number of noisy data
values. For the source-receiver geometry used, Ex fields due to elec-
trodes 1 and 3 (depicted in Figure 2) of this transmitter partially
cancel out each other. This results in low data amplitudes for
TEx
13 ð¼ TEx

1 − TEx
3 Þ, which are difficult to determine precisely be-

cause of the high level of cultural noise in the survey area.
Furthermore, we select five frequencies at approximately loga-

rithmically uniform spacing, namely, 0.0622, 0.156, 0.392,
0.986, and 6.22 Hz. This frequency range is significantly wider than
ranges commonly used in mCSEM inversion (Commer and New-
man, 2008; Weitemeyer et al., 2010), which may partially compen-
sate for the sparser land survey geometry. Synthetic and real data
tests showed that denser frequency spacing or additional use of
higher frequencies did not result in more detailed images of subsur-
face structure.
Magnetic fields generally have little sensitivity to resistive ob-

jects (e.g., Oldenburg et al., 2013). In contrast, electric field com-
ponents are sensitive to resistors and conductors (e.g., Weiss and
Constable, 2006). To demonstrate sensitivities of the different field
components to the expected subsurface structure, we run synthetic
inversions using the real acquisition geometry. We embed resistive
and conductive blocks of 50 and 1 Ωm in a homogeneous half-
space of 5 Ωm. The blocks have dimensions of 3.0 × 2.5 ×
0.1 km and are located in the center of the model with their tops
at a depth of 0.6 km (Figure 4a and 4d). We used three frequencies
of 0.1, 1, and 10 Hz, which cover a similar range as the frequencies
extracted from the field data. Two percent random noise is added to
the synthetic data generated for these models.
For each model, we separately invert the horizontal electric and

magnetic field components. We use data for transmitter-receiver
distances larger than 700 m, resulting in 5472 complex data values.
The inversion domain is limited to the subsurface region, excluding
boundary cells added to ensure the validity of boundary conditions

a)

b)

c)

Figure 3. Amplitudes of the three response functions (a) TF
23,

(b) TF
13, and (c) TF

12 derived for field component Ex and transmitter
Trx06 (see Figure 1). Each vertical column represents data for one
receiver. Data with estimated uncertainties larger than 12% are not
shown. The response function TF

13 (b) is noisier than the other two.
The horizontal axis shows distance along the black line depicted in
Figure 1.
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in forward modeling. The data do not constrain conductivity in the
boundary cells. We found that excluding these cells virtually did not
influence the inversion results in the region of interest while reduc-
ing the size of the inversion problem. With data error ri (see equa-
tion 3) defined as 2% of the data amplitudes, all inversions fit the
data equally well within the noise level. As expected, the magnetic
field components are not sensitive to the resistive block (Figure 4b
and 4c), whereas the electric field components resolve the resistor
reasonably well. The conductive block is resolved by the electric
and magnetic fields and is better focused in the image obtained from
the electric field components (Figure 4e and 4f). This test indicates
that the magnetic field data are unlikely to add subsurface informa-
tion to that contained in the electric field data. This observation was
confirmed when we tested using real magnetic field data in the in-
version. Therefore, we only include the horizontal electric field
components in the real data inversion.
Finally, based on inspection of data uncertainty levels and data

consistency along the receiver line and over frequencies, we drop
data with estimated uncertainties higher than 12%. This resulted in
rejection of approximately 18% of the data values. We also drop
data for all receivers located within 700 m of any of the source elec-
trode positions because near-source data are strongly influenced by
local near-surface inhomogeneities and have little sensitivity to
deeper structure. The resulting data subset used in the inversion con-
tains 3957 complex data values. The data error estimations obtained
during data processing are used to weight the data in the inversion.
Because there is no rigorous criterion for distinguishing noise from
data, we refrain from manually masking any data points beyond
the selection procedure described to avoid introducing possible
bias. To preserve information on uncertainty in the data weighting
matrix (equation 3), we use an error floor of 2% (i.e., ri ¼
maxð0.02; rproci Þ for processing error estimates rproci ).

INVERSION OF REAL DATA

Discretization

We define an inversion domain of 15 × 10 × 2.8 km that includes
all transmitters and receivers. The inversion domain is discretized
using a grid of 40 × 40 × 40 cells with uniform x
and y cell sizes of 375 × 250 m. In the z-direc-
tion, we use one cell of 5-m thickness at the sur-
face. Subsequent cells grow in size up to 50 m,
and a constant size of 50 m is used at depths
below 200 m. At the top of the model, an air
layer having a resistivity of 109 Ωm is added.
To prevent boundary artifacts in forward model-
ing, the inversion domain is augmented by pad-
ding cells that grow in size at a factor of 1.5. To
determine the necessary number of padding cells,
we successively augmented the inversion domain
until the calculated responses remained constant,
indicating that the boundary conditions were suf-
ficiently fulfilled. The final grid, including pad-
ding cells, has a size of 30 × 34 × 25 km and
consists of 50 × 54 × 80 cells.
To verify the quality of the grid, we compare

a 3D numerical solution to a 1D quasiana-
lytical solution for the layered model shown in
Figure 5a, which represents the anticipated resis-

tivity structure. The background model for 3D forward modeling
was a homogeneous half-space of 5 Ωm. A histogram of amplitude
ratios between numerical and quasianalytical solutions for the hori-
zontal electric field components is shown in Figure 5b. Although
73% of the data values obtained from 3D modeling are within
�2% of the quasianalytical results, some values have significantly
larger errors. To analyze the errors further, we display in Figure 6
horizontal electric fields and amplitude ratios for all transmitters at a
frequency of 0.98 Hz. As expected, the largest errors occur near
the transmitters, where the EM field exhibits particularly strong
variations that cannot be captured accurately within the used discre-
tization. Nevertheless, because we drop the data points within
700 m from any of the transmitter electrodes, most of these inac-
curacies do not affect our data. This is shown in the histogram in
Figure 5c that excludes data near the transmitters and values for
which uncertainties of the real data exceed 12%; this corresponds
exactly to the data subset used in the inversion. For this subset,
78.4% of the data have errors less than �2% and 88.7% of the data
have errors less than �3%. The overall mean percentage difference
is 2.2%. Similar results have previously been reported in Weite-
meyer et al. (2010).
Increasing the widths of the boundary regions did not result in

more accurate modeling results. The accuracy could be improved
further by refining the grid (Figure 5d). This, however, would in-
crease the number of unknowns. Given the same amount of data, the
inversion would then become more ambiguous and less stable. To
overcome this trade-off and achieve highly accurate forward mod-
eling when inverting data sets that require coarse inversion grids, we
are considering separating the forward modeling and inversion grids
(Commer and Newman, 2008).

Inversion parametrization

Unless otherwise stated, we use smoothing regularization and run
500 CG iterations to solve equation 4. Additionally, the CG solver is
terminated if the normalized relative residual reaches a value of
10−3. All inversions were terminated after 30 Gauss-Newton iter-
ations. The discrete Laplacian matrix, having entries proportional
to 1∕dα2; α ¼ x; y; z, imposes relatively strong smoothing in the

a)

b)

d)

e)

c) f)

Figure 4. Synthetic models containing (a) resistive and (d) conductive blocks. Black
triangles indicate receivers. Sections were extracted from 3D inversion models along
the profile line marked in Figure 1. Inversions results are shown for (b and e) the electric
field components Ex and Ey, and (c and f) the magnetic field components Hx and Hy.
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vertical direction as a result of the smaller vertical cell sizes. There-
fore, we used a vertical to horizontal smoothing ratio of 1:5 to
achieve similar smoothing in the vertical and horizontal directions.
Depending on the stabilizing functional and its spectrum, different
ranges of suitable values for γ in equation 6 can be inferred. For
smoothing regularization, we found that for many synthetic and real
inversions, γ ∈ ½0.01; 0.1� provides reasonable results (Grayver
et al., 2013). Therefore, we used γ ¼ 0.04 in this work (for a test
with minimum-norm regularization, γ ¼ 10−4 was used). For
all inversions shown, we constrained resistivity to the inter-
val 0.2 < ρ < 10000 Ωm.

Starting model

The inversion based on the Gauss-Newton minimization method
searches for a local minimum given an initial position in the objec-
tive functional space. Therefore, inversions should be run with

different starting models to investigate the model space and the sta-
bility of the obtained results.
We tested a range of homogeneous half-space starting models of

different resistivity. Figure 7b–7d shows inversion results obtained
by starting from homogeneous half-spaces of 1, 5, and 20 Ωm, re-
spectively. In what follows, we will provide root-mean-square (rms)
values for the models shown. The rms is calculated as

rms ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
ϕdðmÞ
Nd

s
: (10)

Notably, the lowest rms of 12.9 is achieved for starting from a
1 Ωm half-space. The image, however, appears inconsistent and
noisy. The image obtained for a starting half-space model of
20 Ωm has a significantly higher final rms of 23.3. The image ob-
tained for starting from a 5 Ωm half-space has a relatively low rms
of 13.5.
In addition, we tested a starting model obtained from a set of 1D

inversion results (Figure 7e). Gauss-Newton-type 1D inversions
were carried out using a different data subset containing all four
horizontal EM field components and 20 frequencies. A homo-
geneous 7-Ωm half-space was used as the starting model. This value
was chosen prior to detailed investigation of optimum starting re-
sistivity for 3D inversion. The 1D inversion results for most trans-
mitter-receiver pairs were robust against moderate changes of the
starting model. Therefore, we expect that our findings regarding
a 1D-inversion-based starting model would not change strongly
if we used the starting value of 5 Ωm that was later found to be
optimal for 3D inversion. The individual result obtained for each
transmitter-receiver pair was projected to the center between the
transmitter and receiver. Then, for each horizontal slice, we inter-
polated the 1D results onto the inversion grid using 2D kriging
(Cressie, 1993). A section of the interpolated resistivities along
the profile line is shown in Figure 7a. The image resulting from
the starting model derived from 1D inversions is similar to that ob-
tained for a 5 Ωm half-space, but it has a slightly higher rms of 14.9
and retains high-resistivity extrapolation artifacts near the ends of
the survey line. We, therefore, prefer a homogeneous half-space of
5 Ωm as the starting model in this study.

Model updates at source locations

We use a secondary field approach that allows us to model real-
istic sources of complex geometry accurately without having to use
very fine grids near the sources. Using this approach, secondary
sources arise in cells whose conductivity differs from the back-
ground conductivity. In what follows, we calculate 1D layered
background models by averaging conductivities over each horizon-
tal slice of the starting model (i.e., when starting from a half-space,
our background model also is a half-space). For these 1D models,
we calculate the primary EM fields quasianalytically.
In the field survey, we used long-wire sources up to 2 km long

grounded through steel electrodes extending to depths of 5–10 m

(depending on local coupling resistance) and copper wires laid
out at the surface as shown in Figure 1. The size of these sources
requires taking into account the real source geometry. To do this, we
separately calculate and add the contributions from the grounded
electrodes and the inductive component from the wires. This is
equivalent to, yet slightly more efficient than, representing the

b)

c) d)

a)

Figure 5. (a) Layered model used for calculating quasianalytical
1D and numerical 3D solutions. (b) Histogram of the amplitude ra-
tios between numerical and quasianalytical solutions. (c) Same as
(b), but excluding data values within 700 m from any of the source
electrodes. (d) Same as (c), but calculated for a modeling grid with
the x and y cell sizes halved.
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source as a set of point dipoles following the source trajectory
(Streich and Becken, 2011). For further efficiency gain, we place
the entire sources slightly below the air-ground interface in the
modeling grid; this is permissible because variations in the induc-
tive component for wires placed immediately above and below the
surface are minor. This allows us to capture the contributions from
the grounded electrodes accurately. If the model is updated during
inversion and the background model remains fixed, secondary
sources arise in the cells being crossed by the physical sources. This
introduces numerical singularities in these cells, which can result in
severe numerical artifacts corrupting the inversion. Therefore, we
need to ensure that the conductivity of the cells intersected by
sources equals the background model conductivity whenever a for-
ward solution is required. Because the topography in our model is
flat, all sources are located within the same horizontal layer.
We test two ways of preventing source singularities in forward

modeling. First, we fix the resistivity of the layer containing sources
and test a range of thicknesses for this layer. Second, we shift the
sources slightly into the air. The horizontal electric field compo-
nents we invert are continuous across the air-ground interface,
and shifting the sources does not change responses strongly.
Figure 8a–8c shows results obtained with the first subsurface

layer being fixed during inversion. Clearly, a 2-m-thin layer results
in an inhomogeneous model. This indicates that
the singularity removal is not sufficient; we have
strong secondary sources very close to the physi-
cal sources. Using a 40-m-thick layer of fixed re-
sistivity results in a much higher rms of 20.8 and
more resistive structure throughout the volume.
Likely, the inversion is unable to effectively com-
pensate for near-surface inhomogeneities re-
quired to fit the data. Fixing a 5-m layer
provides an image with consistent structures
and a low rms value of 13.5. For the sources
shifted into the air, we did not achieve good data
fit, and the models differ significantly from those
obtained for the sources in the subsurface. There-
fore, we run further inversions using a 5-m-thick
layer that was fixed to that of the starting back-
ground model. We realize that the resistivity as-
signed to this layer influences the inversion
results. Tests of updating this layer by recalculat-
ing its average conductivity at each iteration only
resulted in minor changes. This suggests that us-
ing the fixed value of 5 Ωm did not cause signifi-
cant artifacts in deeper parts of the model.

Regularization

The results shown in the previous sections
were obtained using smoothing regularization
(i.e., K ¼ LTL in equation 4). To investigate
the influence of regularization on the inversion
and possible bias in the solution, we apply other
regularization techniques. Using Krylov sub-
space methods to solve equation 4 for model up-
dates introduces implicit regularization effects
(Haber, 1997). During the solution of the normal
equations, we successively build an approxima-
tion of the Krylov subspace spanned by the first

niter singular vectors of the Hessian matrix. By neglecting the re-
maining singular vectors, we regularize the solution (Hansen,
1998). Thus, we can control the amount of regularization by varying
the number of CG iterations. To assess implicit regularization ef-
fects, we set the regularization parameter β ¼ 0 in equation 4
and compare inversion results obtained using increasing numbers
of CG iterations in solving the normal equations.
Figure 9a–9d shows inversion results obtained using five, 25, 75,

and 100 iterations to solve the normal equations without any
explicit regularization. As anticipated, resolution and depth penetra-
tion improve with increasing number of CG iterations. The rms first
decreases, but then it increases as the number of iterations increases
from 75 to 100. Probably, at this point, noise present in the data
starts gaining strong influence on the solution (Haber, 1997).
We also test a minimum-norm regularization (i.e.,K ¼ I in equa-

tion 4). Setting γ ¼ 10−4 in equation 6 and using 500 CG iterations
results in the image shown in Figure 9e. Because the additional sta-
bilizing functional complements implicit regularization, using a
large number of CG iterations here does not lead to a strongly noisy
solution.
The models shown in Figures 8b, 9c, and 9e all explain the data

fairly well, demonstrating the nonuniqueness of the inverse prob-
lem. All three models exhibit similar structures, indicating that

Figure 6. The 3D numerical (circles and crosses) and 1D quasianalytical (dashed and
solid lines) solutions for Ex and Ey for the model shown in Figure 5a at a frequency of
0.98 Hz. Each pair of plots shows field values and amplitude ratios for one transmitter.
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the main features in the images are robust and not artifacts of a par-
ticular regularization scheme. The solution obtained using smooth-
ing regularization is more continuous, but results in a thicker
conductor below the resistive layer at an approximately 1-km depth.
This can be expected because the smoothing regularization mini-
mizes the second spatial derivative of the model and thus favors
smooth solutions. In contrast, for the minimum-norm and implicit
regularizations, no such constraint is enforced. Accordingly, both
images exhibit stronger variability, especially near the surface, than
the smoothing-regularized image.

Computational cost

All inversions were run on a distributed platform consisting
of four interconnected nodes, each equipped with two 12-core
AMD Opteron 2.2 GHz CPUs and 64 GB of RAM. Each inversion
used 64 MPI processes with 16 on each node.
The time and memory requirements are summarized in Table 1.

The computation times shown are the averages of times measured
throughout an inversion run. Running 30 inversion iterations and
producing one of the images shown in the previous sections took
approximately three days. The time spent on forward modeling and

Jacobian matrix computations comprises more than 90% of the total
time. The memory required for factorizing the forward operator
amounts to 85% of the total memory allocation.

A PREFERRED MODEL

Data fit

Based on various parameter tests and the analysis presented, we
choose the model shown in Figure 8b as our preferred model. The
development of the rms value for this model is shown in Figure 10a.
After approximately 25 iterations, the rms remains nearly constant.
Figure 10b shows histograms of the initial and final normalized re-
siduals r ¼ WdðfðmÞ − dobsÞ. Clearly, the residuals are signifi-
cantly lower for the final model and are centered around zero.
The latter indicates that there is no systematic mismatch in the re-
sponses produced by the final model. The distribution of the resid-
uals has rather heavy tails and thus differs strongly from a standard
normal distribution. This results in the overall high final rms. The
rms value could be easily decreased by choosing a higher error
floor. For example, by setting the error floor to 10%, after 30 iter-
ations, the inversion produced a similar model with an rms of 3.2.

a)

b)

d)

c)

e)

Distance (km)

NS

Figure 7. (a) Resistivity section along the profile line marked in
Figure 1 derived from volume interpolation of 1D inversion results.
Sections extracted from 3D inversion results for homogeneous half-
space starting models of (b) 1 Ωm, rms ¼ 12.9, (c) 5 Ωm,
rms ¼ 13.5, (d) 20 Ωm, rms ¼ 23.3, and (e) starting from the
model shown in (a) rms ¼ 14.9.

a)

b)

d)

c)

e)

Figure 8. Images obtained by fixing the resistivity of the layer con-
taining the sources at 5 Ωm, with the thickness of that layer being:
(a) 2 m, rms ¼ 17.1; (b) 5 m, rms ¼ 13.5; and (c) 40 m, rms ¼ 20.8.
Images obtained with the sources artificially shifted into the air to a
height of (d) 1 m, rms ¼ 24.5 and (e) 15 m, rms ¼ 116.5.
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We expect that more faithful subsurface images are obtained if the
best-determined data are given the highest weights. Therefore, we
prefer using a low error floor of 2% and let the inversion use error
estimates obtained from data processing for data values with uncer-
tainties larger than 2%.
The individual misfits for each receiver with respect to all

frequencies, transmitters, and response functions are shown in
Figure 10c for the initial and final iterations. We generally reduce
the misfits six to seven times for all receivers except for those lo-
cated in the center of the profile between ≈ 6 and 8 km. Larger mis-
fits can be expected here because these data are most strongly
affected by noise from a nearby transformer station and a gas pipe-
line carrying pulsed anticorrosion currents that crosses the receiver
line at ≈7 km. Many data points with large initial misfits that would
likely have been excluded by manual data editing have been fitted
reasonably well. This is evident, for example, from the reduction of
the huge initial rms of one receiver at 6.5 km to an rms value within
the range of the other receivers after inversion.

a)

b)

d)

c)

e)

NS

Figure 9. Images obtained without explicit regularization (β ¼ 0 in
equation 1) and increasing numbers of CG iterations used for solv-
ing the normal equations: (a) 5 iterations, rms ¼ 20.3; (b) 25 iter-
ations, rms ¼ 13.5; (c) 75 iterations, rms ¼ 13.0; and (d) 100
iterations, rms ¼ 14.5. (e) The minimum-norm solution with
γ ¼ 10−4 in equation 6 and 500 CG iterations, rms ¼ 12.9.

Table 1. Average computation time and memory allocation
for the real data inversion using four cluster nodes and
64 MPI processes.

Grid size 50 × 54 × 80

Number of unknowns in forward modeling 648,000

Number of unknowns in inversion 94,400

Time per inversion iteration 2 h 30 min

Factorization (number. required per inversion
iteration)

1 min 50 s (5)

Forward solution (number. required per inversion
iteration)

0.6 s (4317)

Primary field calculation 22 min

Line search (including forward modeling) 40 min

Other operations (solution of model update
equations, calculation of norms,
communication, output)

35 min

Total memory usage (GB) 57

Factorization (GB) 48.6

Jacobian matrix (GB) 5.6

a)

b)

rm
s

c)

rm
s

Figure 10. (a) The rms versus iteration count during the inversion
for the model shown in Figure 8b. (b) Histograms of initial and final
normalized residuals. (c) Initial and final data misfits for each
receiver with respect to all frequencies, transmitters and response
functions.
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We further analyze the data fit for individual points. Figure 11
shows representative examples of measured data, initial responses
for the homogeneous half-space of 5 Ωm, and final responses cal-
culated for the model shown in Figure 8b. Most data points exhibit
reasonable fit, with some exceptions, mainly at points where the
measured data are distorted (e.g., transmitter Trx08 around
7.5 km). Results similar to those shown are obtained for other
frequencies, response functions and the Ey component.

Sensitivity and resolution analysis

Because the Jacobian matrix is calculated explicitly at each iter-
ation, we can readily analyze it. First, for convenient and compact
visualization of the information contained in this matrix, we calcu-
late cumulative sensitivity, as the L2-norm of each column of the
weighted sensitivity matrix. For every model parameter, this results
in a single sensitivity value that includes sensitivities with respect to
all data values. Squared cumulative sensitivities comprise the main
diagonal of the approximate Hessian matrix (without the regulari-
zation term) in equation 4.
The normalized cumulative sensitivity distribution for the pre-

ferred model is shown in Figure 12. As expected, sensitivity is high-
est along the profile, near the sources and receivers. Remarkably,
sensitivity is very high within the resistor at depths around
1 km. This is consistent with other studies (e.g., Weiss and Consta-
ble, 2006) and can be explained by significant excitation of TM-
mode fields produced by the horizontal long-wire electric source.
Although cumulative sensitivity provides a general overview of

coverage and is easy to calculate, it is a relative measure that does

not directly permit inferences about spatial resolution or depth pen-
etration. Resolution and penetration can be assessed more thor-
oughly from other quantities that are based on singular-value
decomposition (SVD) of the Jacobian. For consistency with the sys-
tem of normal equation 4, we analyze the matrix

Ĵ ¼
�
RefJ̄g
ImfJ̄g

�
∈ R2Nd×Nm: (11)

The SVD of Ĵ can be written as (Björck, 1996)

Ĵ ¼ USVT ¼
�
Ur U0 Þ

�
Sr 0

0 0

��
VT

r

VT
0

�
: (12)

The singular values si ði ¼ 1; : : : ; 2NdÞ on the main diagonal of
S ∈ R2Nd×Nm are in decreasing order and comprise the spectrum
of Ĵ. Matrices U ∈ R2Nd×2Nd and V ∈ RNm×Nm represent left and
right singular vectors, respectively, and they are orthonormal. Ma-
trices Sr ∈ Rr×r,Ur ∈ Rr×r, and VT

r ∈ Rr×Nm with r ≤ 2Nd, de-
note the nonzero singular values and associated singular vectors.
The model resolution matrix (Menke, 1984) can be used to obtain

quantitative estimates of resolution. To analyze how the subsurface
is constrained by the data alone, we assume zero regularization.
Then, the model resolution matrix is calculated using the right sin-
gular vectors obtained from SVD of Ĵ as

R ¼ VrVT
r : (13)

Each row of this matrix is the PSF of the corresponding model
parameter (Backus and Gilbert, 1968). Ideally,
PSFs should be delta functions and R ¼ I. For
discrete inverse problems, PSFs describe averag-
ing kernels. The conductivity of a model cell is
then given as a weighted average of conductivities
in the vicinity of the cell, and the width of the
PSF is a measure of resolution (Menke, 1984).
Similar to Alumbaugh and Newman (2000),

for each model parameter, we fold one row of
the model resolution matrix into a 3D array
and calculate the width at which the amplitude
of the PSF is reduced by 50% along each dimen-
sion. Figure 13a and 13c shows the 50% PSF
width in the x- and z-directions for the preferred
model using all 2Nd ¼ 7914 singular vectors.
PSF widths are on the order of 300–400 m in
the x-direction and close to 100 m in the vertical
direction throughout large parts of the section. It
is, however, too optimistic to include all singular
vectors when estimating resolution length. A
solution obtained for equation 4 using all singu-
lar vectors or, equivalently, 2Nd CG iterations
will inherit a significant amount of noise. Fur-
thermore, using 2Nd CG iterations and thus
attempting to solve equation 4 exactly may
deteriorate the inversion because equation 4 is
only a linearized approximation to the solution
of the full nonlinear problem. Introducing noise
and overfitting are avoided by adding regulariza-
tion to damp contributions from singular vectors

Figure 11. Amplitude of the Ex response functions for a frequency of 0.4 Hz: observed
data (circles), data for the initial model (dashed line), and data for the final model shown
in Figure 8b (solid line). Each plot represents data from one transmitter for all receivers
along the survey line.

E110 Grayver et al.

D
ow

nl
oa

de
d 

01
/2

3/
18

 to
 1

95
.1

76
.1

10
.1

99
. R

ed
is

tr
ib

ut
io

n 
su

bj
ec

t t
o 

SE
G

 li
ce

ns
e 

or
 c

op
yr

ig
ht

; s
ee

 T
er

m
s 

of
 U

se
 a

t h
ttp

://
lib

ra
ry

.s
eg

.o
rg

/



corresponding to small singular values, or by decreasing the number
of CG iterations. Therefore, we also show PSF widths for a reso-
lution matrix with only the first 500 singular vectors included
(Figure 13b and 13d). As expected, less information can be resolved
from the reduced basis and resolution decreases significantly with
depth. Similar conclusions were made for DC resistivity (Friedel,
2003) and potential field inversions (Fedi et al., 2005).
Assuming that the rank r of the Jacobian matrix equals 2Nd (i.e.,

all data values are linearly independent), the unbiased solution of
the nonregularized linearized inverse problem is given by

δm ¼
Xr

i¼1

uTi δd̂
si

vi; (14)

where

δd̂ ¼
�
Wd 0

0 Wd

��
Re½dobs�
Im½dobs�

�
: (15)

The solution is thus a linear combination of the right singular
vectors with coefficients proportional to the data residuals and
the reciprocals of the singular values. By summing over the first p <
r singular vectors, a truncated SVD (Jupp and Vozoff, 1975; Ped-
ersen, 2004) is realized.
To analyze depth penetration, and study how the number of sin-

gular vectors included in the solution of the normal equations
influences penetration depth, we use depth-resolution plots (Fedi
et al., 2005). Such plots are obtained by folding every right singular
vector into a 3D array and calculating the L2-norms of the values
over each horizontal slice. For every right singular vector, we obtain
Nz values corresponding to the vertical model discretization. Plot-
ting these values for every singular vector gives an overview of the
relative contribution of every right singular vector to each
depth level.
A depth-resolution plot of the Jacobian matrix calculated for the

preferred model is shown in Figure 14. Low values at depths larger
than 500 m for the first ≈100 vectors indicate that these vectors
contain little information on deeper parts of the model. This is con-
sistent with the observation that more CG iterations used for solving
the normal equations result in better imaging of deep structures (see
Figure 9).
Because the model resolution matrix given by

equation 13 is calculated for a particular Jacobian
matrix, it represents an analysis of the linearized
problem rather than the full nonlinear inverse
problem (Pedersen, 2004; Kalscheuer and Peder-
sen, 2007). Linearized analysis is likely to give
pessimistic resolution estimates, although the re-
sults should be qualitatively similar to those ob-
tained for a nonlinear analysis (Kalscheuer
et al., 2010).
The analysis presented may seem excessively

expensive. Indeed, a full SVD in equation 12
would require memory of OðN2

mÞ. However,
we are not interested in the singular vectors that
span the null space of the Jacobian. Therefore,
we calculate the compact SVD Ĵ ¼ UrSrVT

r ,
which requires memory of OðNdNmÞ and is
relatively fast because 2Nd ≪ Nm. Using a

new distributed library for dense linear algebra (Poulson et al.,
2012) and 32 cores, it took approximately five minutes and only
30 GB of memory to calculate the compact SVD of the
7194 × 94,400 double-precision real Jacobian matrix. Finally, to
obtain PSF widths, the model resolution matrix R ∈ RNm×Nm is

a)

b) S N

Figure 12. Logarithm of normalized cumulative sensitivity com-
puted for the final inversion model (see Figure 8b) and the data sub-
set used for the inversion. (a) Horizontal section at z ¼ 0.8 km and
(b) vertical section along the line depicted in (a).

a)

b)

c)

d)

Distance (km) Distance (km)

Figure 13. The 50% PSF width for the model shown in Figure 8b and the field acquis-
ition geometry. PSFs were calculated (a) in the x-direction using the full basis of 7914
singular vectors, (b) in the x-direction using a reduced basis of 500 singular vectors,
(c) in the z-direction using the full basis, and (d) in the z-direction using a reduced basis
of 500 singular vectors.
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not formed explicitly. Instead, the PSF for the ith model parameter
is computed as

ri ¼ VrðVT
r eÞ; i ¼ 1 : : : Nm; (16)

where the vector e has only one nonzero element ei ¼ 1. After es-
timating the widths for three directions, the calculated PSF is dis-
carded immediately. The procedure is then repeated for each model
parameter. Therefore, the computational and memory complexities
of the PSF widths calculation are nearly equal to those of the com-
pact SVD of Ĵ.

Interpretation

The model shown in Figure 8b contains several prominent con-
ductive and resistive laterally continuous structures. The regional
geology is known to comprise an anticline structure of sediments
overlying a salt pillow (Förster et al., 2009). Figure 15 shows a slice
extracted from a regional structural geologic model of the Ketzin
region (Klapperer et al., 2011) along the CSEM profile. This struc-
tural model was derived using several seismic profiles and bore-
holes. The stratigraphic division is mainly based on information
provided in Stackebrandt and Manhenke (2004). This geologic
model was not used as a priori information for the CSEM inversion.
To compare the structural horizons of this geologic model to the

CSEM inversion result, we overlay the two models in Figure 16.
The structures resolved by the CSEM inversion correlate well with
the geologic horizons, generally following the anticline trend for all
layers and depths, except for regions near the ends of the survey line
that the CSEM data are not sensitive to. We will provide a rough
geologic interpretation per stratum, starting from the deepest and
oldest unit.
The section consists of a series of sedimentary layers combined

into larger units and groups. The base is formed by a Zechstein unit,
which is primarily rock salt. The resolution and sensitivity studies
presented earlier indicate that we have very low sensitivity to this
deep unit that is located at depths below 2 km along the CSEM
profile. Nevertheless, the deviations from the starting model in this
region are significant, especially near the top of the anticline. We
interpret the resistive structure indicated here as an imprint of the
salt pillow. The Zechstein is overlain by a Bunter unit consisting of
sandstone layers. The Bunter sandstone unit contains many saline
aquifers. This can explain the low resistivity observed at depths of
1–1.5 km. The prominent resistive layer above the good conductor
is likely related to Muschelkalk and Keuper stratigraphic units.
These units comprise sequences of limestone, dolostone, gypsum,
claystone, and anhydrite beds, which are likely responsible for over-
all high resistivity. These units are similar in composition and thus
can be expected to have similar resistivities; likely, CSEM resolu-
tion is not sufficient to distinguish between them. The conductive
layer on top of the prominent resistor is probably related to the
Lias Group containing several regional saline aquifers. Finally,
the resistive near-surface layer represents weathered Tertiary and
Quaternary sediments.

CONCLUSIONS

We have successfully applied 3D inversion to land-based CSEM
data from the Ketzin CO2 storage formation. A novel three-phase
transmitter configuration has been instrumental for acquiring data

Figure 16. Section extracted from the preferred 3D inversion model
with structural horizons from Figure 15 overlain. The red lines and
black triangles depict transmitters and receivers, respectively. The
red star denotes the CO2 injection well. The starting model was a
homogeneous half-space of 5 Ωm.

Figure 15. Section extracted from the regional structural geologic
model by Klapperer et al. (2011) along the CSEM profile.

Figure 14. Depth-resolution plot for the Jacobian matrix calculated
using the preferred model (see Figure 8b) and the field acquisition
geometry. Each column represents the L2-norms for depth slices
k ¼ 1 : : : Nz, calculated for i ¼ 1 : : : 2Nd singular vectors of the Ja-
cobian matrix.
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of sufficient quality. Uncertainty estimates from data processing
have been usable for data preselection and weighting within the in-
version. Data analysis and synthetic studies indicated redundancy of
the magnetic field components for this survey and further redun-
dancy in the response functions and frequency components ex-
tracted from the field data. Data preselection aimed at reducing
redundancy has been useful for stabilizing and accelerating the in-
version, thus allowing us to run extensive tests for validating the
inversion model. For future land CSEM surveys of similar targets,
survey efficiency may be enhanced by acquiring electric field data
only; however, magnetic field data are required if additional mag-
netotelluric evaluation is intended.
Inversion grid analysis and accuracy checks of the modeled re-

sponses confirmed that a secondary-field approach can accurately
model EM fields for our complex long-wire source geometries on a
relatively coarse grid. The requirement to have equal background
and 3D conductivities at the source locations is a drawback of
the secondary-field approach. Our strategy of fixing conductivity
within a thin layer containing the sources has been a viable
work-around for the Ketzin site. For sites with significant topogra-
phy, other strategies may be required, such as homogenizing con-
ductivity only for the small groups of cells containing one of the
sources and using different background models for different sources.
Analysis of inversion results for various starting models and reg-

ularizations increases confidence in our results. Smoothing and
minimum-norm regularization operators, and implicit regularization
resulting from the incomplete iterative solution of the normal equa-
tions, all lead to model characteristics consistent with theoretical
expectations. The derived models are similar and explain the data
similarly well, confirming that the resolved structures are not arti-
facts of a particular regularization technique.
Because we calculate the Jacobian matrix explicitly, we can carry

out sensitivity and resolution analysis at marginal additional cost.
Cumulative sensitivity is easy to calculate and provides insights
about survey coverage. For our survey, cumulative sensitivity sug-
gests comparatively high confidence in a prominent resistor at ap-
proximately 1-km depth and lower confidence in the underlying as
well as the overlying conductor. More detailed, quantitative analysis
of spatial resolution and depth penetration can be achieved by
assessing PSF widths and depth-resolution plots, respectively.
Because both measures are derived from truncated SVD of the
(nonregularized) approximate Hessian, they are closely related to
the number of CG iterations used for solving the system of normal
equations. Resolution length estimates for our preferred inversion
model are broadly consistent with the scale of features resolved
in the model. Resolution lengths may have been somewhat overesti-
mated; the analysis presented can be refined to take into account the
nonlinearity of the inversion problem and to estimate model uncer-
tainties. A depth-resolution plot for the preferred model suggests
that the 500 CG iterations used do not fully exploit the depth in-
formation potentially contained in the data. Nevertheless, it is
unlikely that using more CG iterations would increase depth pen-
etration because the required additional regularization effectively
damps contributions from the small singular values associated with
further iterations.
Using distributed computations extensively, it is feasible to run

the direct-solver-based 3D Gauss-Newton inversion for a field data
set and carry out resolution analysis in reasonable times on mod-
erate-size computational platforms that are now widely available.

Without considering any geologic a priori information, starting
from a homogeneous half-space, the Gauss-Newton minimization
scheme has achieved good data fit and provides a resistivity model
that agrees well with the known geologic structures. The results can
potentially be improved in the future by applying structurally con-
strained inversion.
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