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F  Frequency threshold (Hz)
F  Function (−)
L  Length (mm)
Re  Reynolds number (−)
V  Volume (mm3)
a− f   Coefficients (−)
a  Coefficients vector (−)
a  Major semi-axis (mm)
b  Minor semi-axis (mm)
c  Minor semi-axis (mm)
d  Diameter (mm)
e  Numerical eccentricity (−)
h  Height (mm)
k  Curvature (1/pix)
k  Number of drawings (−)
n  Refractive index (−)
p  Sample size (−)
s  Slip (−)
s  Perimeter length (pix)
v  Velocity (m/s)
x  Variables vector (−)
x, y  Positions (pix)
x′, y′  First-order derivatives (−)
x′′, y′′  Second-order derivatives (1/pix)

Greek letters
ǫ  Relative error (%)
ε  Porosity (−)
ε  Hold-up (%)
ε̇  Volumetric transport fraction (%)
η  Dynamic viscosity (kg/(m s))
ρ  Density (kg/m3)
σ  Coefficient of variation (−)
σ  Surface tension (mN/m)
σ  Standard deviation (−)

Abstract Shadow imaging is used for the investigation of 
bubbly gas–liquid two-phase flow in a porous structure. The 
porous structure is made of Somos® WaterShed XC 11122, 
a clear epoxy resin used in rapid prototyping. Optical 
access is provided by using an aqueous solution of sodium 
iodide and zinc iodide having the same refractive index as 
the structure material (n = 1.515). Nitrogen is injected 
into the continuous phase at volumetric transport fractions 
in the range of ε̇ = 2.4− 4.1% resulting in a hold-up of 
ε = 0.94− 2.17%. The obtained images of overlapping 
bubble shadows are processed to measure the bubble dimen-
sions. Therefore, a new processing sequence is developed 
to determine bubble dimensions from overlapping bub-
ble shadows by ellipse fitting. The accuracy of the bubble 
detection and sizing routine is assessed processing synthetic 
images. It is shown that the developed technique is suit-
able for volumetric two-phase flow measurements. Impor-
tant global quantities such as gas hold-up and total interfa-
cial area can be measured with only one camera. Operation 
parameters for gas–liquid two-phase flows are determined 
to improve mass and heat transfer between the phases.

List of symbols

Roman symbols
A  Area (mm2)
C  Constant ((

√
pix s)−1)

D  Sum of algebraic distances (−)
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Sub‑ and superscripts
32  Sauter mean
a  Major semi-axis
b  Bubble
c  Cell
e  Edging
h  Hydraulic
int  Interstitial
l  Liquid
mean  Arithmetic mean
min  Minimum
o  Oblate
p  Pore
pipe  Pipe
pr  Prolate
PU  Periodic unit
sp  Spherical

Abbreviations
b/w  Black and white
CAD  Computer-aided design
FFT  Fast Fourier transform
LED  Light-emitting diode
PIV  Particle image velocimetry
PMMA  Polymethyl methacrylate
PTV  Particle tracking velocimetry
PU  Periodic unit
P&ID  Process and instrumentation diagram

1 Introduction

In the past, bubbly gas–liquid two-phase flows in rec-
tangular channels, pipes and bubble columns have been 
investigated very often to determine the size, shape, 
velocity, hold-up, coalescence and break-up of bubbles 
as well as the turbulent statistics of the continuous liquid 
phase. Therefore, a considerable number of intrusive and 
non-intrusive (Chaouki et al. 1997) measurement tech-
niques have been developed. For the determination of 
gas–liquid two-phase flow characteristics, intrusive meas-
urement probes, such as hot-film anemometer (e.g., Gar-
nier et al. 2002; Lance and Bataille 1991) or conductivity 
probes (e.g., Hibiki and Ishii 1999; Wu and Ishii 1999) 
as well as non-intrusive techniques such as laser Dop-
pler anemometry (e.g., Lance and Bataille 1991; So et al. 
2002) or ultrasonic Doppler technique (e.g., Murakawa 
et al. 2005), have been used. Additionally, a wide choice 
of optical techniques was presented in the literature, 
where cameras are used to acquire images showing bub-
bles or tracer particles.

1.1  Optical techniques with cameras

Another class of non-intrusive measurement techniques is 
formed by optical arrangements using cameras for bubble 
detection and sizing. It can be differentiated between meas-
urement techniques capturing only single bubbles or cut 
sections of the flow, measurement techniques capturing the 
whole volume but excluding out-of-focus bubbles or over-
lapping bubble shadows in the images, and techniques cap-
turing the whole volume and evaluating all bubbles in the 
flow. In the following paragraphs, the literature is reviewed 
for above-mentioned techniques.

In a study of slug flows, Nogueira et al. (2003) investi-
gated single Taylor bubbles rising in a vertical pipe of stag-
nant liquid. They simultaneously applied two-dimensional 
particle image velocimetry (PIV) and a pulsed shadow 
technique to determine the flow field and the bubble shape 
of single bubbles. Single bubbles in a simple shear layer 
have been investigated by Fujiwara et al. (2004). The flow 
structure in the vicinity of the bubble is determined by 
PIV with fluorescent particles, and the bubble deformation 
is observed from two angles using shadow imaging. Kim 
et al. (2012) analyzed the spatial and temporal structure 
of air bubble-driven turbulent water flows in a cylindrical 
tank. They used a combination of volumetric illumination 
from the top and a vertical laser plane for PIV with fluo-
rescent particles. Densely binding bubble clusters arranged 
in one plane have been investigated by Ma et al. (2014). 
They used a classical shadow imaging technique with back-
ground illumination to accurately measure the size of small 
(<1 mm) spherical bubbles.

Bubble swarms which are not only arranged in one plane 
layer (Ma et al. 2014), but free to move in a volume have 
been investigated quite often. Sathe et al. (2010) focused on 
size, shape, velocity and acceleration measurements of bub-
bles using PIV and shadow imaging. They investigated two-
phase flows with bubbles of a wide size range (0.1–15 mm) 
at a hold-up of 5  %. Experiments were conducted in a nar-
row rectangular column to lower/eliminate overlapping of 
bubble shadows. Overlapping of bubble shadows can also be 
eliminated by using a laser plane instead of background illu-
mination, see Bröder and Sommerfeld (2002). They investi-
gated two-phase flows in a bubble column with a mean bub-
ble diameter of 0.5–4 mm and hold-ups of 0.5–19  % using 
pulsed-light velocimetry and fluorescent seeding particles. 
Instantaneous velocity fields of both phases can be obtained 
up to a hold-up of 6  %. Similar to this, Lindken and Merz-
kirch (2000) investigated bubbles rising in water. Instead of 
one vertical laser plane, they illuminated a vertical plane for 
PIV and a horizontal plane for bubble recognition and siz-
ing. Again, the planar illumination eliminates the problem 
of overlapping bubble shadows.
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This problem of overlapping shadows must be solved 
for measuring techniques capturing volumetric informa-
tion (e.g., shadow imaging). Therefore, different setups 
or filter functions are applicable. Colella et al. (1999) 
analyzed breakage and coalescence phenomena in three 
different bubble columns by manually tracing in-focus 
bubbles. The size was determined by automatic ellipse 
fitting assuming oblate ellipses for the estimation of the 
third axis. Bröder and Sommerfeld (2007) studied a tur-
bulent bubbly flow in a bubble column at hold-ups of 
0.5–5  % and mean bubble diameters of 2–4 mm using 
PIV and particle tracking velocimetry (PTV). A CCD 
camera with macro-optics was used, and the gradient 
of gray values was analyzed to distinguish between 
in- and out-of-focus particles. The bubble contour was 
determined by Sobel filtering and spline interpola-
tion. Similarly, Castanet et al. (2013) measured droplet 
sizes of impacting droplets on to a wall heated above 
the Leidenfrost temperature. Separation of overlap-
ping, sometimes strongly deformed, droplet shadows 
was carried out by the use of topographic information 
in the gray-level image or by analyzing the curvature 
of the object. Such curvature analysis was also used by 
Honkanen et al. (2011) to individually recognize over-
lapping bubble shadows in microscale bubbly flows. 
Therefore, the perimeter curvature was analyzed, and a 
so-called breakline method was applied. Beside this, a 
correlation-based procedure was presented by Akhmet-
bekov et al. (2010) to identify overlapping bubble shad-
ows from planar measurements. They stated that the 
procedure can be easily applied to shadow photogra-
phy images by including a derivative filter (e.g., Sobel 
transform). A limit of 5  % gas hold-up is given where 
severely overlapping bubble shadows are expected. If 
none of the above-described methods deliver satisfying 
results, two authors suggested to remove overlapping 
bubble shadows from statistical computations (Kita-
gawa et al. 2005; Rodríguez-Rodríguez et al. 2003).

A full picture of the bubble distribution and flow 
characteristics in bubbly two-phase flow can be obtained 
(up to a critical hold-up) by three-dimensional optical 
measurement. Belden et al. (2012) presented a three-
dimensional synthetic aperture imaging process for 
resolving three-dimensional bubble fields. They state 
that their procedure is suitable to investigate optically 
dense multiphase flows capturing entirely in-focus 
images from multiple viewpoints. A refocusing algo-
rithm is then generating a synthetic focal stack to isolate 
the depth of bubbles. Murai et al. (2001) used stereo-
scopic image processing to capture the shadows of the 
bubbles from two locations. To reconstruct the image, 
the bubble-existence probability function satisfying the 
two distributions of the two projection void fractions is 

determined by a logical method. Generally, it must be 
mentioned that such three-dimensional measurements 
are costly (several cameras needed) and computationally 
expensive.

1.2  Complex geometries with index matching

Beside above-mentioned geometries, porous structures, 
fixed beds or fluidized beds were also investigated in 
the past. Optical access was provided by index match-
ing between the structure material and the liquid phase. 
Chen and Fan (1992) investigated the flow structure in 
gas–liquid–solid fluidized beds by matching the refrac-
tive index of the fluid to the solid. Northrup et al. (1993) 
measured the interstitial velocity field variations in a 
porous medium. Therefore, they used fluorescent parti-
cles for PIV and matched the liquid phase to the porous 
medium test bed made of polymethylmethacrylate 
(PMMA). Another porous structure was investigated by 
Butscher et al. (2012). The structure was made of an 
epoxy resin, and anisole was used as liquid phase. Inves-
tigations of two-phase flows with index matching was 
also done in the past. Kong et al. (2011) visualized air 
injection in a liquid-saturated porous medium. They illu-
minated plane wise by a laser using a rotating prism for 
time-resolved measurements.

The present work focuses on the shadow imaging of 
bubbles inside a designed porous structure. Index match-
ing between the structure material and liquid phase is 
carried out to provide optical access. A novel bubble 
detection routine is developed for the detection and sep-
aration of overlapping bubble shadows. This new routine 
allows size measurements of all bubbles enabling the 
determination of global quantities, such as the hold-up, 
interfacial area and slip. Previous studies, where only 
in-focus bubbles are taken into account and all other 
shadows with blurred contours are discarded, focused 
on size and velocity measurements. Bröder and Som-
merfeld (2007), for example, determined the bubble size 
based on edge detection and spline interpolation of the 
in-focus bubbles. Honkanen et al. (2005) measured the 
size of in-focus bubbles applying a sequence of image 
thresholding and ellipse fitting. Both experiments were 
conducted in bubble columns with rather large depth, 
where it would be difficult to determine all bubbles from 
overlapping shadows. Hirschberg et al. (2009) conducted 
droplet size measurements at the outlet of a static mixer. 
To simplify the droplet detection, they used an optical 
flow cell with a narrow gap. This limited the number of 
overlapping droplets and allowed a simple bubble siz-
ing by using the software BubbleCount developed at TU 
Berlin.
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In this work, we focused on the technique developed by 
Honkanen et al. (2005). The principle is extended to allow 
overlapping bubble shadows to be separated and measured 
individually. This allows the direct determination of global 
quantities. The new routine is verified using synthetic 
images of bubbles.

2  Experiments

2.1  Setup

In Fig. 1, the process and instrumentation diagram 
(P&ID) of the setup is depicted. The liquid phase is 
contained in a storage tank (1) which is also serving as 
phase separator. A VerderCatag VGS200 gear pump (2) 
is recirculating the fluid through the system and back to 
the storage tank. A Bronkhorst M55-AGD-22-O-S mass 
flow controller (3) with an accuracy of 0.2  % is used to 
control the mass flow rate and measure the density of 
the continuous phase. The temperature at the inlet (4) 
and outlet (6) is measured and a heat exchanger (5) is 
placed in front of the test section to ensure a constant 
temperature. A calming section of 1 m length (8) is 
used to ensure fully developed flow before entering the 
porous structure (9). Right in front of the porous struc-
ture (9), nitrogen at 7 bar is injected into the continu-
ous phase through a single nozzle of 1 mm in diameter. 
Therefore, pressurized nitrogen is fed from the bottle 
(11), and the volume flow is controlled by a Brooks 
5850S mass flow controller (12) with an accuracy of 
1  %. A relief valve (13) is mounted on top of the stor-
age tank to remove the excess nitrogen and ensure that 
there is no oxygen in the system.

2.2  Measurement equipment

The measurement equipment consists of only four parts: 
camera, background illumination, synchronizer and 
computer. The synchronizer controls the camera shutter 
and the LED (HPLS-36DD7500) used for background 

illumination. A good introduction of LED heads and 
pulsed operation for flow velocimetry is presented in 
Willert et al. (2010). For homogeneous background 
illumination, the LED is equipped with a diffuser plate 
made of PMMA. A pco.1600 camera with a resolution 
of 1600 × 1200 pixel is used for image acquisition. In 
Fig. 2, the arrangement of camera and background illu-
mination around the structure is depicted schematically.

2.3  Porous structure

2.3.1  Geometry

The patented porous structure (Hutter et al. 2010), already 
used in other experiments in our laboratory (e.g., Häfeli 
et al. 2013; Hutter et al. 2011), is geometrically defined and 
represents the negative pattern of tetrahedrally arranged 
overlapping spheres. Three stacks of spheres (A–B–C) form 
one periodic unit (PU). An auxiliary view of one periodic 
unit is shown in Fig. 3a.

The negative of a sphere is called cell. At the points 
of overlapping, the cell is connected to other cells. 
Each cell in the middle of the structure is connected 
to twelve neighboring cells. The connections are called 
pores and define the smallest passage the fluid has to 

1
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7
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10
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13 9
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Fig. 1  P&ID of the experimental setup excluding the optical part (background illumination and camera)

Fig. 2  Optical measurement equipment and arrangement
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go through. In Fig. 3b, the cells and pores are depicted 
in a cut-sectional view of stack A.

Due to the very little overlapping of cells, the pores con-
necting the cells have a very sharp circumferential edge. 
This edge cannot be accurately produced by rapid prototyp-
ing (Hutter et al. 2011). Therefore, the edge is rounded off 
in the computer-aided design (CAD) model. In Fig. 3c, the 
edging is schematically shown.

The structure fits inside a pipe of 20 mm in diameter. 
To reduce dead volumes, the outermost cells in stacks B 
and C are removed from the structure as there is nearly 
no flow inside these cells. In Fig. 3d, the removed cells 
are depicted with dashed lines. The removal of the out-
ermost cells decreases the porosity of the structure to 
70.35 %. In previous investigations, the outermost cells 
were not removed and the porosity was 78.7 % (Häfeli 
et al. 2014). All dimensions of the structure are given 
in Table 1.   For a better comparison between experi-
ments and the literature, the Reynolds number is cal-
culated (Eq. 1) based on the hydraulic diameter and the 
interstitial velocity of the liquid phase in the structure 
(ε̇ = 0%). The hydraulic diameter dh is determined to be 
6.234 mm.

where vint,l (m/s): interstitial velocity of the liquid phase 
in the structure (ε̇ = 0%), dh (mm): hydraulic diam-
eter, ρl (kg/m3): liquid density and ηl (kg/(m s)): liquid 
viscosity.

(1)Re =
vint,ldhρl

ηl

2.3.2  Material

The porous structure is made of Somos® WaterShed XC 
11122, a low-viscosity liquid photopolymer (DSM 2014). 
The liquid photopolymer is processed by stereolithogra-
phy, resulting in a strong, tough, water-resistant and nearly 
colorless material, ideal for optical experiments. The accu-
racy of the stereolithographic process is limited by the layer 
thickness of 0.15 mm. Structure and pipe are produced in 
one piece.

Butscher et al. (2012) discovered that the orientation 
of the stereolithographic layers is influencing the optical 
access to the structure. Therefore, the layers should not be 
parallel to any orientation of light when working with a 
laser. For experiments with background illumination (dif-
fuse light), no significant disturbance was recognized.

More important than the layering direction is the refrac-
tive index matching of structure material and fluid, see 
Sect. 2.4. In the specifications of Somos® WaterShed XC 
11122 (DSM 2014), the refractive index n is given to be 
in the range of 1.512 and 1.515. In the present work, the 
upper limit of the refractive index given in the specifica-
tions (DSM 2014), n = 1.515, is used for index matching. 
This decision was made due to the fact that for in-house 
refractive index measurements of solid materials with the 
Abbe refractometer from Carl Zeiss AG, a contact liquid of 
higher refractive index (monobromonaphthalene, n = 1.66 ) 
is used. The contact liquid could also be absorbed by the 
structure and adulterate the results. In previous experi-
ments, the refractive index of the WaterShed XC 11122 was 
determined to be 1.519 using the Abbe refractometer from 
Carl Zeiss AG (Häfeli et al. 2014). It shows that smaller 
variations of the refractive index do not drastically alter the 
matching quality.

2.4  Fluids

2.4.1  Continuous liquid phase

An aqueous salt solution of sodium iodide and zinc iodide, 
proposed by Häfeli et al. (2014), is used as continuous liq-
uid phase. This solution allows an adaption of the refractive 
index by varying the salt concentration. Additionally, the 
structure material is chemically stable in this solution. The 
main problem of the proposed salt solution is the oxidation 
of zinc iodide and the associated discoloration of the liquid. 
Discoloration can be prevented by the addition of sodium 

Table 1  Dimensions of the porous structure

dc (mm) dp (mm) re (mm) Lc (mm) LPU (mm)

7.94 2.88 0.34 7.86 19.25

Fig. 3  Porous structure: a auxiliary view of one periodic unit, b stack 
A with a cell and pore indicated by dashed lines, c comparison: not 
edged–edged pore, d ghosts of removed cells at the pipe wall indi-
cated by dashed lines
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thiosulfate (Na2S2O3), as proposed by Svensson and Ras-
muson (2006) and Narrow et al. (2000). Nevertheless, the 
Na2S2O3 does not prevent oxidation, and property changes 
are possible when the zinc iodide is oxidized. To overcome 
the problem with oxidation, the system was closed to the 
surrounding and flushed with nitrogen to prevent oxidation 
and discoloration.

A Haake viscosimeter VT550, a Bronkhorst massflow 
meter M55-AGD-22-O-S and a Krüss K100 tensiometer 
(Wilhelmy plate method) were used to measure the viscos-
ity, density and surface tension, respectively. As mentioned 
in Sect. 2.3, the refractive index was matched to the upper 
limit of the refractive index given in the specifications of 
the structure material Somos® WaterShed XC 11122 (DSM 
2014), n = 1.515. Therefore, the composition proposed by 
Häfeli et al. (2014)—1000 mg H2O, 1400 mg NaI, 730 mg 
ZnI2—was slightly changed to 1000 mg H2O, 1400 mg 
NaI, 680 mg ZnI2. An Abbe refractometer from Carl Zeiss 
AG was used to measure the refractive index. The fluid was 
tempered to 20 °C before entering the porous structure to 
eliminate property changes due to temperature variations. 
The most important fluid properties of both fluids are given 
in Table 2.

2.4.2  Disperse gas phase

Nitrogen serves as the disperse gas phase. It is the ideal 
choice in combination with the aqueous salt solution. 
Nitrogen is inert and prevents the salt solution from oxi-
dation and discoloration. Additionally, nitrogen is absorbed 
only very little in water.

3  Image processing

The image processing is done in MATLAB®. A routine is 
developed and adapted to this specific problem of bubbly 
flow inside the porous structure. The routine is capable of 
detecting and separating overlapping bubble shadows and 
allows the determination of global quantities, such as hold-
up or total interfacial area. Raw images showing the mini-
mum and maximum hold-up and diameter are presented in 
Fig. 4.

3.1  Image preparation

In a first step, the background image is subtracted to 
remove static objects, such as the structure. Then, a gray 
threshold according to Otsus’ method (Otsu 1975) is cho-
sen for a black and white (b/w) image conversion. The b/w 
image is showing black spots in the middle of the bubbles 
where light was shining through as it entered and left the 
bubble perpendicularly to the surface of the bubble. These 
spots are removed by filling the contours. Additionally, the 
contours are closed by disk-shaped elements to eliminate 
discontinuities in the bubble contour. Discontinuities are 
challenging for the following ellipse fitting and must be 
avoided. Problematic is that the closing can lead to shad-
ows which are growing together. Nevertheless, this effect 
is no problem for the following ellipse fitting. Examples of 
the image preparation are given in Fig. 5.

3.2  Boundary detection and segmentation

The boundaries of the white objects in Fig. 5d are detected 
as exemplarily shown in Fig. 6a. A moving average filter is 
applied to the boundary before the gradients are calculated 
by a centered difference scheme. Using the obtained gradi-
ents, the curvature k is determined by Eq. (2).

where k (1/pix): boundary curvature, x′ (−), x′′ (1/pix), 
y′ (−), y′′ (1/pix): first- and second-order derivatives at 
the corresponding coordinate points (x, y) on the detected 
boundary. The derivatives are determined from 10 pixels in 
every coordinate direction.

 Honkanen et al. (2005) presented a method to detect 
curvature peaks on the boundary of the objects. Therefore, 
they applied a fast Fourier transform (FFT) low-pass filter 
on the curvature and set an empirically defined frequency 
threshold,

where F (Hz): frequency threshold, C ((
√
pix s)−1): con-

stant and s (pix): perimeter length. They also stated that the 
constant C = 0.16 (

√
pix s)−1 in Eq. (3) is suitable for noisy 

bubble images where a value of 0.3 (
√
pix s)−1 is suitable 

for simulated images having a low noise level. The constant 
was evaluated by manually checking obtained results. A 
new value of C = 0.1 (

√
pix s)−1 was found to deliver the 

best results in this work. Figure 6b, c shows the unfiltered 
and filtered curvature plotted versus the perimeter length. A 
global curvature threshold of −0.31 was chosen to detect 
curvature peaks, and an example is given in Fig. 6d, corre-
sponding to the curvature profile in Fig. 6c. In the last step, 

(2)k =
x′ · y′′ − y′ · x′′

(x′2 + y′2)(3/2)

(3)F = C s

(

10√
s+ 30

)

Table 2  Fluid properties at 20 °C

Fluid Density ρ (kg/m3) Viscosity η 
(kg/(m s))

Surface tension σ 
(mN/m)

Salt solution 1995 0.00415 55

Nitrogen 1.251 1.8E-5
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the boundary is separated into segments between the peaks 
to prepare the images for ellipse fitting.

3.3  Ellipse fitting

The description of the shape regimes for bubbles and 
drops in unhindered gravitational motion through liquids 
was used to estimate the shape of the bubbles (Clift et al. 
2005). It can be seen that the most deformed shape—for 
highest Reynolds and Eötvös numbers—is below the wob-
bling regime and rather in the ellipsoidal and spherical 
regime. Therefore, it was decided to fit ellipses along the 

boundary segments. The direct least-square fitting algo-
rithm developed by Fitzgibbon et al. (1999) is used. They 
take a general conic described by an implicit second-order 
polynominal:

where

F(a, xi) is the distance of point (x, y) to the conic 
F(a, x) = 0. To fit a general conic, the sum of squared alge-
braic distances must be minimized:

Fitzgibbon et al. (1999) imposed an equality constraint 
4ac− b2 = 1 to force conics into ellipses while retaining 
the efficiency of the linear least-square problem. The pro-
posed algorithm combines several features such as ellipse-
specific fitting, high robustness to noise, high efficiency 
(not iterative) and easy implementation. Honkanen et al. 
(2005) also used this fitting algorithm for bubble detection 
delivering good results. The MATLAB® script provided by 
Fitzgibbon et al. (1999) was used and implemented into our 
routine.

Figure 7a shows the result obtained by fitting ellipses 
along the segments. It can be seen that one single bubble 
shadow may be separated into more than only one seg-
ment if it is overlapping with more than one other bubble 
shadow. Therefore, additional fitting criteria are needed.

At first, it is checked whether the content of the fitted 
ellipse is white. If there are more than 45  % black pixel 
inside the ellipse, the ellipse is discarded. This is impor-
tant to remove ellipses which are much larger than the real 
bubble.

The second criterion is merging overlapping ellipses. 
Round ellipses, where b/a > 0.65, are merged if they are 
overlapping for more than 75  % in the first iteration, mean-
ing that the boundary segments of the two ellipses are col-
lected in one boundary segment and a new ellipse is fitted 
based on that segment. This procedure is repeated three 
times, where in the first iteration, the overlap must be larger 
than 75  % and in the other two iterations, the overlap must 
be larger than 80  %. Beside round ellipses, thin ellip-
ses with b/a < 0.65 are also merged, but they must only 
overlap for 30  % in the first iteration and 55  % in the next 
two iterations. This differentiation of round and thin ellip-
ses is necessary as thin ellipses may be obtained for large 
overlapping bubble shadows with only short segments, as 
exemplarily shown in Fig. 7a, b.

(4)F(a, x) = ax2 + bxy + cy2 + dx + ey + f = 0

a = [a b c d e f ]T

x = [x2 xy y2 x y 1]T .

(5)D(a) =
N
∑

i=1

F(xi)
2Fig. 4  Raw images of different experimental conditions: a mini-

mum hold-up (Re = 152, ε̇ = 2.4%, ε = 0.92%), b maximum 
hold-up (Re = 285, ε̇ = 4.1%, ε = 2.17%), c minimum arithmetic 
mean diameter in PU 12 (Re = 285, ε̇ = 3.2%, db,mean = 1.29mm),  
d maximum arithmetic mean diameter in PU 1 (Re = 114, 
ε̇ = 3.2%, db,mean = 2.10mm)

Fig. 5  Image preparation: a raw image, b background removed, c 
black and white image conversion, d contours closed and filled



 Exp Fluids (2015) 56:177

1 3

177 Page 8 of 16

An example of a full-scale image processed with the 
above-described routine is presented in Fig. 7c.

4  Code validation and error sources

4.1  Sample size

It is indispensable to determine the sample size before con-
ducting the experiment to ensure a certain confidence level 
and to minimize computation time. In this work, the sam-
ple size was determined by bootstrapping, a simple re-sam-
pling method introduced by Efron (1979). Therefore, 6000 
images were acquired. Out of the 6000 images, a sample 
of p images is drawn without replacement and the mean 
bubble diameter is calculated. This procedure is repeated k 
times, and the standard deviation of the k mean values is 
calculated. For a sample size p = 500 images and a rep-
etition k = 200, it was found that the coefficient of varia-
tion σ(db,mean)/d̄b,mean is smaller than 0.5  %. A reasonable 
confidence level is reached (Bros and Cowell 1987).

4.2  In‑focus and out‑of‑focus bubbles

In-focus and out-of-focus bubbles are recorded in shadow 
images. The boundary of the in-focus bubbles is sharper 
than the boundary of out-of-focus bubbles. This well-
defined boundary of in-focus bubbles can be well deter-
mined, where the boundary of out-of-focus bubbles is 
always a bit blurred. The influence of this blur on the accu-
racy of size determination must be investigated.

Therefore, a dot of 2.5 mm in diameter is plotted on a 
transparent foil and placed between background illumina-
tion and camera at three different locations. The results for 
out-of-focus and in-focus measurements are compared, and 
the results are summarized in Table 3. A maximum error of 
9.4  % is found for objects closer to the camera. Generally, 
the dimensions of out-of-focus bubbles are overestimated 
due to the blur.

It must be kept in mind that the foil is placed at ±10mm.  
In the experiments, the largest diameter can never be at 
these locations as there is the wall of the pipe. Therefore, 
the bubbles are closer to the focal plane, and images of the 
bubbles are less blurred allowing an accurate determination 
of the dimensions. An image acquired in the real measure-
ment campaign showing in- and out-of-focus bubbles is 
presented in Fig. 8.

4.3  Code validation

4.3.1  Generation of synthetic data

The developed routine for bubble detection and ellipse fit-
ting was tested and verified using synthetic bubble swarms 
inside a tube of size d = 450 pix and h = 600 pix. There-
fore, ellipsoids of random size, position and orientation 
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Fig. 6  Boundary detection and segmentation: a boundary along 
the object, b unfiltered curvature, c filtered curvature, d segmented 
boundary and curvature peaks

Fig. 7  Ellipse fitting: a without additional fitting criteria, b with 
additional fitting criteria, c example of fitted ellipse over one periodic 
unit
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were generated to investigate the effect of overlapping 
shadows and bubble’s axis orientation. The major semi-axis 
a of the ellipsoids is designed to lay within a normal distri-
bution of the measured values. Table 4 shows the simula-
tion parameters of the major semi-axis a. The minor semi-
axes b (0.65 · a < b < 1 · a) and c (0.85 · a < c < 1.15 · a) 
are dependent on the major semi-axis a and uniformly dis-
tributed inside the given intervals.

Small, medium and large bubbles have been generated 
to check the influence of the bubble size on the detection 
algorithm. The real bubble size measured in the experi-
ments inside the structure (db,mean/dpipe = 0.061− 0.1114) 
is in the range between small- and medium-sized synthetic 
bubbles. Therefore, the decision is made to further dis-
cuss the error for small bubbles. Figure 9 shows synthetic 
images at hold-ups of 0.5, 2.5 and 4.5 %. A total of 1500 
images per hold-up were analyzed.

4.3.2  Evaluation of synthetic data

The projection of the ellipsoidal bubbles results in bubble 
shadow images. From this two-dimensional images, the 
diameter, surface area and volume of the original bubble 
should be determined. The challenge is that it is not known 
from a shadow image whether the original bubble is pro-
late or oblate. For the calculation of the bubble diameter, 
volume and surface area, different formulas are applica-
ble, depending on the bubble shape. Either the quantities 
are calculated by a spherical approach where the major and 
the minor semi-axes are weighed equally, see Eqs. 6–8, or 
an ellipsoidal approach is used with one semi-axis being 
weighed more, see Eqs. 9–11 for oblate and Eqs. 12–14 for 
prolate ellipsoids.

where db (mm): bubble diameter, a (mm): major semi-
axis, b (mm): minor semi-axis, Vb (mm3): bubble volume,  

(6)db,sp = 2
√
a · b

(7)Vb,sp =
4

3
π · a3/2 · b3/2

(8)Ab,sp =π · db,sp2 = 4π · a · b

(9)db,o = 2(a2 · b)1/3

(10)Vb,o =
4

3
π · a2 · b

(11)Ab,o = 2π · a2 ·
(

1+
1− e2

2
tanh −1e

)

(12)db,pr = 2(a · b2)1/3

(13)Vb,pr =
4

3
π · a · b2

(14)Ab,pr = 2π · b2 ·
(

1+
a

b · e
sin −1e

)

Table 3  Error estimation of out-of-focus bubbles

Location Size (pix) Error (%)

In-focus 145.5 Benchmark

−10 mm 159.2 9.4

+10 mm 148.8 2.3

Fig. 8  Raw image showing in- and out-of-focus bubbles in the struc-
ture for a real measurement

Table 4  Simulation parameters for synthetic data

Small Medium Large

amean (pix) 20 30 40

σ a (pix) 10 10 10

amin (pix) 7 10 15

db,mean/dpipe (−) 0.0858 0.1209 0.1525

Fig. 9  Synthetic data of small bubbles, hold-up variation: a 
ε = 0.5%, b ε = 2.5%, c ε = 4.5%
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Ab (mm2): bubble surface and e (−): numerical eccentricity 
of the ellipsoid with e2 = 1− b2

a2
.

The values obtained from the bubble detection routine 
and Eqs. 6–14 are compared to the real quantities of the 
synthetic bubbles, and the relative error is calculated. Addi-
tionally, the projection void fraction is determined from the 
synthetic data and plotted versus the hold-up, see Fig. 10.

In Fig. 11, the relative error of the number of bubbles is 
plotted versus the hold-up. It can be seen that the number of 
bubbles is underestimated. The problem is the overlapping 

of bubble shadows, where bubbles are hidden behind each 
other and stay undetected. This effect is increased at higher 
hold-ups as more bubbles are present. For smaller bubbles, 
the effect is stronger as the probability of shadow overlap-
ping is higher due to an increased projection void fraction, 
see Fig. 10.

The overlapping not only decreases the number of 
detected bubbles, but increases the measured diameter. 
Figure 12 shows the relative error of the arithmetic mean 
diameter plotted versus the hold-up for small bubbles. 
Overestimation of the diameter occurs for bubble shadows 

Fig. 10  Projection void fraction plotted versus the hold-up for the 
generated synthetic data

Fig. 11  Relative error of the number of bubbles (definition of bubble 
size, see Table 4)

Fig. 12  Relative error of the arithmetic mean bubble diameter for 
small bubbles

Fig. 13  Relative error of the Sauter mean bubble diameter for small 
bubbles
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which are not completely overlapping, but overlapping as 
much as the detection routine cannot find any curvature 
peaks between two or more bubbles. Therefore, the ellipse 
is drawn around more than only one bubble increasing the 
diameter. At low hold-ups, the arithmetic mean bubble 
diameter is underestimated. This is explained by the fact 
that we cannot be sure to measure the major axis in the 
image. The major axis may be directed perpendicular to the 
image plane and stay hidden. In such cases, we only detect 
the two minor axes and underestimate the dimensions with 
all approaches.

Up to a hold-up of 2 %, the arithmetic mean diameter is 
best approximated by equally weighing the major and minor 

semi-axes. Therefore, the spherical approach for the calculation 
of the arithmetic mean diameter is used. The limitation of the 
hold-up at 2 % is well justified as it represents the maximum 
hold-up in the measurements.

The result that the spherical approach is the most suit-
able can be explained by the fact that the investigated syn-
thetic spheroids are close to spheres with a tendency to be 
prolate ellipsoidal. In reality, we also have rather round or 
slightly prolate ellipsoidal bubbles but never oblate ellip-
soidal bubbles. Oblate ellipsoidal bubbles can be found in 
purely buoyancy-driven bubbly flows for rather large bub-
bles. In the streamed structure, spherical and prolate ellip-
soidal bubbles are predominant due to the small bubble size 
and acceleration and deceleration effects.

Similarly to the arithmetic mean diameter, the Sauter 
mean diameter is determined and the relative error is plot-
ted versus the hold-up, see Fig. 13. The Sauter mean diam-
eter is best determined using the prolate approach. Nev-
ertheless, up to a hold-up of 2 %, the spherical approach 
shows good results as well. With respect to all other quanti-
ties, it was decided to use the spherical approach to deter-
mining the Sauter mean diameter from the measurements.

The same analysis is carried out for the gas volume 
and interfacial area. The spherical approach delivers good 
results for all quantities up to a hold-up of 2 %.

Figure 14 is summarizing the results for the small bub-
bles evaluated with the spherical approach. The relative 
error is plotted versus the hold-up, including an estimation 
of the total gas volume and total interfacial area.

All averaged quantities, such as the arithmetic mean 
bubble diameter, Sauter mean diameter, mean bubble 
volume and mean interfacial area are only depending on 
the semi-axes but not on the total number of bubbles. 
The relative errors of these quantities are acceptable in 
the measurement range up to 2 % hold-up. Maximum 
errors for the mean bubble surface are −2.89 % and 
for the mean bubble volume 18.93  %. It can be seen 
that the averaged quantities are generally overestimated 
due to the fact that the semi-axes are generally overes-
timated for highly overlapping bubbles, as explained 
above.

The global quantities, such as the total gas volume 
and total interfacial area are additionally depending on 
the number of bubbles. Therefore, the global quanti-
ties are generally underestimated as the number of bub-
bles is underestimated. The error range for a hold-up of 
up to 2  % is given by 1.711  % for the total gas volume 
and −17.39 % for the number of bubbles. These global 
quantities are very important as they are needed to deter-
mine the slip as well as the volume-specific interfacial 
area available for mass transport. Therefore, it is of great 
importance to accurately measure the total gas volume 
and total interfacial area.

Fig. 14  Relative error of all quantities for the spherical approach 
for small bubbles

Fig. 15  Mean bubble diameter plotted along the porous structure
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Summarizing the code validation, it can be seen that all 
quantities can be determined with an accuracy of ±20% at 
hold-ups of up to 2 %. The average—local—quantities are 
generally overestimated as they are only depending on the 
measured semi-axes. The global quantities are depending 
on the bubble size and the number of bubbles and are gen-
erally underestimated.

5  Results

The goal of this investigation is to determine global quanti-
ties, such as the total interfacial area, gas hold-up and slip. 

Therefore, the number of bubbles and the bubble size are 
determined from the acquired images. In the following fig-
ures, the white markers indicate measurements inside the 
structure. The black markers indicate measurements up- and 
downstream of the structure in an empty tube of 20 mm in 
diameter.

5.1  Bubble size, shape and size distribution

In Fig. 15, the arithmetic mean diameter and the Sauter mean 
diameter are plotted along the porous structure. As expected, 
the Sauter mean diameter is larger than the arithmetic mean 
diameter. In the following, both mean diameters are called 
mean bubble diameter if the results are the same for both 
definitions. The mean bubble diameter at the inlet is about 
3 mm for the three investigated Reynolds numbers. It can be 
seen that bubbles are mainly broken up in the first four to six 
periodic units. For higher Reynolds numbers, the mean bub-
ble diameter at the outlet of the structure is smaller. Accel-
eration, deceleration and the corresponding shear stresses, 
turbulent eddies as well as the wall contact of bubbles are 
assumed to have the main influence on the bubble break-up.

The decrease in the bubble diameter at the exit of the 
structure (PU = 12–14) can be explained by the shape of 
the bubbles. Bubbles at the outlet have a more uniform 
and spherical shape, where inside the structure, the ratio of 
minor to major semi-axis is smaller. Figure 16 shows the 
ratio of minor to major semi-axis along the porous struc-
ture. It can be seen that the ratio of b/a is increased along 
the structure. Especially at the outlet, a significant step can 
be observed. In the calculation of the mean diameter, the 
semi-axes are weighed equally. Therefore, the mean diam-
eter is slightly overestimated for spheroids where b/a is 
small.

Fig. 16  Ratio of minor to major semi-axes (b/a) plotted along 
the porous structure

Fig. 17  Histogram of the bubble size, Re = 199, ε = 3.2%

Fig. 18  Mean bubble diameter plotted versus the Reynolds number 
for three different volumetric transport fractions
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Another reason for the drop of the mean diameter may 
be the bubble size distribution-related rising velocity. 
Larger bubbles will flow faster at the outlet, as the buoy-
ancy force has a much larger influence and is not hin-
dered by the structure. Therefore, more smaller bubbles 
are captured per image as they rise slower than the larger 
bubbles.

For a better understanding of the bubble size evolution, 
a histogram is given in Fig. 17. The bubbles coming from 
the sparger have a very uniform diameter of about 3 mm 
and are broken up in the first periodic unit into bubbles of a 
wide size range. Further downstream the structure, the dis-
tribution is getting more narrow and the bubbles are col-
lected in less size classes.

In the eighth periodic unit, the mean bubble diameter 
was investigated for five different Reynolds numbers and 
three hold-ups. The eighth periodic unit is chosen as the 
flow is developed at this point and it is not too close to the 
exit. In Fig. 18, the mean diameter is plotted versus the 
Reynolds number. It can be seen that the main influence on 
the bubble size is coming from the fluid velocity. At higher 
Reynolds numbers, the bubbles are broken up into smaller 
bubbles. This is explained by the higher shear rates and 
velocity fluctuations.

Apart from the influence of the liquid velocity, the 
influence of the volumetric transport fraction is shown in 
Fig. 18. It can be seen that the influence is rather small. 
Nevertheless, it shows a larger mean diameter at higher 
volumetric transport fractions. This can be explained by 
the effect of an increased collision probability as more 
bubbles are in the structure. Higher collision probabil-
ity will lead to more coalescence and therefore to larger 
bubbles.

5.2  Interfacial area, hold‑up and slip

The main feature of the developed measurement technique 
lies in the detection and separation of overlapping bubble 
shadows inside complex geometries. It allows the determi-
nation of global quantities, such as the total interfacial area, 
hold-up or slip. In Fig. 19, the total interfacial area is plot-
ted versus the Reynolds number.

The total interfacial area in the eighth periodic unit is 
increased with increasing liquid and gas flow rate. Two 
effects explain this behavior: (1) A higher gas flow rate 
must increase the total surface area if the bubble size is not 
increased. (2) Higher liquid flow rates increase the turbu-
lence and therefore the bubble break-up.

Fig. 19  Total interfacial area in periodic unit 8 plotted versus the 
Reynolds number

Fig. 20  Specific interfacial area in periodic unit 8 plotted versus the 
Reynolds number

Fig. 21  Gas hold-up plotted versus the Reynolds number
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With respect to chemical reactions inside the structure, 
it is clear that a large interfacial area is of great interest 
for mass transport. Nevertheless, the information obtained 
from Fig. 19 is not sufficient. The specific interfacial area 
must be calculated relating the interfacial area to the gas 
volume.

Figure 20 shows the specific interfacial area plotted ver-
sus the Reynolds number. Now it is clear that the best con-
ditions are given by lower volumetric transport fractions at 
medium Reynolds numbers. This is explained by the effect 
given in Sect. 5.1; at high volumetric transport fractions, 
bubbles will coalesce and form larger bubbles.

Such large bubbles cannot be broken up in flows with 
low Reynolds numbers as they do not bring enough energy 
into the system. For increasing fluid velocity, the interfacial 
area is increased for all volumetric transport fractions up to 
a Reynolds number of about 200. At high Reynolds num-
bers, the curve levels off and the specific interfacial area is 
not increased anymore. A similar change was seen in the 
mean diameter shown in Fig. 18. No clear explanation can 
be given as stated above. It is assumed that at higher turbu-
lence the collision frequency and the corresponding coales-
cence rate is increased.

Summarizing the obtained information, it can be seen 
that a suitable Reynolds number and volumetric transport 
fraction must be found to optimize the operating condi-
tions for every type of static mixer or tubular reactor. In this 
work, this optimized value is given at a rather low volumet-
ric transport fraction at a Reynolds number of about 200 for 
the designed porous structure.

In Fig. 19, it can be seen that the interfacial area is 
depending on the volumetric transport fraction. To gain 
better insight, the hold-up is determined and plotted versus 
the Reynolds number shown in Fig. 21. It can be seen that 

the hold-up is increased for higher Reynolds numbers. The 
effect that the Reynolds number increases the hold-up at a 
constant volumetric transport fraction is explained by the 
lower slip between the phases. It shows that the volume is 
increased and the specific interfacial area stays constant 
from this point on.

Figure 21 also shows an increase in the hold-up for 
higher volumetric transport fractions. It is clear that for 
higher gas flow rates, the hold-up is increased too. The 
influence of the volumetric transport fraction on the hold-
up prevails compared to the influence coming from the liq-
uid velocity.

Finally, the slip between gaseous and liquid phase is 
determined from the volumetric transport fraction and 
hold-up using Eq. 15. In Fig. 22, the slip is plotted along 
the structure.

The slip right upstream the structure is much larger than in 
the first periodic unit, indicating that large bubbles inside 
the empty pipe gain a large part of their velocity from the 
buoyancy force. Once they reach the structure, the bubbles 
are broken up and the buoyancy force is reduced as the 
volume of the bubble is decreased. Additionally, the walls 
block the path of the bubble motion and slow down the 
bubbles movement. As soon as the bubble leaves the porous 
structure, this path is not blocked anymore and the bubble 
rising velocity is increased again, see periodic units 13–14. 
It also shows that the influence of the buoyancy force is 
more important than the velocity of the liquid phase at low 
Reynolds numbers. Generally, bubbles are slowed down 
inside the porous structure allowing a better transport of 
mass due to a longer residence time.

6  Conclusion

Shadow imaging is applied to a bubbly gas–liquid two-
phase flow inside a porous structure. Optical access is 
provided by index matching of the liquid phase and the 
structure material. The developed routine for bubble 
detection and sizing allows overlapping bubble shadows 
to be measured. It is shown that the developed technique 
is a valuable tool for volumetric two-phase flow measure-
ments inside complex geometries. Important global quan-
tities, such as gas hold-up or total interfacial area can be 
measured with only one camera. The accuracy is evalu-
ated by running synthetic data. A maximum error range 
of ±20% was determined for all quantities at hold-ups of 
up to 2 %.

It is shown that the specific interfacial area can be opti-
mized by adjusting the volumetric transport fraction and 

(15)s =
ε̇ · (1− ε)

ε · (1− ε̇)

Fig. 22  Slip plotted along the porous structure
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the Reynolds number. A low volumetric transport fraction 
is good as the bubble collision probability is kept small. 
The collision probability is directly related to the coa-
lescence of bubbles and therefore disadvantageous if the 
specific surface area must be increased for a better mass 
transfer.

On the one hand, the Reynolds number should be 
high enough to carry enough energy to break the bub-
bles. On the other hand, the Reynolds number should 
not be too large as the slip between the phases is 
decreasing. A decreased slip is responsible for a larger 
hold-up inside the structure. The collision probability 
is increased for a higher hold-up as more bubbles are 
present. Therefore, the mean diameter of the bubbles 
is increased and the specific interfacial area cannot be 
enlarged further.
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