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Tests of quantum mechanics on a macroscopic scale
require extreme control over mechanical motion and
its decoherence [1–4]. Quantum control of mechanical
motion has been achieved by engineering the radiation-
pressure coupling between a micromechanical oscilla-
tor and the electromagnetic field in a resonator [5–8].
Furthermore, measurement-based feedback control re-
lying on cavity-enhanced detection schemes has been
used to cool micromechanical oscillators to their quan-
tum ground states [9]. In contrast to mechanically teth-
ered systems, optically levitated nanoparticles are par-
ticularly promising candidates for matter-wave experi-
ments with massive objects [10, 11], since their trapping
potential is fully controllable. In this work, we optically
levitate a femto-gram dielectric particle in cryogenic
free space, which suppresses thermal effects sufficiently
to make the measurement backaction the dominant de-
coherence mechanism. With an efficient quantum mea-
surement, we exert quantum control over the dynamics
of the particle. We cool its center-of-mass motion by
measurement-based feedback to an average occupancy
of 0.65 motional quanta, corresponding to a state pu-
rity of 43%. The absence of an optical resonator and its
bandwidth limitations holds promise to transfer the full
quantum control available for electromagnetic fields to
a mechanical system. Together with the fact that the
optical trapping potential is highly controllable, our
experimental platform offers a route to investigating
quantum mechanics at macroscopic scales [12, 13].

Introduction. Mechanical oscillators with small dissi-
pation have become indispensable tools for sensing and
signal transduction [14–18]. In optomechanics, such os-
cillators are coupled to a light field to read out and con-
trol the mechanical motion at the fundamental limits set by
quantum theory [8]. A landmark feat in this context has
been cavity-cooling of micromechanical oscillators to their
quantum ground state of motion using dynamical backac-
tion [5, 6].

The remarkable success of cavity optomechanics as a
technology platform attracted the attention of a scientific
community seeking to test the limitations of quantum the-
ory at macroscopic scales [13, 19–22]. A particularly ex-
citing idea is to delocalize the wave function of a massive
object over a distance larger than its physical size [12].
This regime is outside the scope of mechanically clamped
oscillators and requires systems with largely tunable po-
tentials, such as dielectric particles levitated in an optical

trap [10, 11]. The optical intensity distribution in a laser
focus forms a controllable conservative potential for the
particle’s center-of-mass motion [23]. A prerequisite for
investigating macroscopic quantum effects is to prepare the
particle in a quantum mechanically pure state, such as its
motional ground state. Subsequently, the trapping potential
can be switched off [24], allowing for coherent evolution
of the particle in the absence of decoherence generated by
photon recoil heating [25, 26]. Furthermore, other sources
of decoherence, such as collisions with gas molecules and
recoil from blackbody photons, must be excluded [27, 28].
A cryogenic environment can provide both the required ex-
treme high vacuum and the sufficiently low thermal popu-
lation of the electromagnetic continuum.

Cavity-control of the center-of-mass motion of a lev-
itated particle has made tremendous progress in recent
years [29–31], and ground-state cooling by dynamical
back-action has recently been reported [32]. An alterna-
tive approach to purify the particle’s motional state relies
on measurement-based feedback [23, 33–37]. To operate
this technique in the quantum regime requires performing
a measurement whose quantum backaction represents the
dominant disturbance of the system [25, 26]. In addition,
the result of this measurement needs to be recorded with
sufficient efficiency, to compensate the measurement back-
action by the feedback system [9, 38, 39]. Borrowing tech-
niques developed for tethered optomechanical systems [9,
39–41], levitated particles have been feedback-cooled to
single-digit phonon occupation numbers [42], where first
signatures of their motional ground state have been ob-
served [43]. These studies suggest that ground-state cool-
ing of mechanical motion without enhancing light-matter
interaction with an optical resonator is possible with suf-
ficiently high detection efficiency. Such a cavity-free op-
tomechanical system would be unrestricted by the limita-
tions regarding bandwidth, stability, and mode-matching
associated with an optical resonator.

In this work, we optically levitate a nanoparticle in a
cryogenic environment and feedback-cool its motion to
the quantum ground state. Our feedback control relies on
a cavity-free optical measurement of the particle position
that approaches the minimum of the Heisenberg relation to
within a factor of two.

Experimental system. In Fig. 1a we show our experi-
mental system. We generate a single-beam dipole trap
by strongly focusing a laser (Pt ∼ 1.2 W, wavelength
λ = 1550 nm, linearly polarized along the x axis) with
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Figure 1. Experimental setup. (a) An electrically charged silica
nanoparticle is optically levitated in a cryogenic environment. The
light scattered back by the particle is split between the heterodyne
and the homodyne receivers. The homodyne signal is filtered, and
fed back as an electric force to the particle to cool its center-of-
mass motion along the optical axis. (b) Power spectral density of
the parametrically pre-cooled center-of-mass oscillation modes (pur-
ple) along the z, x, and y axis (at 77 kHz, 202 kHz, and 249 kHz,
respectively). In green we plot the LO noise floor.

an aspheric trapping lens (numerical aperture 0.75). A
dipolar dielectric scatterer in the focal region experiences
a three-dimensional confining potential, which is harmonic
for small displacements from the focal center. In our ex-
periments, we trap a single, electrically charged spherical
silica nanoparticle (diameter 100 nm, mass m ∼ 1 fg).
The resonance frequency of the particle’s center-of-mass
motion along the optical axis z is Ωz/(2π) = 77.6 kHz
(see Fig. 1b). The resonance frequencies in the focal plane
are Ωx/(2π) = 202 kHz along and Ωy/(2π) = 249 kHz
perpendicular to the axis of polarization.

To suppress heating due to collisions with gas molecules,
we operate our optical trap inside a 4 K cryostat. On the
holder of the trapping lens, we measure a temperature of
60 K, which results from heating due to residual optical ab-
sorption (see Supplementary). The cryogenic environment
reduces the thermal energy of the gas molecules, and si-
multaneously lowers the gas pressure by cryogenic pump-
ing. An ionization gauge located in the outer chamber (at
295 K) of the cryostat reads a pressure of 3 × 10−9 mbar,

which we treat as an upper bound for the pressure at the
location of the particle. To stabilize the particle inside the
trap and to avoid nonlinearities of the trapping potential,
we pre-cool the particle’s motion in the three dimensions
using parametric feedback [34]. In the following, we fo-
cus our attention on the motion along the optical z axis.

The detection of the particle’s motion relies on the fact
that its position is predominantly encoded in the phase of
the light scattered back into the trapping lens [44]. This
backscattered field is directed by an optical circulator to
the detection setup, where 90% (10%) of the signal is sent
to a homodyne (heterodyne) receiver. These receivers con-
vert the phase of the optical field into an electrical signal.
We use the homodyne measurement for feedback-control,
and the heterodyne signal for an independent out-of-loop
measurement of the particle’s motion.

Feedback cooling to the ground state. Our experimental
platform is a cavity-free optomechanical system, perform-
ing a continuous measurement of the displacement of the
particle [8, 10]. According to quantum theory, this mea-
surement inevitably entails a backaction. For the levitated
particle, this quantum backaction is associated with the ra-
diation pressure shot noise arising from the quantization
of the light field’s linear momentum [26]. Importantly,
with a sufficiently efficient detection system in place (see
Supplementary), it is possible to apply a feedback force
to the particle that fully balances the effect of the backac-
tion [9, 38, 40].

We deploy a feedback method termed cold damping [38,
45]. In this scheme, a viscous feedback force is derived
from the measurement signal, increasing the dissipation
while adding a minimum amount of fluctuations. Our feed-
back circuit is a digital filter that electronically processes
the homodyne signal in real-time. The filter mainly com-
prises a delay line to shift the phase of the frequencies
near Ωz by π/2 (see Supplementary). This procedure ex-
ploits the particle’s harmonic motion to estimate the ve-
locity from the measured displacement. The filtered signal
is applied as a voltage to a pair of electrodes located near
the nanoparticle, actuating the feedback via the Coulomb
force.

We now turn to the analysis of the particle’s motional
energy under feedback. Our first method to extract the
phonon population of the particle relies on Raman side-
band thermometry [43, 46, 47]. To this end, we analyze
the signal recorded on the heterodyne receiver (see Sup-
plementary), which provides an out-of-loop measurement
of the motion of the particle [37]. The power spectral
density (PSD) [48] of both the red-shifted Stokes side-
band S̄rr(Ω) and of the blue-shifted anti-Stokes sideband
S̄bb(Ω) (Fig. 2a) show a Lorentzian lineshape on top of
a white noise floor. Importantly, the total noise power in
the two sidebands is visibly different. From this sideband
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Figure 2. Quantum ground state verification via out-of-loop measurements. (a) Stokes (red circles) and anti-Stokes (blue circles) sidebands
measured by the out-of-loop heterodyne detector, at the largest electronic feedback gain. The black lines are fits to Eqs. (1), from which we
extract the sideband powers. From their ratio, we extract a final occupation of n̄ = 0.66±0.08. (b) Real (purple circles) and imaginary (green
circles) parts of the cross-power spectral density between the Stokes and anti-Stokes sideband, together with theoretical fits (black lines). We
calibrate the vertical axis using the imaginary part, and we extract a final occupation of n̄ = 0.64± 0.09 from the real part.

asymmetry, we can extract the phonon population by fitting
our data to the expressions

S̄rr(Ω) = S̄r
bg +R|χeff(Ω)|2(n̄+ 1), (1a)

S̄bb(Ω) = S̄b
bg +R|χeff(Ω)|2n̄, (1b)

with S̄r,b
bg the spectral background floor, R = mγeff~Ωz/π

a scaling factor, χeff(Ω) = m−1/(Ω2
z − Ω2 − iγeffΩ) the

effective mechanical susceptibility modified by the feed-
back, γeff the effective linewidth including the broadening
due to feedback, and n̄ the average phonon occupation of
the mechanical state.

From the fit of our data (solid lines in Fig. 2a), we ex-
tract a linewidth of γeff/(2π) = 11.1 kHz together with a
residual occupation of n̄ = 0.66±0.08, corresponding to a
ground-state occupancy of 1/(n̄+ 1) = 60%. The error is
obtained by propagating the standard deviation (s.d.) of the
fitted areas. We note that the method of Raman thermome-
try does not rely on any calibration of the system. Instead,
it is the zero-point energy of the oscillator which serves as
the absolute scale all energies are measured against.

As a second method to infer the residual phonon popu-
lation of the particle under feedback, we analyze the cross-
correlations between the two measured sidebands [49, 50].
In Fig. 2b, we show the real part of the measured cross cor-
relation Re(Srb) (purple) and its imaginary part Im(Srb)
(green). We fit the data to a theoretical model given by (see
Supplementary)

S̄rb(Ω) = R|χeff(Ω)|2
(
n̄+

1

2
+

i
2

Ω2 − Ω2
z

γeffΩz

)
. (2)

Importantly, the imaginary part of the cross-correlation is
independent of the phonon population n̄. It arises purely
from the zero-point fluctuations and can thus serve to cal-
ibrate the real part, from which we extract a phonon occu-
pation of n̄ = 0.64 ± 0.09. The error is obtained from
the propagation of the uncertainties (s.d.) in the fitted pa-
rameters. This result is well in agreement with the value
extracted from the sideband asymmetry.

Quantum measurement. Efficient quantum measure-
ment is a prerequisite for stabilizing the levitated nanopar-
ticle in its quantum ground state via feedback. In the fol-
lowing, we perform a detailed analysis of our measurement
system. To this end, we analyze the measurement record of
our in-loop homodyne receiver and derive the measurement
efficiency ηmeas, that is, the amount of information gath-
ered per disturbance incurred [51]. In Fig. 3a we show,
in dark red, the homodyne spectrum acquired at the low-
est feedback gain labelled by the set gain gel = 0 dB
(γeff = 2π × 21.9 Hz). At such low gain, the measured
fluctuations on resonance largely exceed the imprecision
noise and the feedback solely leads to a broadening of the
mechanical susceptibility. In this regime, the imprecision
noise fed back as a force does not play any role, and can be
safely ignored. Upon calibration via an out-of-loop energy
measurement at a moderate gain (at gel = 25 dB), we fit
the observed spectrum to (see Supplementary)

S̄hom
zz (Ω) = S̄imp + |χeff(Ω)|2S̄ tot

FF , (3)

where S̄ tot
FF = ~2Γtot/(2πz

2
zpf) is the total force noise

PSD, S̄imp = z2
zpf/(8πΓmeas) is the imprecision noise
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Figure 3. In-loop analysis of the feedback system. (a) Single-sided displacement spectra measured by the in-loop homodyne detector, at
different electronic gains gel. We exclude three narrow spectral features from the analysis (see Supplementary). The black lines are fits to a
theoretical model (see Supplementary). (b) Mechanical occupations extracted from integrating the computed position and momentum spectra,
which are based on parameters estimated from the in-loop spectra. The solid black (dotted grey) line is a theoretical model assuming an ideal
delay filter (cold damping). The horizontal grey line corresponds to the occupation of the conditional state, stemming from the performed
measurements. The error bars reflect the standard deviation (s.d.) in the fitted parameters, as well as the statistical error on the calibration
method.

PSD, and z2
zpf = ~/(2mΩz) denotes the zero-point fluc-

tuations of the oscillator. We note that these two spec-
tral densities can be equivalently written in terms of a
measurement rate Γmeas = ηdΓqba (with Γqba the deco-
herence rate due to the quantum backaction, and ηd the
overall detection efficiency), and a total decoherence rate
Γtot = Γqba+Γexc = γeff(n̄+1/2) (with Γexc the decoher-
ence rate in excess of quantum backaction). From the fit,
we extract a measurement rate of Γmeas/(2π) = (1.33 ±
0.04) kHz and a total decoherence rate of Γtot/(2π) =
(5.5 ± 0.3) kHz. The measurement rate approaches the
total decoherence rate, giving a measurement efficiency of
ηmeas = Γmeas/Γtot = 0.24 ± 0.02, which is bounded
by ηmeas ≤ 1 according to the Heisenberg measurement-
disturbance relation [46, 51, 52].

Next, we characterize the role of the feedback gain in
our system. To this end, we record homodyne spectra at
increasing gain settings, as shown in Fig. 3a. For small
gain values, the feedback only increases the mechanical
linewidth. For high gain values however, the spectra flatten
and even dip below the imprecision noise, an effect known
as noise squashing [40]. In this case, the feedback-induced
correlations become dominant and increase the displace-
ment fluctuations, rather than reducing them. We fit each
spectrum to a full in-loop model, where we independently
characterize the transfer function of the electronic loop (see
Supplementary). Then, we use the results of the fits to com-
pute the effective linewidths and the phonon occupations,
shown in Fig. 3b. At the highest gain, we estimate an oc-

cupation of n̄ = (0.65± 0.04), consistent with both other
methods described above. Based on the estimated mea-
surement and total decoherence rates, we calculate a theo-
retical model for the occupations under a pure delay filter
(black line in Fig. 3b). For comparison, we show the the-
oretical results achievable under ideal cold damping [38]
in the limit of γeff � Ωz (dotted grey line). In this case,
an induced linewidth of γeff corresponds to an occupation
n̄ = Γtot/γeff + γeff/(16Γmeas) − 1/2 [37], dependent
only on the measurement and decoherence rates.

Discussion and outlook. In summary, we have achieved
quantum control over the motion of a levitated nanosphere.
This control relies on the high reported measurement ef-
ficiency of 24%, comparable to what has been achieved
with tethered micromechanical resonators [9], atomic sys-
tems [53], and superconducting circuits [54]. As an ex-
ample of measurement-based quantum control, we have
experimentally stabilized the nanoparticle’s motion in its
quantum ground state via active feedback. The prepared
quantum state has a residual occupation of n̄ = 0.65
phonons, corresponding to a purity of 1/(1 + 2n̄) = 43%.
Under optimal control, achievable by optimization of the
feedback circuit, we expect to reach the same occupation as
the conditional state [51, 55], that is, n̄cond ≈ (1/

√
ηmeas−

1)/2 = 0.5 (see Fig. 3b). Our experiment approaches
this limit to within 30%. Notably, this is the first time
that quantum control of mechanical degrees of freedom has
been achieved without the use of an optical resonator. In
a study conducted in parallel to ours, similar results have
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been achieved with an optimal-control approach [56]. Our
cavity-free platform allows overcoming the bistability in
continuously operated optomechanical cavities, which lim-
its the fastest achievable control time, 1/Γqba, to roughly
the mechanical oscillation period 2π/Ωz [8]. The control
time 1/Γqba is inversely proportional to the particle’s vol-
ume. When the excess decoherence is negligible, we ex-
pect to achieve 1/Γqba ≈ 1/Γtot = 1µs for a 300-nm-
diameter nanosphere, well below the measured period of
2π/Ωz = 13µs. This opens the door for fast continuous
and pulsed displacement measurement [57, 58].

Importantly, we conduct levitated-optomechanics exper-
iments in a cryogenic environment for the first time. This
represents a milestone towards the generation of genuine
macroscopic quantum states of a nanosphere, which would
require extremely low levels of decoherence [12]. On the
one hand, cryogenic pumping can achieve extreme-high-
vacuum in excess of 10−17 mbar [59], suppressing de-
coherence due to gas collisions. On the other hand, sil-
ica nanospheres quickly thermalize at the temperature of
the surrounding cryogenic environment once the laser is
switched off. This drastically reduces the decoherence due
to emission of blackbody photons. For a trapping field in-
tensity of 300 mW/µm2, the bulk heating rate due to op-
tical absorption is estimated to be approximately 2 K/ms
[60]. By switching on the optical field only for the needed
duration of 1/Γmeas ≈ 100 µs to stabilize the ground
state [61], we can maintain the internal temperature of the
nanosphere in equilibrium with the surrounding cryogenic
environment. At the measured temperature of 60 K and at
a pressure of 10−12 mbar, well within the reach of state-
of-the-art cryostats [62], we estimate a coherent evolution
time of around 50 ms [28]. This would be sufficient to co-
herently expand the quantum wave function up to a size
comparable with the nanosphere itself, opening the doors
for exploring macroscopic quantum effects [63].
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