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Abstract. We report a measurement of the reflection of ultracold neutrons from flat, large-area plates of
different Fermi potential materials with low surface roughness. The results were used to test two diffuse
reflection models, the well-known Lambert model and the micro-roughness model which is based on wave
scattering. The Lambert model fails to reproduce the diffuse reflection data. The surface roughness b
and correlation length w, obtained by fitting the micro-roughness model to the data are in the range
1 ≤ b ≤ 3 nm and 10 ≤ w ≤ 120 nm, in qualitative agreement with independent measurements using
atomic force microscopy.

1 Introduction

Measuring the reflection of ultracold neutrons (UCN) from
low-roughness reflectors allows testing diffuse reflection
models. Neutron reflection is a specific example of the
general problem of wave scattering from surfaces, a funda-
mental topic in physics since the development of geomet-
rical optics. Diffuse (or non-specular) reflection was intro-
duced in 1760 by Lambert [1] and still today the Lambert
model (LM) is the baseline “diffuse” model implemented
in most simulation packages. Later extensions to other fre-
quency ranges and particles led to an immense broadening
of the field, now encompassing many applications ranging
from X-ray and neutron physics to topics in geology, the
study of planet surfaces, sound and radar imaging, etc.,
see, e.g., [2,3]. Work relevant to reflection of X-rays and
neutrons from rough surfaces has been performed over the
last decades, see, e.g., [4–6].

UCN have relatively long wavelengths (λ ≥ 50 nm)
and are totally reflected under any angle of incidence from
suitable materials. They allow, e.g., to measure the neu-
tron lifetime and its electric dipole moment, important
observables to test the standard model of particle physics

a e-mail: reinhold.henneck@psi.ch
b Now at Queens University, Kingston, Canada.
c Now at Gutenberg University, Mainz, Germany.

(see, e.g., [7–9]). Already in 1972, Steyerl [10] and Igna-
tovich [11] developed descriptions of UCN scattering from
real surfaces, termed here micro-roughness (MR) models.
Similar to the description of acoustic-wave scattering [12],
they are based on distorted Green’s functions and equiva-
lent to the distorted-wave Born approximation treatment
employed later [5,6,13]. The surface is treated as a pertur-
bation of an ideally smooth plane causing diffuse scatter-
ing through diffraction and interference. The MR model
is applicable to high-quality reflectors with surface rough-
ness b � λ, leading to low values of the diffuse reflection
probability dMR, typically below a few percent. It is most
suitable for low-energy neutrons at angles less than the
critical angle (as is the case of UCN). While in the sec-
ond model used here, i.e. the Lambert model (LM), the
reflected intensity follows a cosine distribution irrespec-
tive of the angle of incidence and depends only on dLM,
MR diffuse reflection is characterized by the neutron en-
ergy, its angle of incidence and the roughness, correlation
length and composition of the surface. This can lead to
substantial deviations from LM-type reflection.

Both descriptions, the LM as well as the MR model,
are formulated in terms of reflection probabilities and can
be readily implemented into Monte Carlo trajectory track-
ing codes (such as GEANT4-UCN [14]), which allow the
user to handle practically any geometry. For this reason we
did not consider the transport operator description devel-
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Fig. 1. (Colour on-line) Probability of non-specular surface reflection into unit solid angle, Ins(θf , Φf), given by the MR model
using VF = 220 neV, EUCN = 200 neV, b = 1 nm and w = 25 nm. Left panel for θi = 20◦, right panel for θi = 50◦; φi = 0◦ in
both cases. The crosses indicate the angles of incidence while the circles correspond to the 1st moments of Ins.

oped recently [15,16], which delivers, e.g., transition prob-
abilities between energy states or neutron transport inte-
grated over specific simple geometries and would require
major efforts for implementation into standard tracking
codes.

The UCN interaction with a material surface is given
by the coherent strong interaction, i.e. the Fermi (or
optical) potential, VF = V − iW , where V and W depend
on the nuclear properties of the surface (see, e.g., [17,
18]): V = 2πh̄2

m · N · a, W = h̄
2 · N · σ · v. Here, m and

v denote the neutron’s mass and velocity, N the atom
number density, a the bound coherent scattering length
and σ the loss cross-section. The real part, V , determines
the height of the potential barrier, while the neutron loss
is given by the imaginary part, W . Neutrons with velocity
normal to the material surface, vnorm ≤ vc =

√
2V/m

are totally reflected and designated UCN. For good,
high-Fermi potential reflectors like Be or diamond-like
carbon (DLC) V is ∼ 250 neV and the loss probability
per bounce, η = W/V , is around 10−3 to 10−4 at room
temperature, see, e.g, [18,19].

2 The micro-roughness model

The MR model of Steyerl [10,13] calculates diffuse reflec-
tion from microscopically rough surfaces using a Gaussian
correlation function. The latter is standard in the liter-
ature for describing surfaces without periodic structure,
for the treatment of other surface roughness models see,
e.g. [4–6]. The probability of non-specular reflection of an
UCN with wave vector k, incident at θi (φi = 0) to the
normal of a surface with rms roughness b and lateral cor-
relation length w is given by

Ins(θf , Φf) =
k4
c · (bw)2

8π · cos θi
|S(θi)|2|S(θf)|2

× exp
[
− (wk)2

2
(sin2 θi+sin2 θf−2 sin θi sin θf cos Φf)

]
, (1)

where, e.g., S(θi) = 2 cos θi/(cos θi + (cos2 θi − k2
c/k2)1/2).

Here, kc =
√

2mV
h̄2 is the critical wave vector for total

reflection and θf , φf are the angles after reflection.
This approach is valid for 2bkc ≤ 1, 2bk cos θi ≤ 1

and 2bk cos θf ≤ 1, restricting its validity to highly pol-
ished surfaces with b ≤ 5 nm for UCN. The non-specular
component Ins(θf , Φf) is sharply peaked about the di-
rection of specular reflection for long correlation lengths
((kw)2 � 1), while for shorter correlation lengths, i.e.
(kw)2 � 1, as in our case, it is typically a broad distribu-
tion with FWHM of ∼ 50◦ in θf , φf ; the average direction
depends on θi and can differ significantly from the specu-
lar direction. This is illustrated in fig. 1 for two different
angles of incidence.

From eq. (1) one obtains the total probability of diffuse
reflection for a given energy spectrum f(E, θi),

dMR(b, w, V ) =
∫

f(E, θi)Ins(θf , Φf)dEdθidΩf . (2)

It increases with b, w, V and E (for E ·cos2 θi < V ), while
it decreases with angle of incidence. It is considerably en-
hanced for E · cos2 θi ≤ V and a good test of the MR
model can be performed with UCN.

There are, to date, no stringent experimental tests. Ev-
idence for the MR model by ref. [20] is considered weak
since the fitted surface parameters were at the limit of
applicability and no independent measurements of these
parameters available. Experiments [21–23] do not allow
for a test, since they record either a very low [21,22] or
an unknown fraction of diffusely reflected neutrons [23].
Altarev et al. [24] applied the method of [25] to measure
both, the loss probability due to absorption and inelas-
tic up-scattering and the diffuse reflection probability for
a 3.4m long, beryllium-coated guide. Unfortunately, no
characterization of the surfaces was performed to relate
the extracted quantities to an independent analysis of the
surface roughness.

Improved knowledge about diffuse reflection is nec-
essary for the design of UCN optical instrumentation,
i.e. transport guides, microscopes and spectrometers (see,
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Fig. 2. (Colour on-line) Experimental setup; for details see
text. The thin line (in red on-line) represents a specularly re-
flected neutron trajectory passing through the system.

e.g., [17,18]). Guide transmission (typically over distances
of 5m) depends mainly on three factors, i) the loss per
bounce, η = W/V , ii) the Fermi potential and iii) the
amount of diffuse reflection. Diffuse reflection will lead to
diffusion-like transport (i.e. lower effective flow velocities)
and enhanced loss due to a higher number of wall colli-
sions, especially as the UCN can travel backwards. For
neutrons of total energy E > V the possible change in di-
rection will lead to loss when θi < θc (E cos2 θc = V ). Mea-
sured values for the transmission of practical guides are
≤ 0.85 per meter of length for 66mm diameter [17,18,24].
Since the number of reflections per meter is ∼ 6 from
simulation, it is obvious that diffusivity dominates trans-
port loss.

3 Experiment

Our experiment (see fig. 2) is a significantly improved
version of [23] and measures the transmission of a colli-
mated UCN beam through a gap defined by two flat sam-
ple plates (for details see [26]). The gap height defines the
number of reflections. The diffuse reflection component
leads to a decrease in transmission which depends on the
number of reflections and thus on the gap height.

After passing a thin Al foil (F) the UCN entered the
slit S1, which in combination with the Ni-coated mir-
rors M and the slit S2 collimated the beam entering the
plate pair at θi = (51 ± 3)◦. From simulation we know
that angles around 50◦ are most frequently encountered
in typical UCN guides. The upper plate (UP) could be
moved under vacuum conditions via micrometer screws
(MS) with a reproducibility of 5μm. For a given S2 slit
height (usually 2.5mm) the gap height s was varied be-
tween 3.5 and 6.0mm. Correspondingly, the average num-
ber of specular reflections changed between n = 116 and
n = 68 (n = cot θi · L/s, L = 500mm the plate length).
The angular acceptance was restricted by slits S3 (±6◦
horizontally) and S4 (double slit with separation 12mm,
40◦ ≤ θf ≤ 60◦). All slits were made from either Ti
(V = −48 neV) or 4% borated Al in order to minimize
scattering effects. Stray background was found to be neg-
ligible from a measurement with a tightly fitting UCN
absorber (polyethylene, PE) between the plates. The po-
sitions of all relevant elements were measured on a 3D

measuring machine with an accuracy of several microns.
The plate settings were checked independently (±5μm)
during the experiment by placing precision pins between
the plates. The detectors D1, D2 were 3He gas counters,
shielded with Cd and borated PE.

The experiment was performed at the PF2 UCN beam-
line at ILL [27]. Typical count rates (background rates)
were ∼ 19 (0.07) cps for D1 and ∼ 0.2 to ∼ 13 (0.015) cps
for D2. For separation of the two reflection components
we took data for 4 configurations (see fig. 5): 1) “paral-
lel”; labeled by the plate distance at entrance and exit,
e.g. 5mm/5mm was labeled 5/5. 2) “convergent”; the
top plate was tilted such that the plate spacing at en-
trance was larger than at exit, e.g. 5mm/3mm was la-
beled 5/3. Convergent configurations are very sensitive to
non-specular reflection, since specular trajectories are all
reflected backwards for sufficiently large tilt angles ζ ≥ ζ0.
For a front gap width of 5mm ζ0 ∼ 0.15◦, see fig. 5. D2
counts recorded for such settings must originate from dif-
fuse reflection. 3) “Strip” (“S”); plates parallel, but the
double-slit S4 removed and replaced by a 12mm high,
horizontal Al strip, similar in size to the central part of
S4. This configuration accepted more UCN diffusely re-
flected into (mostly smaller) angles which would otherwise
have hit the top and bottom part of S4. 4) “Open” (“O”);
plates parallel, but S4 removed. This provided the largest
admixture of diffuse reflections.

The spectrum of the velocity component along the
guide axis (delivered by the guide only) was measured
by replacing the experiment by a time-of-flight setup with
chopper [28]. From this, absolute velocities were calculated
using the simulated angular distribution accepted by the
experiment. The absolute velocity spectrum is consistent
with attenuation measurements, where we placed PE foils
of different thickness (between 0.01 and 0.25mm) in front
of S2 and observed a foil thickness dependence of D2 in
agreement with the velocity spectrum measured with the
chopper and with the correct 1/v proportionality of the
loss cross-section.

Vibration measurements on the vacuum chamber
showed the maximum amplitude and velocity (about
0.4μm and 4.5 ·10−4 m/s) at 16Hz, well below the sample
collision frequency of about 1 kHz, such that acceleration
effects are averaged out and are negligible.

3.1 Samples and sample characterization

We wanted to test samples representative of what can be
used for UCN guides. Floatglass is easily available and
exhibits excellent roughness values without additional
polishing (for highly polished, but small-size samples,
see [21]). Similarly, the handling and cleanliness con-
ditions were as in a typical experiment, i.e. transport
of the plates wrapped in silk paper and transfer in air.
The sample plates (see table 1) were 500mm long, 54 to
70mm wide and 8 to 15mm thick. With the exception of
the Ni-replika (Ni-rep, same as those used in [23]) and the
stainless-steel plates (SS), all samples were made from
floatglass, either left untreated (FG), polished (FG-pol),
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Table 1. Results, ordered according to the MR model fitted roughness, bMR
fit (see also text): 1) plate identification, 2) averaged

AFM surface roughness bAFM
av , 3) intrinsic AFM surface roughness bAFM

min , 4) averaged AFM correlation length wAFM, 5) MR

fitted roughness bMR
fit , 6) MR fitted correlation length wMR

fit , 7) MR fitted diffusity dMR, 8) LM fitted diffusity dLM, 9) ratio of

χ2
dof -values, χ2

LM/χ2
MR, 10) transmission T full of a 5 m guide, 66mm inner diameter for the full energy spectrum calculated with

the MR model; TUCN with an upper energy limit of 250 neV.

Plate id bAFM
av bAFM

min wAFM bMR
fit wMR

fit dMR dLM χ2
LM/χ2

MR T full (TUCN)
[nm] [nm] [nm] [nm] [nm] [%] [%]

DLC 0.3(1) 0.1 37(5) 0.9(1) 34(13) 1.4(3) 0.71(1) 90 0.70 (0.80)

FG 1.0(2) 0.1 37(6) 0.9(1) 96(35) 0.8(1) 0.31(3) 6 0.49 (0.66)

Ni-V 0.6(1) 0.2 23(4) 1.0(1) 15(4) 1.0(2) 0.99(1) 310 0.75 (0.81)

FG-pol ∗∗ ∗∗ ∗∗ 1.0(1) 126(30) 1.0(2) 0.11(3) 5 0.47 (0.64)

Ni-rep 1.5(1) 0.6 39(2) 1.1(1) 22(5) 1.7(5) 0.68 (0.78)

FG-HF 5.1 1.8(4) 92(40) 3.0(4) 0.87(5) 334 0.36 (0.47)

SS 2.5(5) 0.9 37(5) 2.6(1) 20(2) 6.9(1.3) 3.35(12) 126 0.34 (0.44)

Ni-Mo 1.5(1) 1.1 23(1) 2.4(3) 12(2) 5.0(1.3) 3.31(9) 6 0.43 (0.59)

Ni-8/9 1.6(2) 1.2 32(3) 2.7(1) 25(1) 10.8(2.9) 0.30 (0.47)

Ni-5/10 ∗∗ ∗∗ ∗∗ 3.1(1) 25(1) 14.6(3.9)

∗∗
Plates too thick for AFM measurement.

etched with hydrofluoric acid (FG-HF; 30min in 2% HF)
or coated with Ni (100% natural), Ni-V (7 at-%), Ni-Mo
(7 at-%) or diamond-like carbon (DLC). In general the
plates displayed a single bend over the length of 500mm,
with amplitudes of ∼ 0.05mm (FG), ∼ 0.1mm (SS) and
∼ 0.2mm (Ni-rep). Plate curvature introduces unwanted
angle transformations upon reflection which can modify
the number of reflections. Its effect can be reduced by
combining a “concave” plate with a “convex” one; e.g. if
the two plates have exactly the same curvature the angle
change introduced by the reflection from one plate is fully
compensated by the subsequent reflection from the other
plate. We selected matching plates so as to minimize
the width variation along the gap; the residual curvature
effect was calculated and considered as a (negligible)
error contribution, see sect. 5. The Ni coatings were
produced with rf magnetron sputtering, by PSI (Ni-8/9,
400 nm thick; Ni-5/10, 1000 nm thick; Ni-Mo, 400 nm
thick) and by S-DH GmbH, Heidelberg, Germany (Ni-V,
1000 nm thick). The DLC coatings (250 nm thick) were
produced with ion beam sputtering by Fraunhofer IWS,
Dresden, Germany. A sp3 fraction of about 0.3 was
extracted from X-ray Photon Spectroscopy (XPS), X-ray
reflectivity and slow neutron reflectivity measurements.
The SS plates were precision-machined, hand-polished
and electro-polished. The uncoated plates were cleaned
with isopropanol, followed by rinsing with high-purity
distilled water. Before installation in the chamber the
plates were blown with air spray.

Roughness characterization of the surfaces was per-
formed by atomic force microscopy (AFM, Veeco DI-3100)
which is well suited since the scan length can be adapted
to cover the UCN wavelength region. Employing X-ray
reflectometry at grazing incidence would call for sample
flatness over several tens of centimetres, i.e. large, op-
tically flat plates. We used three scan sizes (1 × 1μm2,

10 × 10μm2 and 100 × 100μm2) with lateral resolutions
of about 2, 20, 200 nm. Each scan consisted of 512 × 512
data points, from which the rms roughness and correlation
length were calculated. Scans at about 10 positions were
evaluated on each plate. The rms roughnesses bAFM

av and
correlation lengths wAFM given in table 1 are averages over
the individual 1 × 1μm2 scan values and the uncertain-
ties given correspond to the rms deviation. An exception
was FG-HF, where etching by HF had created a “pitted”
structure with isolated pits of typically 5 micron size (cf.
also e.g. [29]). Here, bAFM

av and wAFM were extracted from
the 100 × 100μm2 scans. The variation of bAFM for the
different measurement positions was up to a factor 4, re-
lated to occasional dust particles, coating defects, etc. We
therefore also extracted an “intrinsic” roughness value,
bAFM
min , corresponding to the minimum roughness and at-

tributed to a surface not affected by such defects. These
values ranged from ∼ 0.1 nm (FG) to ∼ 1.2 nm (Ni-8/9),
see table 1. Figure 3 shows two examples of such “clean”
1 × 1μm2 scans.

The Fermi potentials were measured by cold neutron
reflection with the Narziss instrument, SINQ, PSI [30] in a
way similar to that described in ref. [28]. They are consis-
tent with the coating compositions and scattering lengths
220± 10 neV (Ni-V), 235± 10 neV (Ni-Mo), 239± 10 neV
(Ni), 220 ± 10 neV (DLC) and 84 ± 8 neV (FG).

4 Analysis

In a first step we followed the simple approach of
refs. [22,23,31] which neglects diffuse reflection. The D2
count rates were background corrected, normalized to the
(background corrected) D1 count rates and plotted as a
function of the average number of specular reflections, n.
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Fig. 3. (Colour on-line) “Clean” 1 × 1 μm AFM scans of FG (left) and of Ni-8/9 (right). The vertical scale is from −10 nm to
+10 nm.

0.01

0.10

1.00

60 80 100 120

n

D
2

Ni- 8/9

R(Ni-8/9) = 0.980, a_0 = 0.24

R(Ni-8/9) = 0.962, a_0 = 1.15

R(DLC) = 0.993, a_0 = 1.15

DLC

Fig. 4. (Colour on-line) Normalized D2 count rate versus num-
ber of specular reflections n: DLC (squares) compared to Ni-
8/9 (open triangles). The dashed lines were obtained by fitting
both, Rs and a0 to eq. (3), while the solid line is a fit to Ni-8/9
with a0 constrained to a0 = 1.15 (as for DLC).

The distribution of the number of specular reflections for
the accepted phase space was calculated using GEANT4-
UCN [14], taking into account gravitation and the details
of the setup and of the beam energy distribution. As an
example we show in fig. 4 two D2(n) curves, together with
the respective “specular” fit functions

D2(n) = a0R
n
s , (3)

where Rs is the probability of specular reflection per wall
collision.

The normalization parameter a0 corresponds to D2
(n = 0), i.e. to the case of no reflection, which must be
identical for any plate pair, if the setup and beam prop-
erties have not changed. Using this universal value (ap-
proximated by the value determined from a fit to a close-
to-perfect mirror like DLC, a0 ∼ 1.15) it can readily be
seen that the reflectivity of less perfect mirrors like Ni-
8/9 cannot be described by a purely specular approach
and that diffuse reflection has to be considered. It should
be pointed out that the reflectivities in refs. [22,23,31]
were obtained by fitting both, Rs and a0 to the individual

D2(n) curves. As shown in fig. 4 this can lead to a sig-
nificant over-estimation of the value of Rs: e.g. applying
the proper constraint on a0 changed the value of Rs for
Ni-8/9 from 0.98 to 0.962.

In the final analysis all configurations were fully sim-
ulated in GEANT4-UCN [14] with both the MR and LM
models implemented. In order to determine the values
of bMR and wMR of the MR model which correspond
to the different sample plates, simulated D2 data were
calculated for the relevant part of the parameter space
(0 ≤ bMR ≤ 4 nm, 0 ≤ wMR ≤ 200 nm). In a similar fash-
ion this was done for the LM model, however, only using
one parameter, the fraction of diffuse reflection dLM. The
loss factor used (η = (10 ± 9) · 10−4) reflects the large
spread in measured values [18,19,24]. The experimental
D2 data (background corrected, normalized to D1) were
fitted to the interpolated simulated D2 data, employing a
free normalization parameter f . Since f should be a con-
stant, any larger spread of f for the different samples is an
indication for the inadequacy of the model used. For MR f
indeed displayed a narrow distribution while for LM f var-
ied by up to a factor 50 in extreme cases (hence we do not
show results for Ni-rep, Ni 8/9, Ni 5/10). Although this
indicates already a failure of the LM analysis, we never-
theless quote its results, however, using the average value
of f extracted from the MR model fits.

The sensitivity to various reflection models is given
in fig. 5, where we have plotted the simulated transmis-
sion through the system as a function of the tilt angle
ζ for the purely specular case, for a MR configuration
with b = 1nm, w = 25nm and for two LM cases with
dLM = 1%, 5%. Figure 5 demonstrates that the exper-
iment is sensitive to diffuse reflection and —moreover—
allows discriminating between different diffuse reflection
models.

5 Results and discussion

Table 1 gives the results for bMR
fit , wMR

fit , dMR and dLM.
The uncertainties include the statistical errors and an es-
timate of the systematic uncertainties due to a) Fermi po-
tentials, b) loss factors and c) plate curvatures. Inclusion
of these effects raised the total errors by a factor 3 to 5,
the dominant contribution caused by b). Figure 6 shows
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Fig. 5. (Colour on-line) Simulated number of neutrons trans-
mitted through the system (using DLC coating here) as a func-
tion of the tilt angle ζ, starting from 106 UCN at S2 (colour
on-line). Purely specular reflection (open circles) is compared
with partially diffuse reflection using the LM with dLM = 1%
(squares) and 5% (diamonds) and the MR with b = 1 nm,
w = 25 nm (triangles). The lines between the points are to
guide the eye. The normally used converging configurations
5/3 and 5/2 are also indicated.

Fig. 6. (Colour on-line) Model results minus experimental
data for the different configurations (plotted in units of the
rms value σ) obtained with DLC (filled circles: MR, open cir-
cles: LM) and with Ni-V (filled triangles: MR, open triangles:
LM). Please note the change in scale on the horizontal axis.

the comparison between experiment and model results for
DLC and Ni-V. Both models describe the parallel and
close-to-parallel configurations about equally well. The
LM fails for sufficiently convergent configurations, leading
to χ2

dof -values (per degree of freedom) of 40 (DLC) and
99 (Ni-V). By contrast, the MR model fits the full data
sets well, with χ2

dof -values (0.44 for DLC, 0.32 for Ni-V)

indicating some over-estimation of systematic errors. A
similar behavior is observed for all samples, as reflected
by the ratio of χ2

dof -values, χ2
LM/χ2

MR, in table 1.
The ordering of table 1 according to bMR

fit is consis-
tent with the intrinsic AFM roughness, bAFM

min . This finding
supports the concept of the surface being a superposition
of clean, blemish-free areas (characterized by bAFM

min ) with
occasional peaks caused by dust particles and coating de-
fects. Note, that AFM may see structures (dust particles,
etc.) which can be transmitted by UCN for V < E and are
thus not measured with the same sensitivity. Vice versa,
UCN reflection is sensitive to sub-surface density inho-
mogeneities, whereas AFM is not. Considering this, the
consistency between AFM-derived and UCN-derived sur-
face parameters is satisfactory (and on a level similar to
that obtained by comparing X-ray reflection with scanning
tunneling microscopy, see e.g. [32]).

Column 10 in table 1 shows the transmission through
a typical guide tube (5m length, 66mm diameter), calcu-
lated with MR for the PF2 beam energy spectrum (T full,
containing about 70% neutrons above 250 neV) and with a
cutoff at 250 neV (TUCN). The predictions for DLC, Ni-V,
Ni-rep are significantly higher than those reported in pre-
vious studies [17,18,24] and highlight the necessity to pre-
pare low-roughness surfaces. Concerning the use of tubes
in practice, we measured the AFM roughness of the inter-
nal surface of “as delivered” glass tubes to be on a level
of 2 to 3 nm over a length scale of 1 micrometer. Quartz
tubes and polished stainless-steel tubes coated with 58Ni
were reported to be on a similar level [33].

In conclusion, we have performed a first systematic
test of UCN reflection from large-area, high-quality sur-
faces over an extended range of surface roughness (1 to
3 nm) and Fermi potentials (90 to 250 neV). In contrast
to the Lambert model the micro-roughness model is able
to reproduce the diffuse reflection data. The fitted surface
parameters are in reasonable agreement with the results
from independent AFM measurements.
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