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Minor methane emissions from an Alpine hydropower
reservoir based on monitoring of diel and seasonal
variability

Sébastien Sollberger,a,b Bernhard Wehrli,a,b Carsten J. Schubert,a Tonya DelSontro,a,b,c

and Werner Eugster∗d

We monitored CH4 emissions during the ice-free period of an Alpine hydropower reservoir in
the Swiss Alps, Lake Klöntal, to investigate mechanisms responsible for CH4 variability and to
estimate overall emissions to the atmosphere. A floating eddy-covariance platform yielded total
CH4 and CO2 emission rates at high temporal resolution, while hydroacoustic surveys provided no
indication of CH4 ebullition. Higher CH4 fluxes (2.9±0.1 mg CH4 m−2 d−1) occurred during the
day when surface water temperatures were warmer and wind speeds higher than at night. Piston
velocity estimates (k600) showed an upper limit at high wind speeds that may be more generally
valid also for other lakes and reservoirs with limited CH4 dissolved in the water body: above 2.0
m s−1 a further increase in wind speed did not lead to higher CH4 fluxes, because under such
conditions it is not the turbulent mixing and transport that limits effluxes, but the resupply of CH4
to the lake surface. Increasing CH4 fluxes during the warm season showed a clear spatial gradient
once the reservoir started to fill up and flood additional surface area. The warm period contributed
27% of the total CH4 emissions (2.6 t CH4 yr−1) estimated for the full year and CH4 accounted
for 63% of carbonic greenhouse gas emissions. Overall, the average CH4 emissions (1.7 to 2.2
mg CH4 m−2 d−1 determined independently from surface water samplings and eddy covariance,
respectively) were small compared to most tropical and some temperate reservoirs. The resulting
greenhouse gas (GHG) emissions in CO2-equivalents revealed that electricity produced in the
Lake Klöntal power plant was relatively climate-friendly with a low GHG-to-power output ratio of
1.24 kg CO2,eq MWh−1 compared to 6.5 and 8.1 kg CO2,eq MWh−1 associated with the operation
of solar photovoltaics and wind energy, respectively, or about 980 kg CO2,eq MWh−1 for coal-fired
power plants.

Environmental Impact
Hydropower plants provide renewable energy, but their carbon footprint depends on their greenhouse gas emissions. In this case
study of an Alpine storage reservoir, we focus on the pathways of CH4 emissions, their spatial gradients and their variability over
diel and seasonal cycles. Observations during 13 months reveal that CH4 and CO2 emissions are restricted to diffusive pathways.
The lack of an emission pathway via gas bubbles is one factor why specific emissions of CO2 equivalents per megawatt-hour
are almost three orders of magnitude smaller than for typical coal-fired power plants. This high resolution study confirms earlier
surveys that estimated smaller carbon footprints for Alpine storage reservoirs compared to run-of-the river plants in the lowlands.

a Eawag, Swiss Federal Institute of Aquatic Science and Technology, Department of
Surface Waters, CH–6047 Kastanienbaum, Switzerland.
b Institute of Biogeochemistry and Pollutant Dynamics, Department of Environmental
Systems Science, ETH Zürich, CH–8092 Zürich, Switzerland
c Current address: Department of Biological Sciences, University of Québec in Montréal,
8888 Montréal, Canada. E-mail: tdelsontro@gmail.com
d Institute of Agricultural Sciences, Department of Environmental Systems Science, ETH
Zürich, CH–8092 Zürich, Switzerland. E-mail: eugsterw@ethz.ch
∗ Corresponding author.

Journal Name, [year], [vol.],1–13 | 1



1 Introduction
Hydropower plants are important sources of renewable energy
and they are often considered “green energy”1. However, over
the last two decades, studies have shown that reservoirs can be5

significant greenhouse gas (GHG) emitters2. Recent studies es-
timated the GHG strength of methane (CH4) and carbon diox-
ide (CO2) emissions from reservoirs globally as 0.5–1.2 Pg CO2,eq

yr−1 3. A recent global synthesis of reservoir emissions suggests
that CH4 contributes up to 80% of the total radiative forcing by10

reservoirs3. The primary reason that CH4 dominates the radia-
tive forcing of reservoirs and other aquatic sources is linked to
the fact that the global warming potential (GWP) of CH4 is 34
times larger than that of CO2, on a 100 year time-scale, includ-
ing positive climatic feedbacks4. In addition, the low solubility of15

CH4 in water favors the direct transfer to the atmosphere via bub-
bles5,6. In contrast to slower emissions via diffusion, this ebulli-
tive pathway bypasses the effective methane oxidation by bacte-
ria that can substantially limit atmospheric emissions7–9. Impor-
tantly, when ebullitive emissions are included in more compre-20

hensive estimates of inland water carbon emissions, it appears
that aquatic carbon emissions may partially offset the global con-
tinental carbon sink10. Ultimately, improving our mechanistic un-
derstanding of CH4 emissions from different types of water bodies
has been identified as an important research priority, particularly25

for man-made hydroelectric reservoirs10,11 given that global hy-
dropower capacity is estimated to increase by 73% over the com-
ing decades12 .

A large uncertainty in global CH4 emission estimates from
reservoirs is partially linked to the lack of detailed emission stud-30

ies, particularly ones with rigorous analysis of the contributions
by both ebullitive and diffusive pathways which requires detailed
considerations of temporal and spatial coverage of total emissions
depending on methodology3. Such data gaps were mostly due to
the methods chosen for gas emission surveys, which were typ-35

ically floating chambers and gas traps that merely report point
measurements of gas flux13–15. Fortunately, several measurement
techniques are now available to help better constrain the role
of reservoirs as global CH4 sources. Hydroacoustic techniques
via an echosounder can easily detect the presence or absence of40

bubble plumes as well as quantify ebullitive emissions following
certain calibration procedures6,16–18. The eddy-covariance (EC)
technique is best suited to monitor seasonal cycles and short-term
changes of total surface CH4 emissions19–24. These methods,
however, remain costly and, thus, most surveys are still performed45

with low cost alternative methods such as floating chambers14,
air–water exchange calculations using measured dissolved gas
concentrations and wind speed25, and depth profiles for gas bud-
gets that include storage or turnover emissions13,26.

Therefore, here, we combine several different gas emission50

observation techniques, including high resolution ones, in or-
der to constrain and present a comprehensive and annual CH4
emission budget for Lake Klöntal, a medium-sized 60 MW hy-
dropower scheme in the Swiss Alps. An EC flux tower was de-
ployed throughout the ice-free season to evaluate diel and sea-55

sonal changes in CH4 and CO2 emissions, which was compli-

1 km

Fig. 1 Location of Lake Klöntal and sampling locations. Symbols show
the surface (triangles) and profile (stars) sampling locations, while the
circle shows the location of the EC system close to the dam outlet. The
shaded area is an example, how CH4 emissions measured at X2 were
weighed for lake total efflux estimates.

mented by surface sampling along the reservoir to assess how rep-
resentative the EC flux measurements were for the entire reser-
voir. In addition, hydroacoustic surveys for CH4 ebullition were
conducted. Combining these spatial and temporal observations, 60

we calculate the specific emission rate of this Alpine storage reser-
voir to approximate the carbon footprint in kg CO2,eq MWh−1 of
this high-mountain hydropower reservoir.

2 Material and methods
2.1 Study sites 65

Lake Klöntal is a hydropower reservoir located in the northern
Swiss Alps (47◦01′32′′N, 8◦58′50′′E, Fig. 1) that has a maximum
water depth of 45 m, a volume of 39.8·106 m3 and a maximum
water level of 847 m a.s.l. It is surrounded by two high mountain
ranges (> 2000 m a.s.l.) running from east to west. The cli- 70

mate (Fig. 2) is cold temperate with a mean annual temperature
(MAT) of 10.9 and 9.4◦C in 2011 and 2012, respectively. Abso-
lute minimum (maximum) temperatures were –9.6 and –18.1◦C
(30.5 and 30.6◦C). Annual precipitation was 2125 mm in 2011
and 2600 mm in 2012, of which 40% and 58% was snowfall in 75

2011 and 2012, respectively. A raingauge of the Swiss national
weather service MeteoSwiss with hourly-resolving data collection
was only installed in 2013. From this site located at the west end
of Lake Klöntal we used precipitation intensity data from 29 Au-
gust 2013 until 31 December 2016 at hourly resolution. During 80

this period, 86.3% was rainfree, 90% of the time precipitation
intensity was ≤0.4 mm h−1, 95% ≤1 mm h−1, 99% ≤7.8 mm h−1,
and the maximum was 34.8 mm h−1.

The Klöntal hydropower plant (Fig. 1) was finished in 1908 and
produces on average 114 GWh of electricity annually. The reser- 85

voir surface varies between 1.2 km2 (minimum water level, 829 m
a.s.l.) and 3.3 km2 (maximum water level, 847 m a.s.l.) and is
covered by snow and ice during three months of the year (mid-
December until mid-March). After snowmelt, the water level gen-
erally rises by ca. 15 m from May through July. During this pe- 90
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Fig. 2 Meteorological conditions in years 2011 and 2012, (a) air
temperature; (b) relative humidity; (c) daily precipitation; (d) wind speed
at 10 m above ground. The periods with EC flux measurements on the
lake are plotted with green color and bold lines, and the periods not
covered by this study are shown with orange color and opaque lines.
Data retrieved from Meteoblue.com.

riod, the surface area of the reservoir almost doubles and then
decreases again in winter.

2.2 CH4 and CO2 flux monitoring using the eddy covariance
technique

During the ice-free period from April until December 2011 and95

from March until June 2012, we continuously measured the CH4
flux using an EC system. The EC system consisted of an FMA-
100 fast CH4 analyzer (Los Gatos Research Inc., Mountain View,
CA, USA) and a Solent R2A ultrasonic anemometer (Gill Instru-
ments Ltd., Lymington, UK) as described in detail by Eugster and100

Plüss27. The sensor head was placed 1.49 m above the water sur-
face on a floating aluminum frame in 2011 (1.72 m in 2012). The
analyzer was protected by a water trap to prevent dust, mois-
ture and droplets from penetrating the sample cell. The analyzer
and gas inlet were moored on a skeleton raft roughly 50 m off105

the shore of the reservoir, almost identical to an earlier deploy-
ment at Rotsee20. A high-performance vacuum pump was used
for carrying gas through an 8 mm inner diameter Synflex-1300
hose (Eaton Performance Plastics, Cleveland, OH, USA) to the an-
alyzer on shore, and raw data were recorded at 20.8 Hz27. This110

allowed us to measure fluxes at high frequency for further analy-
sis of the diel and seasonal variability. The platform was removed
for winter before ice-on, but replaced again by the end of March
2012 to continue the experiment for an additional three months.

In 2012, additional water vapor and CO2 flux measurements115

were performed with an infra-red gas analyser (Li-Cor 7500, Lin-
coln, NE, USA) since CH4 fluxes were surprisingly low compared
to earlier deployments elsewhere19,20 and thus a flux correction
for density fluctuations associated with water vapor fluctuations
was needed28. The closed-path FMA-100 measured CH4 concen-120

trations with respect to moist air, not dry air, and hence density
fluctuations caused by concurrent water vapor fluctuations may
bias CH4 flux measurements28. Since no such additional mea-
surements were available in 2011, the density flux correction in
2011 was approximated by an empirical relationship obtained125

from 2012 flux data. For this, a stepwise elimination multiple
regression approach was used in which all time series variables
that were also measured in 2011 were used as candidate predic-
tor variables for the density fluctuation correction term (DFC).
In each step the variables with insignificant explanatory power 130

(t-test yielded p > 0.05) were eliminated. The final model for
DFC was

DFC ≈ α1 ·
√

w′2 +α2 ·w′2 +α3 ·
√

m′2 +α4 ·H , (1)

where w′2 and m′2 are the variance of the vertical and hori-
zontal (scalar) wind velocity components (m2 s−2), and H is
a cyclical hour variable derived from hour of day CET (hh) as 135

H = |hh–13|. Overbars denote averaging over standard 30-
minute periods, and α1–α4 are regression coefficients determined
via least-squares fitting. Adjusted r2 was 0.637 (p < 0.0001)
with α1 = (1.62±0.07)·10−10, α2 = (–1.54±0.08)·10−10, α3 =
(6.4±1.7)·10−12, and α4 = (–6.7±0.7)·10−13. The empirically 140

determined DFC has units of kg CH4 m−2 s−1 and was added to
the measured CH4 flux. These additional measurements in 2012
also provided CO2 fluxes, which were corrected for density fluc-
tuations by both sensible and latent heat fluxes in the standard
way described by Webb et al.28. 145

The data collection and processing closely followed the recom-
mendations for EC flux measurements over lakes21 using our in-
house eth-flux software29. Unrealistic spikes in raw data were
filtered out, and the quality of the remaining fluxes was assessed
using Foken’s quality flags30 for steady-state conditions during 150

each 30-minute averaging interval. Fluxes did not require a spe-
cial correction for the oscillation of the platform as was shown in
detail by Eugster et al.31. During the two measurement periods in
2011 and 2012 the data coverage was 89.9% with 6334 hours of
valid data. Of these 83.7% can be considered of good or best qual- 155

ity (with 26.4% best quality) and 16.3% of poor quality that are
useful for monthly and annual averages but not good enough for
in-depth investigations of half-hour intervals. The flux footprint
analysis with the Kljun model32 shows that the flux footprint in
all wind directions almost perfectly covers lake surface and is not 160

affected directly by the surrounding terrain (Fig. 3).

2.3 Hydroacoustical determination of ebullition

Ebullition surveys were conducted during two campaigns in July
and September 2011, two months of warmest weather in which
ebullition would occur if at all. We used a split-beam echosounder 165

(Simrad EK60, 7◦ beam angle) with a 120 kHz transducer ping-
ing at 5 Hz, as described by DelSontro et al.6, along a grid of
50×50 m throughout the reservoir surface.

2.4 Spatial explicit water sampling and flux estimates

From April–December 2011 water samples were taken monthly 170

at two locations (X5 & X7, Fig. 1). As the first samplings in
April 2011 showed substantial differences in surface water con-
centrations at X5 and X7, additional measurements (X1–4 and X6,
Fig. 1) were carried out starting in August 2011 so that a sample
was taken about every 500 m along the reservoir. Water was col- 175
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Fig. 3 Flux footprint area covered by the eddy covariance system. Bold
line: median of wind direction-specific footprint area; outer thick line:
90% extent of the footprint area; hashed area: 50% of the direction
specific footprint area. Red line: intake hose and electrical cables
connecting sensors on floating platform with analyser and data
acquisition in the building on shore. Gray circles around the eddy
covariance system are drawn at 30, 50 and 70 m distance for reference.
Background image c© swisstopo, reprint permission JD100042.

lected in 120 ml glass vials and poisoned with CuCl to prevent
microbial activity. The samples were sealed bubble-free using
butyl stoppers and aluminum caps. Gas samples were analyzed
for CH4 concentrations by gas chromatography (Agilent 6890
gas chromatograph equipped with a flame ionization detector180

(FID), Agilent Technologies Inc., Santa Clara, USA). Conductivity-
temperature-depth (CTD) casts and vertical CH4 profiles were
conducted at locations X5 and X7 down to maximum summer
depths of 30 and 45 m, respectively.

Dissolved CH4 concentration measurements in surface waters185

carried out between April and November 2011 at location X7
were used in combination with EC flux measurements during the
same time period to estimate a piston or gas exchange velocity
(k) that could be used to estimate CH4 flux at other locations on
the reservoir where the EC footprint (Fig. 3) could not account190

for but surface concentrations were taken (i.e., locations X1–X6).
The governing flux equation is33

FCH4 = kCH4 ·
(
Cw−Ceq

)
, (2)

where CH4 flux, FCH4 (mg CH4 m−2 d−1) is the product of the
piston velocity, kCH4 (cm h−1 or m d−1), and the CH4 concentra-
tion gradient across the air–water interface that is equal to the195

difference between dissolved CH4 in the water, Cw (nM), and sur-
face water in equilibrium with atmospheric CH4 concentrations,
Ceq (nM). Cw was found as described above and measurements
at location X7 were used because it was directly upwind of the
eddy covariance flux system during typical daytime conditions200

with winds from the southeast (Fig. 4a). Ceq was calculated ac-
cording to Wiesenburg and Guinasso34 using an atmospheric CH4
concentration of 1.803 ppm35.

We used five different published models proposed for k600, the
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Fig. 4 Windroses observed by the EC system during (a) daytime and
(b) nighttime. The dominant southeasterly direction is typically
associated with slightly higher wind speeds (>2 m s−1) than those
observed from other directions. Calm conditions with wind speeds
<1 m s−1 were excluded.

piston velocity normalized to a Schmidt number of 600 (Table 1, 205

models 1–5), to determine the CH4 flux with equation (2) and

kCH4 = k600

(
600

ScCH4

)−n
. (3)

k600 is parametrized for constant oversaturation at the water–
air interface at variable wind speeds. This condition is usually met
in oceans, where most of these parametrizations have been done,
because of intense surface mixing and rather limited gradients of 210

dissolved gas. In the Klöntal case the difference between the five
models was very large, and thus the average k600 from all five
models was used for the spatial integration, thereby keeping this
estimate independent of the EC flux measurements.

2.5 Validation of piston velocity 215

For validation of this approach, we however also back-calculated
k600 using EC fluxes and concentration measurements in the water
interpolated over time (see below). In this way, equation (2) was
solved for kCH4 , which then was normalized to a k for CO2 at 20◦C
in freshwater (k600) using the following equation33,41, 220

k600 = kCH4

(
600

ScCH4

)n
, (4)

where ScCH4 is the Schmidt number for CH4, which was calcu-
lated here according to Wanninkhof42, and n is a constant that
depends on the roughness of the water surface, which was set
to –2/3 when wind speeds were below 3.7 m s−1 and set to –1/2
when wind speeds were above 3.7 m s−1 43. As we had the abil- 225

ity for continuous flux measurements via the EC system, Cw and
ScCH4 were estimated from measured surface concentrations at
location X7 for each 30-min averaging interval using a local poly-
nomial regression fit (loess function44) of second order with a
span of 0.7 for both Cw and water temperature Tw, from which 230

ScCH4 was calculated with

ScCH4 = 1897.8−114.28Tw +3.2902T 2
w −0.039061T 3

w . (5)

As most k600 models are expressed according to wind speed
at 10 m height, U10, we converted EC wind speed (measured at

4 | 1–13Journal Name, [year], [vol.],



Table 1 Empirical relationships between wind (U10) and piston velocity (k600) based on a threshold depending on either U10 or buoyancy flux (β ).
Models 1–5 were averaged to compute spatially averaged fluxes, and model 6 was derived from eddy covariance flux data on Lake Klöntal for
comparison.

Nr. k600 [cm h−1] Condition Source
1. 0.215U1.7

10 +2.07 U10 < 4.0 m s−1

0.45U1.64
10 U10 ≥ 4.0 m s−1 Cole and Caraco (1998) 36

2. 0.72U10 U10 < 3.7 m s−1

4.33U10−13.3 U10 ≥ 3.7 m s−1 Crusius and Wanninkhof (2003) 37

3. 2.04U10 +2.0 β > 0
1.74U10−0.15 β < 0 MacIntyre et al. (2010) 38

4. 1.03+0.129U2
10 +19.99Rn Rn = rainfall rate [cm h−1] Frost and Upstill-Goddard (2002) 39

5. L (1.05 ± 0.17)U10 +(0.74 ± 0.67) bin averaged data Guerin et al. (2007) 40, linear model
5. P (1.76 ± 0.77)+(0.23 ± 0.32)U1.78±0.72

10 bin averaged data Guerin et al. (2007) 40, power model
5. E (1.66 ± 0.34)e(0.26±0.04)U10 bin averaged data Guerin et al. (2007) 40, exponential model
6. (0.25 ± 0.08)U (4.92±0.49)

10 +(1.53 ± 0.09) U10 < 2.0 m s−1

9.12 ± 0.37 U10 ≥ 2.0 m s−1 This study

z=1.49 m and 1.72 m in 2011 and 2012, respectively) to U10

using the logarithmic wind profile,235

U10 =U(z)+
u∗
ka
· (ln10− lnz) . (6)

2.6 Total annual CH4 emission estimate

Finally, we integrated CH4 flux derived at all locations to estimate
total emissions from the lake (see Fig. 1). Each local flux mea-
surement i was weighted by the surface area Si of the lake section
for which it was considered representative. Section boundaries240

were chosen mid-way between two sampling points as depicted
for section X2 in Figure 1. Annual CH4 emission Etot (t yr−1) was
estimated as follows:

Etot = α ∑
j∈My

D j · ∑
i∈Xm

Fi, j ·Si , (7)

with My month of year y (2011, 2012), Xm sampling location X1–
X7, D j the number of days in month My, and Fi, j the CH4 flux245

(in mg m−2 d−1). The sum over all Si corresponds to the maxi-
mum lake surface area (in m2), and α = 10−9 t mg−1 converts
from mg CH4 yr−1 to t CH4 yr−1. The sampling lasted for eight
months during the ice-free period and reduced effluxes were as-
sumed from December to March due to ice cover. Thus, the mea-250

sured flux in April is expected to contain the signal of the CH4
that may have accumulated under the ice during winter and is
released to the atmosphere once the ice has disappeared. This
spatial explicit approach was then compared with the EC fluxes
measured near location X7, which provide a better temporal, but255

much lower spatial representativity.

3 Results
In order to disentangle diffusive and potential ebullitive path-
ways, we combined different surveys. The eddy covariance in-
strument allowed for an analysis of total diel emissions at one260

spot with a flux footprint area of ≈100 m2. The long observation
period also provided a basis for quantifying the seasonal variabil-
ity. The monthly surveys of surface CH4 and its depth distribu-
tion allowed us to determine spatial gradients and the response
of CH4 emissions to water-level changes. Interestingly, ebullition265

could be ruled out as a major emission pathway in Lake Klöntal.
We conducted two hydroacoustic surveys during the warmest pe-
riod and at maximum water level but we did not detect any CH4
ebullition nor were any bubbles seen rising to the lake surface.
This does not imply that ebullition never occurred in Lake Klön- 270

tal, but indicates that this process contributes little to the overall
CH4 emissions. The sonar surveys therefore indicated that the
main emission pathway in this reservoir was via diffusion, and
so the following analysis and discussion will focus on diffusive
emissions. 275

3.1 Variations of gas concentrations in the water and the air

Diel variations in hourly median atmospheric CH4 concentration
(Fig. 5a) only varied between 1.875 and 1.891 ppm, thus only
by ≈1%, with peak concentrations being synchronous with CH4
effluxes (Fig. 5b). This indicates, that the increase in local atmo- 280

spheric CH4 concentrations is a result of the CH4 losses from the
lake, and hence the average CH4 concentration was clearly above
the global background of 1.803 ppm35.

Seasonal variations also remained in the narrow range from
1.774 to 2.225 ppm with the minimum and maximum concen- 285

tration observed on 27 June and 7 November 2011, respectively
(data not shown). Thus, on average, 2011 atmospheric CH4 con-
centrations translated into a surface water equilibrium concentra-
tion of 3.10±0.34 nM (Fig. 6), which was ≈2 orders of magni-
tude less than 2011 observed surface water CH4 concentrations 290

and implied a constant outgassing of CH4 from the reservoir sur-
face.

CO2 concentration measurements were only added in 2012
without parallel measurements of concentrations in the water
since CO2 effluxes were initially considered much less important 295

than CH4 effluxes. The daily averaged CO2 concentrations ranged
from 433 to 599 ppm (data not shown), which is clearly higher
than the global average of 390.5 ppm in 201135. The diel varia-
tions of hourly medians varied from 439 to 461 ppm (Fig. 5c), but
were inversely related to CO2 fluxes from the lake (r = –0.7027 300

for hourly medians shown in Fig. 5d). This indicates that the lake
most likely is only a weak source of CO2 and that the diel CO2
concentration variations are more affected by larger-scale emis-
sions, atmospheric mixing, and plant uptake during daytime.
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a) atmospheric CH4 concentration (CH4), b) eddy covariance measured
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3.2 Validation of piston velocity estimation305

The spatially averaged CH4 fluxes computed from gas concentra-
tions in the surface water (equation 2) strongly depend on the
assumptions made for kCH4 piston velocity, hence a validation
with direct EC flux measurements as a function of wind speed
was done. Figure 7 shows the result of 7.5 months of computed310

gas exchange coefficients, converted to k600 using equation (4),
which was excellently correlated with U10. To account for the
non-uniformal distribution of wind speeds, data were grouped in
50 wind speed classes with equal number of flux measurements
(50 groups with N = 212 half-hourly flux records each). For each315
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determined by the headspace equilibration method. At all times the
water was supersaturated with CH4 with respect to atmospheric
concentration Ceq (gray horizontal dashed line).

group the median U10 and median k600 was calculated (circles in
Fig. 7). A logistic curve fit well to these group medians. Note
the logarithmic display of the U10 axis in Figure 7 to show the de-
tails at low wind speeds, which were dominant during the entire
deployment of the system. The logistic approach has two impor- 320

tant benefits for this application: (1) it has a lower and upper
asymptote which agree much better with the empirical data than
a simple exponential (or power law) or even a polynomial fit; and
(2) in the central range of the logistic fit, the typical exponential
increase of k600 with increasing U10 is still correctly reflected37. 325

The best fit for k600 (in cm h−1) derived from EC-CH4 flux mea-
surements was

k600 = 2.1+
7.0 ± 0.2

1+ exp
(

1.70±0.04−U10
0.11±0.03

) , (8)

where the parameter estimates are given with their respective
standard error of the best estimate. For practical applications, this
equation was also approximated by a simplified approach with 330

two U10 regimes given in Table 1 (model 6).
At low wind speeds < 1 m s−1 the C1998 model36 almost per-

fectly agrees with k600 calculated from our EC flux measurements,
whereas most other models predicted lower k600. Under con-
ditions with positive buoyancy fluxes, the M2010 model38 also 335

predicted k600 correctly at wind speeds < 0.4 m s−1, but at U10

exceeding this threshold, M2010 leads to a substantial overesti-
mation of k600, unless the buoyancy flux is negative. The most im-
portant difference between published k600 models and measure-
ments from Lake Klöntal, however, are (a) the narrow range of 340

wind speeds (1–2 m s−1) where k600 visibly increases in an expo-
nential way similar to all other models, and (b) the upper limit of
k600 at U10 > 2 m s−1 when k600 remains constant at 9.12±0.37
cm h−1 irrespective of U10.

3.3 Seasonal flux variations 345

The comparison of the methane profiles at the deepest site (X7)
with the shallower location (X5) reveals rather low methane lev-
els at the end of the winter season (black profiles in Fig. 8).
In summer and autumn sediments at warm-water intermediate
depths, 10–20 m, act as an important methane source and pro- 350
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Fig. 7 Piston velocity k600 determined from CH4 EC fluxes and
air–water concentration gradients. 30-min averages were binned in 50
groups of equal number of samples. For each group the median (open
circles) and the inter-quartile ranges (horizontal and vertical whiskers)
are shown. A logistic fit was calculated for all median U10 values (bold
blue curve), and a simplified power fit (thin blue line; see Table 1).
Parametrizations used for the spatial flux estimations are shown for
reference: C1998 36, CW2003 37, M2010 38, FG2002 39, and G2007 40,
and the mean of all five models (bold red curve), which uses FG2002
under absence of rainfall and the exponential version (E) of the G2007
model (L = linear; P = power). The dashed orange lines of the FG2002
model show the values for rainfall intensities that correspond to the 0.90,
0.95 and 0.99 percentiles measured at a nearby rainfall gauge. The
broad band shown for M2010 shows the range depending on the
buoyancy flux.

duce maxima in the profiles. The low concentrations in the deep
waters indicate that the cold conditions at the lake bottom pro-
hibit intense methane release from sediments.

The period until end of June 2011 was characterized by ris-
ing lake levels that filled the entire reservoir by early summer355

(Fig. 9b, blue line). While bottom water temperatures in the deep
Eastern locations remained cold, the shallow inundation zone at
the western locations warmed completely to the bottom (Fig. 9a).
The rapid inflow of snowmelt enhanced the lake volume sub-
stantially, but the lake remained highly supersaturated with CH4360

(Fig. 6). EC-derived CH4 fluxes aggregated at a monthly resolu-
tion (Fig. 10) follow the pattern of CH4 concentrations in surface
waters (Fig. 6), except for November 2011 with the lowest me-
dian fluxes despite high CH4 supersaturation in the water due
to exceptionally low wind speeds (Fig. 2). From mid-December365

2011 until early March 2012, ice cover prevented EC deployment
and, hence, flux measuring. For this period we assumed zero ef-
fluxes of CH4 and CO2, assuming that the accumulated gas in the
ice covered water will not evade until ice-out in spring. In March
2012, when the EC system could be again deployed on the lake,370

median fluxes were slightly higher compared to December 2011
before the onset of ice. This may be related to CH4 accumulating
in the water under the ice cover, which is slowly emitted during
and following ice melt. In contrast to 2011, the seasonal evo-
lution of CH4 fluxes showed a pronounced decrease from 4.6 mg375

CH4 m−2 d−1 in March 2012 to 0.4 mg CH4 m−2 d−1 in June 2012
(monthly median values; Fig. 10 and Table 2). During the same
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Fig. 8 Mean CH4 concentration profiles (with standard deviation bars)
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21.06.2011), warm season (27.07.2011; 30.08.2011; 27.09.2011), and
autumn (27.10.2011; 23.11.2011). Ceq is the mean (±SD) CH4
equilibrium concentration with the atmosphere for both sites using the
atmospheric CH4 concentration measured at the eddy covariance flux
site near X7.
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Fig. 9 a) Relationship between lake bottom water temperatures and
surface CH4 fluxes at the eastern (red line) and western (blue line)
locations. b) Median seasonal variations of CH4 fluxes (squares) from
water sampling at all seven locations using five different models to
calculate k600. Grey shaded area shows the inter-quartile range of all
fluxes (left y-axis), and the blue line shows the water level (right y-axis).

months, CO2 fluxes exhibited an opposite trend starting with a
net uptake of 56 mg CO2 m−2 d−1 to a net efflux of 103 mg CO2
m−2 d−1 (Table 4). 380

3.4 Diel flux variations

The fine temporal resolution of the EC technique enables anal-
ysis of the diel variations in CH4 fluxes from the reservoir sur-
face, which were rather pronounced over Lake Klöntal (Fig. 5b).
The median reservoir fluxes determined for each hour of the day 385

yielded a maximum that remained rather constant at 2.9±0.1 mg
CH4 m−2 d−1 during peak daytime (11–16 hours CET)—which
was roughly 3 times the typical nighttime CH4 efflux observed
(0.9±0.2 mg CH4 m−2 d−1, 23–07 hours CET). During peak
daytime, more than 75% of the eddy covariance flux measure- 390

ments indicated a CH4 efflux from the lake, whereas at night ef-
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Fig. 10 Seasonal variability of CH4 and CO2 fluxes (mg m−2 d−1) in
2011 (CH4 measurements only) and 2012 measured by the EC system.
Boxes, whiskers and dots show the inter-quartile range (IQR), the data
range up to 1.5 times the IQR, and outlier values, respectively. The EC
system was installed during the ice-free period, from 13 April until 6
December2011, and from 29 March 2012 until 22 June 2012.

Table 2 Annual CH4 emission estimate from Lake Klöntal based on
eddy covariance flux measurements in 2011 and 2012 near the deepest
spot of the reservoir. For January and February 2012 with ice cover we
assumed an efflux (numbers in italics) of 23% the average magnitude
measured under ice free conditions following Wik et al. 15.

Lake Klöntal 2011/2012 Methane �ux densities Methane emissions

Eddy Covariance

Month Year Days Median Lower Upper Total Lower Upper

Mar 2012 3 4.6 1.6 7.6 5.6 2.0 9.2

Apr 2011 18 2.5 2.0 3.0 3.1 2.5 3.7

Apr 2012 29 3.8 3.3 4.4 4.7 4.0 5.3

May 2011 31 2.5 1.6 3.4 3.1 2.0 4.1

May 2012 22 1.6 1.1 2.0 1.9 1.3 2.5

Spring 3.0 1.9 4.1 3.7 2.4 5.0

Jun 2011 30 1.8 1.3 2.3 2.2 1.6 2.8

Jun 2012 22 0.4 -0.4 1.2 0.5 -0.4 1.5

Jul 2011 31 3.0 2.1 4.0 3.7 2.5 4.8

Aug 2011 31 2.6 2.2 3.0 3.2 2.7 3.7

Summer 2.0 1.3 2.6 2.4 1.6 3.2

Sep 2011 30 3.4 2.6 4.1 4.1 3.1 5.0

Oct 2011 31 3.1 2.1 4.1 3.8 2.6 5.0

Nov 2011 30 0.4 -0.8 1.6 0.5 -1.0 2.0

Autumn 2.3 1.3 3.3 2.7 1.6 3.8

Dec 2011 6 3.0 -1.2 7.2 3.6 -1.5 8.8

Jan (ice cover) 0.6 0.5 0.9 0.7 0.6 1.1

Feb (ice cover) 0.6 0.5 0.9 0.7 0.6 1.1

Winter 1.4 -0.1 3.0 1.7 -0.1 3.7

Annual average 2.2 1.1 3.3 2.6 1.4 3.9

[mg CH
4
 m–2 d–1] [t CH

4
 yr–1]

flux dropped to between 50 and 75% of the observed fluxes.
CO2 fluxes (2012 only, Fig. 5d) were also highest during the

day, but not primarily during peak daytime (46±10 mg CO2 m−2

d−1) as for CH4. Rather, peak CO2 fluxes occurred at the end395

of the day when the sun set below the mountains and left Lake
Klöntal in full shadow prior to nightfall (hourly median 144 mg
CO2 m−2 d−1 at 18 hours). The corresponding time period in
the morning, before the sun reached the valley bottom, was a
short period of negative CO2 fluxes (i.e., net CO2 uptake), while400

nocturnal fluxes were basically zero (1±20 mg CO2 m−2 d−1).
Both minimum and maximum hourly median CO2 fluxes occurred
shortly before the clear transition of atmospheric CO2 concentra-
tions from night to day (i.e., high to low concentrations) and day
to night (i.e., low to high concentrations), respectively (Fig. 5d).405

Ultimately, the diel course of CO2 concentration showed the in-
verse of CH4 concentrations.

The diel cycles of concentrations and fluxes of both gases were
tightly linked to horizontal wind speed (Fig. 5e). Its diel pat-
tern was very distinctive and reflects the narrowly channeled flow 410

in a deeply incised mountain valley where only the diurnal up-
valley wind typically exceeds 1 m s−1, whereas nocturnal winds
are rather calm in the range of 1 m s−1. Thus, the typical daytime
wind system is not along the valley but across the valley (from the
southeast; see Fig. 4a), which is easily explained by the steepness 415

of the topography that allows the sun to heat up the southern rock
face and produce updrafts that mix the air above Lake Klöntal in a
vortices roll along the lake. This means that eddy covariance flux
measurements during the day should be closely related to condi-
tions measured at locality X7 (Fig. 1) where the deepest spot of 420

the lake bathymetry is found.
Methane fluxes increased exponentially with wind speed U10 up

to ≈3 m s−1, above which the flux remained relatively constant—
although with considerable scatter—at around 5.24 mg CH4 m−2

d−1 (Fig. 11). At low wind speeds (i.e., below 0.67 m s−1), CH4 425

fluxes also remained constant at around 0.8 mg CH4 m−2 d−1. In
the transition range between 0.67 and 3 m s−1, the best estimate
of CH4 fluxes relative to wind speed was FCH4 = (0.29±0.07) +
U10(1.69±0.04), with U10 in m s−1 and FCH4 in mg CH4 m−2 d−1.
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Fig. 11 Eddy covariance CH4 flux as a function of 10-m wind speed
U10. 30-min flux averages were binned in 25 groups of equal number of
samples. For each group the median (open circle) and the inter-quartile
ranges (horizontal and vertical whiskers) are shown. A power law was fit
to median U10 ≤ 3 m s−1 (blue dashed curve, FCH4 = (0.29±0.07) +
U (1.69±0.04)

10 ). The leveling off at high U10, however, can only be modeled
with a logistic fit (bold orange curve, FCH4 = 0.8 + (4.44±0.15)/[1 +
exp{(1.72±0.06) −U10}/(0.24±0.04)]).

Virtual air temperature, Tv, as measured by the ultrasonic 430

anemometer–thermometer (Fig. 5f), indicated a rather small diel
temperature range (DTR), which is characteristic for a local cli-
mate with a strong influence from the cool water surface of the
reservoir.

3.5 Along-lake flux variations 435

Since the additional sampling locations were not added until Au-
gust 2011, we could only evaluate the spatial variability in sur-
face CH4 from August to November. There was no persistent spa-
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tial pattern observed during those months (Fig. 6), but rather a
subgrouping of locations could be made based on dissolved CH4440

concentrations. Similarities in concentrations in the western loca-
tions (X1–X4), which were nearer the shallow inlet of the reser-
voir, differed from concentrations in the eastern locations (X5–
X7) closer to the outlet and deepest parts of the lake. At the
western sites, where shallower depths translated into a large gra-445

dient in lake bottom water temperatures (TLB) throughout the
year (6.4 to 18.6◦C), a strong relationship between CH4 effluxes
and TLB was observed (FCH4 = (0.13±0.01) TLB, r2 = 0.92, p <

0.0001; Fig. 9a). In the eastern part of the reservoir, a relation-
ship between TLB and FCH4 was also observed, although the more450

limited monthly TLB range (4.7 to 8.6◦C) resulted in a slightly
weaker relationship (FCH4 = (0.25±0.04) TLB, r2 = 0.74, p <

0.0001). Note that in both cases the regression intercept was in-
significantly different from zero (p=0.37) and thus the regression
was forced through the origin.455

3.6 Annual CH4 emissions from Lake Klöntal and its global
warming potential

Annual CH4 emissions and their uncertainties from the entire lake
surface as derived via surface samples along the reservoir and
from EC measurements are shown in Tables 3 and 2, respectively.460

Several assumptions were made to calculate these values, how-
ever, and will be discussed in detail below. First, potential losses
off-site, such as degassing during pipeline passage, were not in-
cluded in our estimates. Second, both surface sample-derived
and EC based annual estimates suffered from a lack of direct win-465

ter emission estimates. Unlike natural lakes in frozen regions,
ice covers on Alpine hydropower storages are not safe enough
to walk on or deploy instruments because of the substantial verti-
cal displacement of water level below the ice during hydroelectric
production. Thus, we assumed 23% of the average CH4 emissions470

from months that we could survey, the percentage found by Wik
et al.15. In this way we assume that CH4 supersaturation accumu-
lates under the ice which then leads to increased fluxes after the
ice has disappeared. This assumption was made for December to
March (Table 3). As for the EC estimate, the few days with mea-475

surements in December 2011 and March 2012 were considered
the best estimates for these two months, so that a reduced flux
only had to be assumed for January and February 2012 (Table 2).

Finally, for the surface sample-derived estimate, flux data
from each sampling location representing an entire month were480

weighted according to the surface area of the segment that they
represent using equation (7). In the case when a location was not
measured, the average flux of the measured locations obtained
on that date was used in the weighted average. Ultimately, the
annual CH4 emissions from the lake were estimated at 2.6 (range485

1.4 to 3.9) t CH4 yr−1 and 1.8 (range 0.5 to 7.4) t CH4 yr−1 with
the EC (Table 2) and the gas-sampling approaches (Table 3), re-
spectively.

Because CO2 was not of interest at the beginning of the study,
more assumptions had to be made to obtain a realistic annual490

CO2 emission estimate: July–October were assumed to produce
CO2 emissions of the same magnitude as measured during June.

Table 3 Annual CH4 emission estimate from Lake Klöntal based on
monthly gas sampling surveys in 2011 (locations X1–X7, see Fig. 1).
Bold numbers are the best estimates for seasonal and annual averages.
Number in italics show estimated fluxes (see text for details).

Lake Klöntal Methane ux densities Methane emissions

2011

Gas Sampling Mean Min Max Total Min Max

Mar 0.5 0.4 0.8 0.6 0.5 0.9

Apr 3.5 0.9 9.8 3.3 0.9 9.1

May 0.9 0.5 1.5 1.0 0.6 1.7

Spring 2.2 0.4 9.8 1.6 0.5 9.1

Jun 3.3 0.9 9.1 1.5 0.9 2.4

Jul 1.0 0.6 1.7 4.9 1.5 13.3

Aug 2.8 2.7 8.8 3.2 0.9 9.6

Summer 2.3 0.6 9.1 3.2 0.9 13.3

Sep 2.3 0.2 5.8 2.5 0.2 6.4

Oct 1.6 0.4 3.2 1.8 0.5 3.5

Nov 1.2 0.1 4.3 1.4 0.1 5.0

Autumn 1.7 0.1 5.8 1.9 0.1 6.4

Dec 0.5 0.4 0.8 0.6 0.5 0.9

Jan 0.5 0.4 0.8 0.6 0.5 0.9

Feb 0.5 0.4 0.8 0.6 0.5 0.9

Winter 0.5 0.4 0.6 0.6 0.5 0.9

Annual average 1.7 0.4 6.3 1.8 0.5 7.4

[mg CH
4
 m–2 d–1] [t CH

4
 yr–1]

In contrast to CH4 there was a net CO2 uptake measured when
the surface water was cold in March and April, hence we assumed
that November and December may yield similar uptake rates as 495

April and March, respectively. With these assumptions an annual
CO2 emission of 53 t CO2 yr−1 was obtained (Table 4).

Table 4 Net CO2 fluxes from Lake Klöntal, March–June 2012, and
estimate for annual total CO2 emissions. Numbers in italics denote
estimates without direct measurements (see text for details).

Lake Klöntal 2012

Eddy Covariance

MONTH YEAR Days Median Lower Upper Total Lower Upper

Mar 2012 3 -56 -110 -1 -68 -133 -2

Apr 2012 29 -19 -35 -2 -23 -43 -2

May 2012 22 106 74 137 129 90 167

Spring 10 -24 45 13 -29 54

Jun 2012 22 103 79 127 125 97 154

Jul 130 100 159

Aug 125 97 154

Summer 103 79 127 127 98 156

Sep 125 97 154

Oct 125 97 154

Nov -23 -43 -2

Autumn 76 50 102

Dec -68 -133 -2

Jan (ice cover) 30 21 39

Feb (ice cover) 30 21 39

Winter -3 -30 25

Annual average 57 28 86 53 22 84

CO
2
 �ux densities CO

2
 emissions

[mg CO
2
 m–2 d–1] [t CO

2
 yr–1]

To address the carbon footprint associated with hydropower
generation, we normalized our emission results by electrical en-
ergy produced, which amounts to 114 GWh yr−1. To allow for a 500

comparison with other hydropower reservoirs, a factor of 344 was
used to convert CH4 emissions to CO2-equivalents (CO2,eq). Our
surface sample-derived estimates suggest a carbon cost of 0.54
(range 0.15–2.2) kg CO2,eq associated with each MWh of electri-
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cal energy produced. If EC flux estimates are used as a basis, this505

number is considerably higher (0.78 (range 0.42–1.16) kg CO2,eq

MWh−1). An additional ≈0.46 kg CO2 MWh−1 is expected from
the CO2 emissions (Table 4). With only four months of CO2 fluxes
(Fig. 10, Table 4) an annual estimate is more difficult to obtain
than that for CH4, but a CO2 estimate is provided because mea-510

sured CH4 fluxes were substantially lower than expected.

4 Discussion

4.1 Diel cycles of CH4 and CO2 fluxes

CH4 fluxes—at least at night—are rather small compared to other
reservoirs14,19, or lakes20, and within the detection limit for EC515

flux measurements, hence the random scatter around zero which
also includes aparent negative fluxes.

On short time-scales the diel cycles of CH4 and CO2 fluxes pro-
vide some additional insights into the processes leading to GHG
emissions. CH4 fluxes (Fig. 5a) are almost a factor 3 larger dur-520

ing the daytime hours than during the night. This is in agree-
ment with the diel cycle of horizontal wind speed U10 (Fig. 5e)
that shows almost calm conditions at night and a pronounced ef-
fect of the diurnal up-valley wind system. This affects the piston
velocity k600 (Fig. 7) and hence CH4 efflux. While typical mod-525

els assume an exponential increase of k600 and thus CH4 fluxes
(as shown in Fig. 11), we observed an upper limit for k600 of
9.12±0.37 cm h−1 irrespective of wind speeds ≥ 2 m s−1 (Table
1, Fig. 7; midpoint of logistic fit at 1.70±0.04 m s−1). The high-
est wind speeds were observed during a few storms that probably530

completely mixed the reservoir, thereby exhausting the CH4 wa-
ter pool; hence, under high-wind conditions the CH4 concentra-
tion gradient between water and air became the limiting factor
for gas efflux, and more turbulent atmospheric mixing no longer
increased the CH4 efflux. This effect is also seen in Figure 11:535

CH4 effluxes levelled off around 5.24 mg CH4 m−2 d−1 at U10 >

3 m s−1.
The good agreement between the two efforts to estimate an-

nual emissions by taking into account spatial gradients and diel
as well as seasonal changes (Tables 3 and 2) is reassuring. In540

comparison, the EC method offers the advantage of a much richer
set of data that can resolve driving factors such as temperature,
wind-speed and mixing.

4.2 Validation of piston velocity models

Our determination of k600 from EC flux measurements in compar-545

ison with published models (Fig. 7, Table 1) reveals the general
dilemma of how fluxes are estimated from concentration gradi-
ents and U10 alone. The selection of a single model can substan-
tially affect flux estimates, and even our approach in which we
take the average of various published models (Table 1) would550

not have led to very robust estimates without the direct EC flux
measurements. Our finding that k600 showed an upper limit at
high wind speeds may be more generally valid for other lakes and
reservoirs with limited CH4 dissolved in the water body: above a
specific U10 threshold (2.0 m s−1 in the case of Lake Klöntal)—555

which may depend on local conditions such as lake dimensions
and depth, sheltering effect by surrounding topography, and sta-

tistical distribution of wind speeds—a further increase in U10 does
not lead to higher CH4 fluxes because under such conditions it is
not the turbulent mixing and transport that limits effluxes, but 560

the resupply of CH4 to the lake surface.

Although all five models (Table 1) assume an exponential in-
crease even at high wind speeds, the overall effect on our spa-
tially integrated annual flux estimates was not detrimental since
U10 very rarely exceeded the threshold above which exponential 565

models would heavily overestimate k600. It is however also impor-
tant to note that there is a bit of a mismatch between the monthly
data interpolated as in Figure 6 and the high-resolution EC data.
On a diel timescale the surface temperature changes and there-
fore also the solubility, which could not be taken in account in 570

equation (5). In addition, convective mixing will change surface
temperature by mixing in cold deeper water, thereby also shift-
ing the oversaturation at the surface. Thus, water concentration
measurements at hourly or better intervals would be required to
further reduce the uncertainty in k600 derived from EC fluxes in 575

our study.

4.3 Estimating the carbon footprint

To evaluate the contribution of this reservoir as an anthropogenic
CH4 source, we compared the spatially integrated monthly CH4
diffusion rates (Table 3) with the integrated time-series of 2011– 580

2012 EC fluxes measured near position X7 (Table 2). We had to
adopt slightly different boundary conditions for the ice-covered
period: For the spatial integration we assumed that the flux was
low (≈23% the flux under absence of ice15) during the period
from December to February (Table 3). In reality, the ice cover 585

did not start on the first of December and hence some days in
early December 2011 could still be covered with eddy covariance
flux measurements. In addition, last few days of March 2012 al-
ready allowed the re-installation of the EC system, hence we used
the December and March measurements as representative for the 590

whole months and only assumed low fluxes (≈23% the flux un-
der absence of ice15) during permanent ice cover in January and
February for the annual estimates derived from EC measurements
(Table 2).

The seasonal integration of EC fluxes yielded an estimated 595

overall CH4 emission from the Klöntal reservoir of 2.6 t CH4 yr−1

(Table 2), of which 27% can be attributed to the warm season
(July–September) when the reservoir is filled to its maximum.
These losses are due to diffusion alone as no ebullition was de-
tected during our hydroacoustic surveys. 600

The EC fluxes provide a more coarse spatial resolution but a
much better temporal coverage of fluxes compared to surface
sampling considering measurements were continuously recording
at 0.05 s resolution, from which EC-derived CH4 and CO2 fluxes
were calculated in 30-minute intervals. Aggregated to daily and 605

then monthly fluxes for upscaling, these measurements provide a
more robust estimate of the fluxes near position X7. The best es-
timate for the annual CH4 emissions from EC flux measurements
is 29% higher than the spatially weighted estimate obtained from
monthly samplings, and thus outside the range of variability of 610

the spatial sampling. Although the relationship between reser-

10 | 1–13Journal Name, [year], [vol.],



voir bottom water temperatures and CH4 flux differs between
the shallower western part and the deeper eastern part (Fig. 9a)
where the EC measurements were performed, the CH4 fluxes be-
tween the two parts of the lake did not differ significantly (t-test,615

p=0.624).
We thus used the EC flux measurements for an assessment of

the GWP of GHG fluxes from the Lake Klöntal reservoir and in-
cluded a best annual estimate of concurrent CO2 fluxes from the
first half of 2012 (Table 4). The study of Diem et al.45 has shown620

that N2O only provides a negligible contribution to GHG emis-
sions in alpine reservoirs.

Following conversion to CO2-equivalents, we can compare an-
nual Lake Klöntal GHG emissions and the contribution of CH4 to
total emissions to that of other reservoirs. Klöntal emits 88.4 t625

CO2,eq yr−1 as CH4, which is roughly 63% of the total global
warming forcing when our best estimate for CO2 emissions is in-
cluded in the total (141 t CO2,eq yr−1). Compared to a meta-
analysis from global reservoirs3, the relevance of CO2 effluxes
from Lake Klöntal (≈37%) was higher than expected. Deemer et630

al.3 estimated the average breakdown of GHG contribution to be
79% from CH4 and 18% from CO2, but note their dataset was
dominated by low altitude reservoirs and may not be representa-
tive of Alpine reservoirs. In addition, reservoirs with active CH4
ebullition significantly increased the contribution of that GHG to635

the average carbon emissions in the Deemer et al.3 synthesis.
In a multi-reservoir study on other Alpine hydropower plants

across Switzerland, Diem et al.45 found even lower CH4 emis-
sion rates than those measured in our study. The reservoirs from
that study that provide the best comparison with Lake Klöntal (L.640

Sihl and L. Lungern) emitted only 6–10% of the CH4 emissions
observed from Lake Klöntal. Perhaps the better spatiotemporal
resolution and use of EC measurements improved CH4 estimates
in our study as we would not necessarily expect an order of mag-
nitude difference between Alpine reservoirs of similar altitudes.645

Regardless, this Lake Klöntal study and that of Diem et al.45 sug-
gest that high altitude, seasonally frozen reservoirs do not likely
contribute substantially to global anthropogenic GHG emission
budgets, at least not in the form of CH4. Diem et al.45 found
that CO2 dominated carbon emissions from those Alpine reser-650

voirs (up to 99%), while Demarty et al.46 found the same in three
boreal reservoirs. Demarty et al.46 suggested that seasonal expo-
sure of shallow reservoir sediments to the atmosphere could limit
CH4 production and prevent the CH4 buildup in sediment pore-
waters necessary to fuel ebullition, which is the pathway that sig-655

nificantly enhances overall CH4 emissions. Together these studies
suggest that measurements of CO2 fluxes from boreal and high
Alpine reservoirs are necessary in combination with CH4 in order
to accurately estimate carbon footprints. At the same time, mea-
surement techniques or sampling strategies that provide higher660

spatiotemporal resolution of CH4 fluxes may find that CH4 emis-
sions from such reservoirs are higher than expected, as was the
case for Lake Klöntal.

GHG emission normalized by mean annual electricity produc-
tion of the Klöntal hydropower scheme (114 GWh yr−1) indicated665

that 1.24 kg CO2,eq MWh−1 are produced from this Alpine reser-
voir, which is more than one order of magnitude smaller than the

25 kg CO2,eq MWh−1 for the run-of the-river hydropower scheme
of Lake Wohlen on the Swiss plateau (T. DelSontro, pers. comm.)
or the 36 kg CO2,eq MWh−1 reported as the upper range of tropi- 670

cal reservoirs by Demarty and Bastien47, and far below the range
of 10–550 kg CO2,eq MWh−1 for some high-emission reservoirs in
tropical regions of Brazil48.

As an upper limit for GHG emissions, a recent review proposed
an average carbon footprint of 980 kg CO2,eq MWh−1 for coal- 675

fired power plants49. Lower average GHG emissions of renew-
able electricity systems have been documented in a recent meta-
analysis as 34 and 50 kg CO2,eq MWh−1 for wind energy and solar
photovoltaics, respectively50. Depending on the boundary con-
ditions, plausible estimates span two orders of magnitude. The 680

operation of a power plant alone is responsible for 23.9% and
13.0% of the carbon footprint of wind energy and solar photo-
voltaics, respectively50, which is 8.1 and 6.5 kg CO2,eq MWh−1

that can be compared with our estimates.
The situation is similar in the case of hydroelectricity: The ex- 685

istence and operation of a hydropower reservoir alters the CH4
and CO2 fluxes, and thus hydroelectricity is not perfectly carbon
neutral relative to the conditions that would have prevailed had
the dam never been built51,52.

Low nutrient inputs and changing water levels might contribute 690

to the rather small observed emissions of Lake Klöntal. Apart
from two campgrounds, there are no major settlements in the
partially forested catchment area of the lake and therefore nu-
trient inputs remain low. Reactive phosphate concentrations in
the river53 downstream of Lake Klöntal are consistently below 695

5 mg P m−3. Therefore, the lake is oligotrophic with very high
recreational water quality as assessed by local authorities53. Low
productivity correlates with low methane emissions according to
a recent meta-analysis3. In addition, large water level fluctu-
ations aerate the littoral sediments during winter months and 700

block methane production close to the sediment surface. Finally,
we might have missed additional emission pathways in our study
because it was not possible to monitor the period of drawdown
during harsh snow and ice in winter. Decreasing water levels
could theoretically trigger ebullition54 and freshly exposed sedi- 705

ment surfaces during drawdown could release methane at signif-
icant rates55.

5 Conclusions
Hydropower electricity is a renewable energy source that is val-
ued positively in the context of climate change mitigation as com- 710

pared to fossil fuel-based electricity generation. Our best estimate
for the Lake Klöntal reservoir as derived from EC flux measure-
ments during 2011 and 2012 suggests that average CH4 and CO2
emissions are on the order of 2.2 (range 1.1 to 3.3) mg CH4 m−2

d−1 (Table 2) and 57 (range 28 to 86) mg CO2 m−2 d−1 (Table 4). 715

For the entire lake, converted to CO2-equivalents, the GHG emis-
sions (from CH4 and CO2) associated with the electrical power
generation of 114 GWh yr−1 was on the order of 1.24 kg CO2,eq

MWh−1, of which 63% could be attributed to CH4 emissions. The
best estimate of CH4 emissions derived from area-weighted sur- 720

face water concentration measurements in 2011 yielded a car-
bon footprint of electricity of 0.54 kg CO2,eq MWh−1 from CH4,

Journal Name, [year], [vol.],1–13 | 11



roughly 31% less than the EC-derived estimate of 0.78 kg CO2,eq

MWh−1. Both estimates indicate that electricity from the Lake
Klöntal reservoir produces a non-negligible carbon footprint and725

thus contributes to climate change; however, the effect per energy
unit is rather small compared to warmer reservoirs at lower ele-
vations and the majority of the reservoirs in the tropical climate
zone. It’s carbon footprint is roughly 15–20% that associated with
the operation of wind energy and solar photovoltaic plants.730
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