
ETH Library

Compensating pulse imperfections
in solid-state NMR spectroscopy:
A key to better reproducibility and
performance

Journal Article

Author(s):
Wittmann, Johannes J.; Takeda, Kazuyuki; Meier, Beat H.; Ernst, Matthias 

Publication date:
2015-10-19

Permanent link:
https://doi.org/10.3929/ethz-b-000105329

Rights / license:
In Copyright - Non-Commercial Use Permitted

Originally published in:
Angewandte Chemie. International Edition 54(43), https://doi.org/10.1002/anie.201504782

This page was generated automatically upon download from the ETH Zurich Research Collection.
For more information, please consult the Terms of use.

https://orcid.org/0000-0002-9538-6086
https://doi.org/10.3929/ethz-b-000105329
http://rightsstatements.org/page/InC-NC/1.0/
https://doi.org/10.1002/anie.201504782
https://www.research-collection.ethz.ch
https://www.research-collection.ethz.ch/terms-of-use


 1 

Compensating pulse imperfections in solid-state NMR 
spectroscopy: a key to better reproducibility and performance. 
Johannes J. Wittmann, Kazuyuki Takeda, Beat H. Meier* and Matthias Ernst* 

 
 
J.J. Wittmann, Prof. Dr. B. H. Meier, Prof. Dr. M. Ernst, Physical Chemistry, ETH Zürich, Vladimir-

Prelog Weg 2, 8093 Zürich (Switzerland) 
E-mail: maer@ethz.ch; beme@ethz.ch  

  
Dr. K. Takeda, bDivision of Chemistry, Graduate School of Science, Kyoto University, 606-8502 Kyoto, 

Japan 
 

Abstract: The power and versatility of NMR spectroscopy is strongly related to the ability to 

manipulate NMR interactions by the application of radio-frequency (rf) pulse sequences. 

Unfortunately, the rf fields seen by the spins differ from the ones programmed by the 

experimentalist. Pulse transients, i.e., deviations of the amplitude and phase of the rf fields 

from the desired values, can have a severe impact on the performance of pulse sequences 

and can lead to differing results. Here, we demonstrate how transient-compensated pulses 

can greatly improve the efficiency and reproducibility of NMR experiments. The implementation 

is based on a measurement of the characteristics of the resonance circuit and does not rely 

on an experimental optimization of the NMR signal. We show how the pulse sequence has to 

be modified to use it with transient-compensated pulses. The efficiency and reproducibility of 

the transient-compensated sequence is greatly superior to the original POST-C7 sequence. 

 

NMR pulse sequences consist of radio-frequency pulses with defined amplitude and phase 

acting on the spins. A simple example are rectangular “hard” pulses usually assumed to have 

an infinitely short rising and falling time and constant phase (Figure 1A). In reality, however, 

the actual rf field experienced by the nuclear spins inside a tuned coil deviates significantly 

from the intended profile[1,2] as shown in Figure 1B. Besides a delayed build-up and decay of 

the in-phase rf-field amplitude, also out-of-phase contributions are observed at the beginning 

and end of the pulse, referred to as pulse transients.[1,3–6]. These imperfections impact the 

performance of the pulse sequences, especially, if the spin-interaction to be exploited in the 

experiment (e.g. the dipolar interactions) is small compared to potentially competing error 

terms. Therefore, a reduced sensitivity to phase transients is indeed a design principle for 

robust pulse sequences.[6] While phase transients were experimentally minimized on 

spectrometers with tube amplifiers[7–10] by tuning and matching the amplifier, modern NMR 

spectrometers provide no means to do so, with the exception of varying the cable length and 

probe tuning[5,6]. 



 2 

There have been different strategies employed to optimize NMR pulse sequences, e.g., by 

numerical optimization of the pulse sequence on a target spin system often in the form of 

optimum control[11]. Such an optimization can include the basic characteristics of the resonance 

circuit in the form of the transfer function[12,13] but this time-consuming approach needs to be 

repeated, ideally, for each sample and temperature as changing the experimental conditions 

changes the transfer function. Another approach is the direct optimization of pulse sequences 

on the spectrometer which also takes the characteristic of the resonance circuit into 

account[14,15]. A related approach which has specifically been used to suppress effects of phase 

transients is the experimental optimization of pulse sequence parameters that can partially 

counteract them[5,16] using a grid search. In all these approaches the obtained optimized pulse 

sequences will be specific to the transfer function of the experimental setup and must be 

reoptimized if the experimental setup or the tuning and matching changes. In the latter two 

cases, the optimization should take place on the sample to be studied which is challenging for 

biomolecules with limited signal-to-noise ratio. As an approximation, a test sample with 

sufficient signal-to-noise could be used. However, changing the sample will change the 

transfer function. 

Our approach to transient compensation avoids these difficulties using a "digital tune up" of 

the spectrometer that requires no observable signal from the sample. This is achieved by 

modifying the input signal applied to the NMR probe such that the B1 field actually seen by the 

spins closely mimics a "hard" rectangular pulse. In finite-bandwidth systems, like a tuned and 

matched NMR probe, achieving a perfect rectangular pulse is, however, impossible and we 

settle for a pulse with slightly rounded edges (finite rise time) but no out-of-phase contributions 

(Figure 1C). This modification alone will not significantly change the phase transients (Figure 

1D) but we need to apply a pulse modified in phase and amplitude, to obtain the desired B1 

field as shown in Figure 1E and F. This approach is based on the results from previous 

work[12,17,18] where it was shown that such transient-compensated pulses give almost ideal 

nutation spectra. 

Here we take transient compensation one step further and use transient-compensated pulses 

to implement windowless pulse sequences. In our approach, the performance of the pulse 

sequence is shown to be largely independent of the details of the experimental setup (vide 

infra). This spectrometer-dependent part, enters the corrections to the input pulse shape 

needed to obtain transient-compensated radio-frequency pulses and is part of the 

spectrometer calibration procedure. Due to the need to employ pulses with rounded edges, 

pulse sequences must be slightly modified for optimum performance as detailed below. 
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Figure 1. A) Rectangular excitation and B) typical response of the system under study. The 

transient behavior of the tuned resonator gives rise to an exponential build-up and decay as 

well as 90° phase-shifted components in the beginning and the end of the pulse. The in-phase 

component is drawn in blue, the out-of-phase component in green. These features are also 

observed in D) where the response towards an input shape with sine-shaped edges is shown 

in C. E) shows in-phase and quadrature components of a transient-compensated input shape 

which leads to a response F) which is in good agreement to the target shape. G) C7 pulse 

sequence H) POST element with ideal rectangular pulses. I-K) Basic elements with finite rise-

time pulses. 
 
 
We denote the B1 field seen by the spins as 𝑦(𝑡)	and the rf-input given to the tuned circuit 

(probe) as 𝑥(𝑡). We can calculate the required input signal 𝑥(𝑡) (e.g., the one shown in Figure 

1E needed to obtain the desired response 𝑦(𝑡) (Figure 1F) in the framework of linear-response 

theory[12,17,18]. There, 𝑦(𝑡)	is given by the convolution of 𝑥(𝑡) with the impulse-response function 

ℎ(𝑡) 

𝑦(𝑡) = 𝑥(𝑡) ∗ ℎ(𝑡) = 	ℱ+,-ℱ{𝑥(𝑡)}	ℱ{ℎ(𝑡)}0. 

Here, ℎ(𝑡) describes the influence of all the elements of the rf circuit, such as probe, amplifiers, 

filters, and cables. ℱ denotes the Fourier transform, ∗ the convolution integral. Knowing ℎ(𝑡), 

a de-convolution allows the calculation of the input waveform that results in the target 

waveform: 

𝑥(𝑡) = ℱ+, 1
ℱ{𝑦(𝑡)}	
ℱ{ℎ(𝑡)}
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To measure the actual rf field in the coil,	𝑦(𝑡), a pickup coil was placed close to the NMR coil. 

Among the several ways of experimentally characterizing the impulse-response function of the 

system ℎ(𝑡), we decided to use maximum-length sequences (MLS)[12,19,20] (see Methods 

section). 

To evaluate the performance of transient-compensated pulse sequences we investigate the 

excitation of double-quantum coherence in solid-state NMR, which is known as a demanding 

and difficult to reproduce experiment, using the POST-C7 pulse sequence[21,22] shown in Figure 

1G. To make the POST-C7 sequence more stable and efficient several modifications have 

been proposed in the past. An adiabatic implementation of CN sequence has been proposed 

where the phase shift is varied to achieve a sweep through the resonance condition[23]. To 

compensate pulse transients, a phase shift of the first pulse of the POST element was 

proposed[5]. Finally, an asynchronous implementation of the POST-C7 sequence was shown 

to better compensate second-order effects from CSA tensors[24]. 

In the POST-C7 pulse sequence, the rf irradiation is applied continuously and only the rf-phase 

changes during the pulse sequence. Still the same criteria as for rectangular pulses apply and 

a compensation of the phase transients is possible as shown in Figure S1. The Hamiltonian 

under an ideal C7 pulse sequence consists of the dipolar double-quantum term only 

 

ℋ45 =
1
2
𝜔,,:𝜅[𝐼,>𝐼:>] +

1
2
𝜔,,:𝜅∗[𝐼,+𝐼:+] 

 

where κ is a complex scaling factor. It can be shown[25], that in first order approximation the 

most important error terms are proportional to the chemical-shift interaction and have the form 

 

ℋ4ABB = 	C𝜀E𝜔E𝐼EF 

 

with i = 1,2. For the optimal result of the pulse sequence, the values of ε1 and ε2 have to be 

minimized while |κ| is maximized. For an ideal C7 pulse sequence with rectangular pulses 

applied on resonance, ε1 = ε2 = 0 and |κ| = 0.232[22]. As mentioned above, the edges of the 

pulses must be rounded to be practical. In order to quantify the efficiency of the recoupling 

sequence, εi and |κ| are calculated based on the Floquet description of symmetry-based 

sequences[25,24] as a function of the rise/fall time of the pulses,  tedge, and the deviation of the 

rf-field amplitude ν1 for the POST element from the nominal value (see Figure 2A). A more 
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detailed account of the Floquet approach for the case of amplitude-shaped pulses will be given 

elsewhere. In the limit of hard pulses (Figure 2A, tedge = 0 μs) and using an ideal rf-field 

amplitude, a pure double-quantum Hamiltonian is obtained as the chemical-shift scaling 

factors ε1 and ε2 vanish. As seen from Figure 2A, the double-quantum scaling factors, however, 

rapidly decrease to very small values with increasing tedge. For all practically realizable values 

of tedge, typically 0.5 to 1 μs, |κ| ≈ 0 and no double-quantum excitation is predicted. The main 

reason is that, due to the shaped amplitudes and the different length of the three pulses 

contained in the POST element, the net rotation over the C element is no longer zero and the 

C7 resonance condition is violated. To restore efficient double-quantum recoupling under 

rotor-synchronized rf irradiation, the basic C element has to be modified such, that it 

corresponds again to a unity propagator without effective field. This can be realized by 

modifying the rf-field amplitude of the individual pulses such that the flip-angles of each pulse 

in the basic element correspond again to the nominal value in the ideal rectangular-pulse 

version as shown in Figure 2B. Even though high double-quantum scaling factors are 

observed, the condition for optimal chemical-shift suppression narrows down considerably with 

increasing edge times and εi becomes non-zero (see Figure 2B). This issue can be addressed 

by splitting the central 2𝜋 pulse into pulses of flip angles 3𝜋/2 and 𝜋/2. In this case (Figure 2C), 

the internal symmetry of the basic element[26] is retained and, independent of tedge, a condition 

can be found with high |κ| and ε1 ≈ ε2 ≈ 0. Thus, the modified basic element shown in Figure 

2C, which we abbreviate by TIPTOP (TIP-angle and Transient-Optimized Pulse) is, therefore, 

expected to show the best performance for amplitude-shaped composite pulses. 

 

Figure 2. Dipolar and chemical-shift scaling factors, |κ| and ε, as a function of the rise/fall time 

of the pulses (implemented as half a period of a sine with duration tedge) and of the rf amplitude 

ν1. The nominal rf-field amplitude 𝛎𝟏
(𝐧) with an average rf-field amplitude value of seven times 

the spinning frequency (e.g. 71.4 kHz at 10.2 kHz MAS) is shown in the first column for A) 
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POST-C7, B) the amplitude-shaped and flip-angle corrected POST-C7 that restores a unity 

propagator over one cycle and C) TIPTOP-C7. 

 

The properties of the TIPTOP-C7 DQ recoupling sequence was experimentally characterized 

using 1,2-13C2-glycine as a test sample. Both, numerical simulations in a two-spin system, and 

the experimental data (Figure 3) are in good agreement and consistent with the Floquet 

calculations (see Figure 2). The plots in Figure 3 show the polarization-transfer efficiency from 

the C’ to the Cα resonance as a function of the rf-field amplitude and the rf-carrier frequency. 

The zero point corresponds to the carrier set in the center between the two resonances. The 

pulse rise and fall time was set to 1 μs, a practically feasible value. Indeed, the corrected pulse 

sequences perform well, and the experimental values for the transfer efficiency and rf-

amplitude and offset dependence are as predicted.  

 

Figure 3. Simulations and measurements are in accordance for all pulse sequences: 

Simulated and measured DQ transfer in 13C2-Glycine for the pulse sequences of Figure 2B,C. 

For the simulations a mono-exponential damping with a time constant of 16 ms, derived from 

the experimental data, was applied. 

 
 

 

Figure 4. The compensated pulse sequence performs significantly better: Build-up of double-

quantum coherence in diammonium phthalate (labeled at the carboxyl carbons) for three 

different cable-length (blue 115 cm, green 175 cm and red 185 cm) for the uncompensated 

POST-C7 pulse sequence (A) and for TIPTOP-C7 (B). The black line is the theoretical curve 
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based on the internuclear distance from the crystal structure. Mono-exponential damping with 

a time constant of 11 ms, derived from the experimental data, was applied to the simulations. 

 

To further experimentally characterize the performance of the transient-compensated TIPTOP-

C7 sequence, we chose a sample of doubly 13C labeled diammonium phthalate with 13C labels 

at the two carbonyl groups diluted 1:7 in natural abundance material to minimize intermolecular 

contacts. Besides the small chemical-shift difference of the two carbonyl resonances 

(5.9 ppm), a rather large CSA tensor (δ = 77 ppm and η = 0.68) competes with the recoupling 

of the dipolar interaction of ν12 = 585 Hz corresponding to a distance of 0.296 nm[27]. Due to 

the smaller dipole coupling, this sample represents a more difficult case for recoupling. To 

emulate typical differences between spectrometers or between settings in different 

experimental sessions, we used three cables of different lengths between preamplifier and 

probe. The cable length significantly changes the properties of the resonance circuit because 

input impedance of the probe, cable impedance, and output impedance of the amplifier all do 

not perfectly match the nominal impedance of 50 Ω. The corresponding responses to a square 

pulse input function are given in supplementary Fig. S2 C-E. The maximum double-quantum 

transfer is achieved for a different value of ν1, for each of the three cable lengths (Fig. S2A), 

while the compensated pulses lead to an almost ideal and cable-length independent transfer 

(Fig. S2B). Correspondingly, the experimental POST-C7 double-quantum build-up, measured 

at the experimentally optimized value of ν1, is far from the expected theoretical curve and 

depends strongly on the exact cable length (Figure 4A). This behaviour illustrates the 

experimental problems in implementing the double-quantum transfer. The situation is 

dramatically improved for the TIPTOP-C7 sequence using compensated pulses: the observed 

time-dependence and maximum amplitude of the double-quantum build-up is almost identical 

with the theoretical expectation and is independent of the cable length (Figure 4B). 

 

In summary, we have demonstrated that the amplitude and phase of the rf field inside the NMR 

coil can be controlled to a high extent. Due to the finite rise and fall times of the compensated 

pulses, the flip-angles of the individual pulses need to be corrected to obtain a unity propagator 

over a single C element. Implementing these modifications, we have found that transient-

compensated symmetry-based recoupling leads to high recoupling efficiencies using the 

TIPTOP-C7 sequence and to a much higher reproducibility of the experiments, independent 

of the details of the experimental setup. In contrast to previous approaches, the transient-

compensated pulses do not rely on an experimental optimization of the signal, which is difficult 

to achieve in samples with a low signal-to-noise ratio. 
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We are confident that this technical improvement will significantly improve our ability to 

coherently and consistently control the spin dynamics in a wide range of NMR experiments. 

Pulse sequences, already existing and novel ones, that were limited by their sensitivity to 

phase transients may now show improved behavior. This opens up new options in pulse-

sequence design. 

 

Experimental Section 

1,2-13C2-glycine was purchased from Cambridge Isotopes and used without further purification. 

Phthalic acid-a,a-13C2 was purchased from Isotec and mixed with unlabeled phthalic acid in a 

molar ratio of 1:7. In order to reduce T1 relaxation times, the diammonium salt was synthesized 

by adding an excess of aqueous ammonia. The product was obtained as a white crystalline 

powder after removing the solvent by lyophilization.  

All experiments were carried out on a 400 MHz Bruker Avance III spectrometer with extended 

pulse-shape memory. The corresponding 13C Larmor frequency was 100.63 MHz. Before 

carrying out the experiments, a standard Bruker 2.5 mm double-resonance probe was tuned 

to a minimum of the reflected power on both, proton and carbon channels. In order to measure 

the phase and amplitude of the B1 field generated by the pulse, a pick-up coil was placed in 

close proximity to the NMR coil. The induced current (coupling -44 dB) was digitized with a 

sampling rate of 5 Gsample/s using a Tektronix TDS7104 oscilloscope. The impulse response 

function h(t) was determined by measuring the response from the pickup coil y(t) using a 

maximum-length-sequence MLS-8[20] with a time step per bit of 50 ns and a total length of 

12.75 μs. Input, output as well as the determined impulse response for one experimental setup 

are shown in Figure S3. 

After digital quadrature demodulation of the signal followed by digital filtering, the pulse 

envelopes were obtained with a time resolution of 50 ns. Compensated pulse shapes were 

calculated and saved as Bruker shape files using the highest possible time resolution (50 ns) 

that could be sustained over the full mixing sequence (about 10 ms) using the extended pulse-

shape memory. The digital signal processing was performed in MATLAB[28]. 

Numerical simulations were performed using the GAMMA spin-simulation environment[29] 

using a set of 538 ZCW crystallite orientations[30]. The MAS frequency was set to 10.204 kHz 

for all simulations, Floquet calculations, and experiments. Orientations of dipole-dipole and 

chemical-shift tensors were extracted from quantum-chemical calculations based on the 

crystal structure[27]. Continuous-wave (cw) 1H decoupling (v1= 155 kHz) was applied during the 

recoupling period. 
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